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Abstract
The confusion matrix is the standard way for reporting the accuracy of land cover and other information classified from remote sensing imagery. This letter describes a geographically weighted method for generating spatially distributed measures of accuracy (overall, user and producer accuracies) from a logistic Geographically Weighted Regression. A kernel-based approach defines the data and weights that are used to calculate the accuracies at each location in the study area. The results compare the global accuracy measures from a standard confusion matrix with ones that have been allowed to vary locally. Maps of spatially varying user and producer accuracies describe the spatial autocorrelation of error. The use of geographically weighted models in the context of land cover accuracy are discussed and suggested as a generic approach for examining how and where error processes vary.

1. Introduction

The confusion matrix and the measures it supports such as user accuracy and producer accuracy have become the accepted paradigm for reporting accuracy in remote sensing and land cover. However, the information provided by the confusion matrix is aspatial – it does not tell potential users where the data are better or worse and does not describe the spatial distribution of errors (Canters 1997; Steele et al., 1998; McGuire and Fisher, 2001; Foody, 2002; Foody, 2005; Foody, 2007). The tendency for errors in land cover data to be spatially autocorrelated is well known (from Campbell 1981 to Gonzalez et al., 2010). To overcome this, some research has developed methods for estimating and describing the spatial distribution land cover accuracy. Of particular relevance to the methods proposed here are the work of Foody (2005) and Comber et al. (in press). Foody developed geographically distributed measures of accuracy, calculating confusion matrices at a series of locations and then interpolating between them to create surfaces of error. Comber et al. extended Foody’s work and proposed a geographically weighted measure of portmanteau accuracy for Boolean land cover and a geographically weighted difference measures for fuzzy land cover.

This letter outlines geographically weighted methods for generating spatially varying measures of land cover accuracies. Geographically weighted approaches use a kernel or moving window to make local calculations using the data points that are under the kernel, but whose contribution to the calculation is weighted by their distance to the
kernel centre. The methods extend Foody (2005) by incorporating distance weighting and extend Comber et al. (in press) by developing geographically weighted estimates of the spatial distribution of user, producer and overall accuracies.

2. Methods

2.1 Data

SPOT 5 imagery from 2009 for area in the North Western part of Libya around Tripoli was resampled to 30m × 30m as part of a wider study. It was classified into 6 classes using the maximum likelihood classifier in the Idrisi Maxlike module: Urban, Woodland, Vegetation, Grazing Land and Bare. A field survey in 2010 collected validation data at 210 locations selected by stratified random sample that divided the study areas into blocks, from which an average of 10 locations per block were selected randomly. The dataset used in the analysis contained data from the field survey (“reference” data) and from the remote sensing analysis (“classified data”) at each of the 210 locations. The study area and the locations of the sample points are shown in Figure 1 along with the grid used in the geographically weighted analyses (described below). Table 1 shows the confusion matrix arising from the validation. Overall accuracy is calculated from the diagonal and off diagonal elements in the confusion matrix. User and producer accuracies are calculated using the row and column totals. Overall accuracy describes the proportion of the total number of pixels that have the same class in the reference and classified data for all classes. User and producer accuracies describe the errors related to individual classes.

(insert Figure 1 about here)

(insert Table 1 about here)

2.2 Aspatial Analysis

It is informative to examine how the probabilities related to these accuracy measures can also be estimated using ordinary logistic regressions. First, a logit function needs to be defined to transform any value, \( q \):

\[
\text{logit}(q) = \frac{\exp(q)}{1 + \exp(q)} \tag{Equation 1}
\]

Overall accuracy, \( A_O \), can be estimated using a reduced logistic regression model that only contains an intercept term, \( b \) (i.e. it seeks to estimate the overall accuracy using an explanatory variable of 1):

\[
A_O = \text{logit}(b) \tag{Equation 2}
\]

which returns an estimate of the probability of \( A_O \) being equal to 1. When Equation 2 is used to analyse the confusion matrix data in binary form, where the 126 data points summarised by the diagonal elements are indicated as 1 and the 84 data points
summarised by the off-diagonal elements as 0, the result is an estimate of the overall accuracy of 0.60.

Now consider a subset of the data for the class of Grazing Land. It is represented by two similarly ordered binary vectors of 210 elements, with the reference data vector having 39 elements indicated by 1 and the classified data vector having 43. User accuracy can be estimated using a logistic regression to analyse the reference data against the classified data in the following way:

\[ P(y = I) = \logit(b_0 + b_1x_1) \]  
(Equation 3)

where \( P(y = I) \) is the probability that the reference land cover class, \( y \), is correctly predicted at by the classified data, \( x_1 \), \( b_0 \) is the intercept term and \( b_1 \) is the slope. The result describes the probability that the reference data equals 1, given that the classified data equals 1 (i.e. the user accuracy), which in this case is equal to 0.53.

Inverting the response and explanatory variables in Equation 3 estimates producer accuracy:

\[ P(x = I) = \logit(b_0 + b_1y_1) \]  
(Equation 4)

where \( P(x = I) \) is the probability that the classified land cover class is correctly predicted by the reference data, \( y_1 \), \( b_0 \) is the intercept term and \( b_1 \) is the slope. Using the ordered binary vectors described above, the producer accuracy for Grazing Land is equal to 0.59.

2.3 Geographically weighted analysis

Having outlined the probabilities related to the principal accuracies arising from the confusion matrix in terms of logistic regression, it is now possible to consider the geographically weighted extensions to these models. They are similar in form to ordinary regression but geographically weighted approaches use a moving window or kernel under which local models such as a logistic regression are computed at locations through the study area, in this case the 1km grid shown in Figure 1.

The aspatial models described in Equations 2, 3, and 4 were extended to geographically weighted models in the following way:

\[ P(A_y = 1) = \logit(b_{0(u,v)} + b_1x_{(u,v)}) \]  
(Equation 5)

\[ P(y_i = 1) = \logit(b_{(u,v)} + b_1x_{(u,v)}) \]  
(Equation 6)

\[ P(x_i = 1) = \logit(b_{(u,v)} + b_1y_{(u,v)}) \]  
(Equation 7)
where \( pr(A_O = l) \) is the overall accuracy probability at location \( i \), \( x_i \) and \( y_i \) are the classified and reference data respectively and \( (u_i, v_i) \) is a vector of two dimensional coordinates describing the location of \( i \) over which the coefficient estimates are assumed to vary.

In contrast to ordinary regression models where the processes under investigation are assumed to be stationary (i.e. location invariant), local models are spatial disaggregations of global models, the results of which are location-specific. A moving window allows a local regression to be calculated at each location and data points that are further away from the location under consideration contribute less to the solution. Thus the kernel defines the data and weights that are used to calibrate the model at each location. The weight, \( w_i \), associated with each location \( (u_i, v_i) \) is a decreasing function of \( d_i \), the distance from the centre of the kernel to \( (u_i, v_i) \):

\[
w_i = \begin{cases} 
(1 - \frac{d_i^2}{h^2})^2 & \text{if } d_i < h \\
0 & \text{otherwise}
\end{cases}
\]  

(Equation 8)

where \( h \) is the bandwidth and the weights for each data point, \( i \), change for each location. Here, the bandwidth was selected to include the nearest 15% of the data points.

3. Results

The geographically weighted logistic regressions described in Equations 5, 6 and 7 were applied to the land cover class of Grazing Land over the 1km grid illustrated in Figure 1. Table 2 summarises the distribution of overall accuracy and user and producer accuracies for Grazing Land, as calculated at each grid cell. Overall accuracy varies from 0.57 to 0.65 in different parts of the study area compared to a global value of 0.60. User accuracy varies from 0.13 to 0.71, compared to a global figure of 0.53 and producer accuracy for varies from 0.52 to 0.72 across the study area, compared to a global figure of 0.59. It is interesting to note that there are much greater variation in the distribution of user accuracy estimates, moderate variation in producer accuracy estimates and less variation in the estimates of overall accuracy.

The spatial variations in user and producer accuracies are shown in Figures 2 and 3. Figure 2 indicate that the user accuracy for Grazing Land is generally higher to the south of the study area, and lower towards the north (around Tripoli). User accuracy provides an estimate of the probability that a classified pixel correctly represents the features on the ground. It indicates of the errors of commission (inclusion) and for the potential user of the map it indicates the probability of correctly finding that class on the ground. In this case the results in Figure 2 would suggest less confidence in the areas mapped as Grazing Land around Tripoli being that class on the ground. Figure 3 shows that there is much less variation in the estimates of Grazing Land producer accuracy, but that there is a trend of marginally higher accuracy towards the north of the study area.
Producer accuracy provides an estimate of the probability that a reference pixel is correctly labeled in the classified data. It indicates the errors of omission (exclusion) and for the producer of the map it indicates the probability that features of interest are omitted from the classified data. Thus, in this case, we can be confident that most of the grazing land that exists has been mapped (low omission) but that there are also high levels of commission errors in the north of the study area.

(Insert Figure 2 about here)

(Insert Figure 3 about here)

4. Discussion

The confusion matrix provides a convenient summary of land cover errors but it provides only global measures of error and accuracy and is aspatial in nature. However, descriptions of the local spatial variation in land cover accuracy are useful as land cover (and land use) data are used as inputs to many environmental and socio-economic models. Determining the local variations in accuracy can help users assess the suitability of land cover data for their application and assess the implications of those errors for their analyses. Geographical analyses are fundamentally concerned with how and why processes vary spatially. They explicitly use the locational attributes of data to identify local variations in relationships. This is not the same as analysing spatial data per se and assuming that because the data is spatial, then its analysis somehow represents a ‘spatial analysis’. This sometimes appears to be the case in the remote sensing community where the failure to adopt spatially explicit approaches is puzzling, especially as it is well recognised that phenomena such as land cover errors cluster for a variety of well documented reasons, and that there is a need for local error assessments which are often by informal visual and qualitative methods (Freidl et al., 2002).

This letter shows how logistic regression can be used to generate probabilities such as user and producer accuracies and that geographically weighted extensions are able to generate spatial distributions that describe the variation of these probabilities. Other research has suggested geographically weighted approaches and this research is very much in the spirit of Foody (2005) and Comber (in press). Foody (2005) developed a method for describing the geographical distribution of error. Comber et al. (in press) proposed and developed a geographically weighted portmanteau measure of accuracy. Portmanteau measures combine both the specificity and sensitivity of the data by including measures of the probability that either the presence or absence of a particular land cover class is correctly classified. However, the remote sensing community are probably more familiar with the concepts of overall, user and producer accuracies and the methods suggested here may better reflect their needs.

This analysis used data collected as part of a standard remote sensing validation exercise. Whilst there is an extensive body of research describing the key issues in relation to validation data – see for example Stehman, (2000), Stehman et al. (2003), Stehman et al. (2005) and Stehman, (2009) – this is not the subject of this letter. Geographically weighted approaches compute a local statistic from data points under the kernel. The critical considerations for their implementation and the effective
operation of the kernel include having a spatially distributed sample of data points over which to develop geographically weighted analyses and selecting an appropriate bandwidth.

Determining the bandwidth or the number of data points to include in the local model under the kernel is a trade-off between working with a dataset that is too small to calibrate the model reliably, and one that is too big such that it averages out local effects. Thus the aim is to select a bandwidth to ensure that enough data points are used in the calibration to minimise the cross validation prediction error. The kernel bandwidth kernel can be specified as a fixed distance or to include a proportion of the data points as in this research. Additionally it can be selected automatically by leave-one-out cross validation, which identifies a bandwidth for a given geographically weighted analysis that optimises the ability of the model to predict each individual response variable when it is removed from the dataset. Investigating the effects of applying different bandwidths offers a heuristic way of assessing the sensitivity of the data and the model with regard to cross validation prediction errors. Further details and discussion on bandwidth selection can be found in Fotheringham et al. (2002).

As well as developing geographically weighted user’s and producer’s accuracies, this research illustrates how geographically weighted methods provide a generic framework: the ‘geographically weighted’ approach is one that uses a kernel, under which any statistic can be calculated. By allowing bandwidths to vary, by using spatially dependent weights and by computing the statistic under the kernel using the distance weighted data, geographically weighted approaches address one of the fundamental tenets of geographical analyses: they operate under the assumption that the process under investigation vary continuously over space. In so doing they explicitly address Waldo Tobler’s 1st law of geography: “…but near things are more related than distant things” (Tobler, 1970, p236).
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Tables and Figures

Table 1. The confusion matrix comparing reference and classified land cover classes, showing 60% overall agreement.

<table>
<thead>
<tr>
<th>Classified</th>
<th>Reference</th>
<th></th>
<th></th>
<th></th>
<th>Total</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare</td>
<td>18</td>
<td>8</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>39</td>
</tr>
<tr>
<td>Grazing Land</td>
<td>3</td>
<td>23</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>43</td>
</tr>
<tr>
<td>Urban</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>1</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>Vegetation</td>
<td>0</td>
<td>4</td>
<td>7</td>
<td>31</td>
<td>5</td>
<td>47</td>
</tr>
<tr>
<td>Woodland</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>18</td>
<td>27</td>
<td>51</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>21</strong></td>
<td><strong>39</strong></td>
<td><strong>46</strong></td>
<td><strong>60</strong></td>
<td><strong>44</strong></td>
<td><strong>210</strong></td>
</tr>
<tr>
<td><strong>Producer</strong></td>
<td>0.86</td>
<td>0.59</td>
<td>0.59</td>
<td>0.52</td>
<td>0.61</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. A summary of the variation in geographically weighted overall accuracy and Grazing Land user and producer accuracies.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Min.</th>
<th>1st Quartile</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Quartile</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>0.572</td>
<td>0.596</td>
<td>0.606</td>
<td>0.605</td>
<td>0.610</td>
<td>0.645</td>
</tr>
<tr>
<td>User</td>
<td>0.134</td>
<td>0.479</td>
<td>0.575</td>
<td>0.535</td>
<td>0.621</td>
<td>0.709</td>
</tr>
<tr>
<td>Producer</td>
<td>0.520</td>
<td>0.573</td>
<td>0.608</td>
<td>0.608</td>
<td>0.639</td>
<td>0.720</td>
</tr>
</tbody>
</table>
Figure 1. The study area in Libya with the validation locations (●), the Tripoli area (shaded), the 1km grid in grey over which the kernel was passed and the larger grid used to stratified the random sample of validation locations.
Figure 2. Spatial variation in user accuracy for the class of Grazing Land. Crosses indicate where Grazing Land was recorded in the reference data and circles show where it was recorded in the classified data.
Figure 3. Spatial variation in producer accuracy for the class of Grazing Land. Crosses indicate where Grazing Land was recorded in the reference data and circles show where it was recorded in the classified data.