PROBING THE CENTRAL ENGINE OF
ACTIVE GALACTIC NUCLEI
USING TIME DELAY STUDIES

WILLIAM ALSTON
DEPARTMENT OF PHYSICS AND ASTRONOMY
UNIVERSITY OF LEICESTER

THIS THESIS IS FOR THE DEGREE OF
Doctor of Philosophy
October 2013
Abstract

Understanding the physics of accretion onto black holes, and the role these cosmic engines play in shaping the universe, is one of the major challenges of contemporary astrophysics research. In this thesis I present several studies, aiming to better understand the variable emission we observe in accreting black holes. The focus of these studies are highly variable Narrow Line Seyfert 1 galaxies in the nearby universe. I start by summarising the current field of research in an introductory chapter. This is followed by a more technical chapter, outlining the analysis methods used in any subsequent chapters. This thesis contains five science chapters which are summarised below. I end with some concluding remarks and a discussion about the future prospects of the field.

In chapter 3 we present a study of correlated UV and X-ray variability in the NGC 4051, where we found evidence for the reprocessing of X-ray photons in the disc. In chapter 4 we present a study of the time delays between a soft and hard X-ray band as a function of source flux in NGC 4051. We found a strong flux dependence on the time delays, and through analytical modelling we found reprocessing of the primary power law emission close to the central source. In chapter 5 we study the X-ray time delays in a sample of objects, and found a significant flux dependence in only one other source, Ark 564. In chapter 6 we study the energy and flux dependence of the X-ray timing properties in NGC 4051. A strong flux dependence on the lag energy is found and simple modelling performed. In chapter 7 we study the frequency and energy dependent lags in PG 1244+026, and found high frequency lags from both reflection and thermal reprocessing.
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<td>SMBH</td>
<td>Supermassive Black Hole</td>
</tr>
<tr>
<td>TDS</td>
<td>Time-dependent Sensitivity Degradation</td>
</tr>
<tr>
<td>TH</td>
<td>Top Hat</td>
</tr>
<tr>
<td>ULX</td>
<td>Ultraluminous X-ray source</td>
</tr>
<tr>
<td>UVOT</td>
<td>UltraViolet and Optical Telescope</td>
</tr>
<tr>
<td>VHS</td>
<td>Very High/intermediate State</td>
</tr>
<tr>
<td>VLBI</td>
<td>Very Long Baseline Interferometry</td>
</tr>
<tr>
<td>XMM</td>
<td>X-ray Multi-Mirror Mission</td>
</tr>
<tr>
<td>XRB</td>
<td>X-ray Binary</td>
</tr>
<tr>
<td>XRT</td>
<td>X-ray Telescope</td>
</tr>
<tr>
<td>XSA</td>
<td>XMM-Newton Science Archive</td>
</tr>
</tbody>
</table>
We live on an island surrounded by a sea of ignorance. As our island of knowledge grows, so does the shore of our ignorance.

John Archibald Wheeler
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Introduction

This thesis forms part of a continuing effort to understand the physics of accretion onto black holes, and the role these cosmic engines play in shaping the universe. In this introductory chapter, I will briefly review the theoretical and observational framework that has led to the current paradigm for the existence of black holes and the class of objects in which these extreme phenomena reside. I will highlight our current understanding of the physics of accretion and how, in turn, this can improve our understanding of black holes. I will then discuss the current challenges in the field of black hole accretion, providing context for the detailed work that will be presented in later chapters.

Specifically, this work is aimed at answering the questions:

- What is the origin of the variability seen across the energy spectrum
- What is the geometry of the disc—corona system
- Which X-ray components dominate the spectral variability
- What is the nature of the inner accretion flow
- What is the origin and geometry of X-ray emission

The emission from accreting black hole systems is highly variable. Time- and Fourier-domain techniques will be utilised throughout to disentangle the variable emission components.
1.1 Black holes

Black holes are the most extreme objects found in the universe, providing a one-way passage to the unknown. Pioneering work over the last century has transformed black holes from theoretical curiosities, into the domain of the observational astronomer.

The concept of a body with an extreme gravitational field such that light cannot escape its surface was first discussed by Michell (1784) and de Laplace (1796). Only after Einstein had published his theory of general relativity in a series of papers (e.g. Einstein 1915) did physicists begin to understand the effect a gravitational field has on light. The first analytical solution to Einstein’s vacuum field equation was derived by Schwarzschild (1916), which describes the gravitational field around a non-spinning, spherically symmetric point mass. Kerr (1963) published a solution describing the spacetime curvature outside a spinning star, which was soon after realised described a more general description for the gravitational field around any spherically symmetric point mass with non-zero spin (e.g. Carter 1968). However, the term ‘black hole’ was not used until 1967 by John wheeler.

Work done by Chandrasekhar (1931a,b) and Baade & Zwicky (1934), amongst others, showed white dwarfs and neutron stars to be the compact-object end products of stellar evolution. Oppenheimer & Volkoff (1939) showed that neutron stars must have a maximum mass, making the existence of black holes as the end products of stellar evolution seem unavoidable.

The ‘no-hair’ theorem states that all information about the progenitor will be lost once the black hole has formed, except for three fundamental properties: black hole mass ($M_{\text{BH}}$), charge ($Q$) and angular momentum ($J$; Bardeen et al. 1972), which is commonly described by the dimensionless spin parameter $a = Jc/GM^2$. The mass of the black hole determines the ‘warpage’ of the surrounding spacetime, whereas spin determines how ‘twisted’ the surrounding spacetime is (see e.g. Misner et al. 1973 and Schutz 2003 for more on the gravitational effects of black holes). The spin parameter for a black hole being spun-up by any realistic accretion process was shown to satisfy the condition $0 < a \leq 0.998$ (Thorne 1974). Values of $a$ can also be negative, to allow for retrograde spin with respect to the accretion flow. Astrophysical black holes are expected to be charge neutral, and $Q$ will not be considered further.

The Schwawrzschild radius represents the invisible boundary known as the ‘event horizon’, within which no electromagnetic wave or particle can escape.

$$R_s = \frac{2G M_{\text{BH}}}{c^2} \approx 3 \left( \frac{M_{\text{BH}}}{M_\odot} \right) \text{ km.}$$  \hspace{1cm} (1.1)

However, it is common to use the gravitational radius $R_g = GM/c^2$, which serves as a
natural unit of distance from a black hole singularity, where \( R_s = 2R_g \).

A location of particular importance is the innermost stable circular orbit (ISCO), within which test-masses on circular orbits become unstable, and fall radially towards the centre of the black hole. The location of \( R_{\text{ISCO}} \) is highly dependent on \( a \). For a Schwarzschild black hole \( R_{\text{ISCO}} = 6R_g \) and for a maximally spinning Kerr black hole \( R_{\text{ISCO}} \approx 1.24R_g \) (e.g. Misner et al. 1973 and Schutz 2003).

Aside from the extremely faint Hawking radiation (Hawking 1974) black holes emit no light themselves. We are therefore restricted to studying the light emitted from matter within the immediate vicinity of the black hole. This light contains information about the spacetime distortions around the black hole, allowing us to use electromagnetic radiation to test Einstein’s theory of General Relativity (GR) in the strong gravity domain (e.g. Cunningham 1975). This requires both accurate mass and spin determinations (e.g Brenneman 2013).

### 1.1.1 Astrophysical black holes

Evidence for the existence of black holes has grown substantially in recent years (see e.g Begelman 2003; McClintock & Remillard 2006 and Kormendy & Ho 2013 for a review). The types of black holes that are important astrophysically, that is, there is consistent observational evidence for their existence, are; stellar-mass Galactic black holes (GBH) with masses between \( 4 - 20 \, M_\odot \), supermassive black holes (SMBH) with masses in the range \( 10^5 - 10^9 \, M_\odot \) and intermediate-mass black holes (IMBH) with masses \( \sim 10^2 - 10^5 \, M_\odot \).

Stellar-mass black holes are the evolutionary end product of massive stars (i.e stars with initial mass \( \gtrsim 20M_\odot \), e.g. Smartt 2009). They are observed as black hole X-ray binaries (XRBs), when they are formed in a gravitationally-bound system with a companion star, which acts as a donor for accreting matter. Cygnus X-1 (hereafter Cyg-X1) was the first GBH candidate following the detection of short timescale X-ray variability and dynamical mass measurements (Schreier et al. 1971; Webster & Murdin 1972). There are currently \( \sim 40 \) black hole candidate XRBs (McClintock & Remillard 2006), of which \( \sim 25 \) known to have a compact object with mass greater than the \( \sim 3M_\odot \) upper limit for a neutron star (Kalogera & Baym, 1996).

Intermediate mass black holes may bridge the gap between GBH and SMBH, however their existence is far less certain. There is evidence to suggest they are associated with the point like, off nuclear, extra-galactic ultra-luminous X-ray sources (ULXs), with X-ray luminosities \( L_x > 10^{39} \, \text{erg s}^{-1} \) (e.g. Colbert & Mushotzky 1999). If the emission is isotropic and sub-Eddington, then ULXs must be powered by accretion onto a black hole with mass \( 100 - 10^5 \, M_\odot \) (Gladstone 2013). Recent X-ray spectral studies suggest
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ULXs are in a super-Eddington accretion state, which is mildly beamed and comprise a black hole with masses $10 - 100 \, M_\odot$ (e.g. Gladstone et al. 2009; Middleton et al. 2011).

Supermassive black holes are believed to reside in the dynamical centre of most galaxies. Accretion of matter onto a SMBH (see Section 1.2) is believed to be the central engine in active galactic nuclei (AGN). The masses of SMBH are harder to determine. Several methods are employed, which also provide evidence for a compact mass. These depend on measuring radiation emitted far from where the energy output is dominated, and include: reverberation mapping of the high velocity clouds surrounding the SMBH (Blandford & McKee 1982, Peterson 2008); VLBI observations of water masers (e.g. Miyoshi et al. 1995); tracing the motions of gas in the central regions (Dressler & Richstone 1988); and a number of relations based on properties of the host galaxy (see Section 1.1.2).

The strongest evidence for the existence of SMBHs comes from measuring the velocities of stars in the Galactic centre (see Fig. 1.1; Gillessen et al. 2009). These results imply an unseen mass of $\sim 4 \times 10^6 M_\odot$ within $\sim 100$ AU radius (Eckart & Genzel 1997; Ghez et al. 2008; Genzel et al. 2010).

1.1.2 Gravity engines

Black holes play a key role in shaping the evolution of the universe. Their study is therefore of more interest than mere bizarre curiosity.

The existence of a SMBH in the centre of most galaxies is attributed to a number of observed strong correlations between measured black hole mass and host galaxy proper-
ties. These include a correlation between: the black hole mass and galaxy bulge luminosity $M_{BH} - L_{bulge}$ (Kormendy & Richstone, 1995); the black hole mass and mass of the galaxy bulge $M_{BH} - M_{bulge}$ (Magorrian et al. 1998); and the black hole mass and stellar velocity dispersion of the galaxy bulge, the $M_{BH} - \sigma$ relation (Ferrarese & Merritt 2000, Gebhardt et al. 2000). These strong correlations between SMBH on sub-parsec scales and stars on kilo-parsec scales tell us that galaxy formation and black hole growth are intrinsically linked (see Kormendy & Ho 2013 for a review).

SMBHs grow through either accretion of material and black hole mergers, and most likely a combination of both processes (e.g. Volonteri & Rees 2005). The masses and spins of black holes therefore evolve over the billions of years since their formation. As the SMBH grows it goes through periods where powerful winds, outflows and jets, releasing vast amounts of kinetic and radiative energy into the surroundings (see Fabian 2012 for a review). This is known as AGN feedback (Silk & Rees 1998) and is the likely cause of the above observed correlations, through regulation of the star formation rate (Kormendy & Ho 2013). Depending on redshift, AGN are observed in 5–10 % of galaxies. The number density of AGN suggests that every galaxy typically goes through this accretion phase (e.g. Beckmann & Shrader 2012b).

The powerful jets observed in many XRBs and AGN are could be powered by the Blandford-Znajeck process, where rotational energy of the black hole ergosphere is extracted by magnetic field lines (Blandford & Znajek 1977), if the black hole spin is large enough ($a \geq 0.93$; Agol & Krolik 2000). Spin measurements therefore tells us about the black hole and jet power (e.g. Narayan & McClintock 2012). Accurate spin measurements ($\Delta a \leq 10\%$) for a sample of black holes allow us to understand the gas accretion and merger history of galaxies (Berti & Volonteri 2008), as well as probing the nature of spacetime in the strong gravity regime (Fabian et al. 1989; Laor 1991).

It is currently not possible to determine spin in a model independent manner, with 3 viable methods in use: (1) inner disc reflection modelling (e.g. Fabian et al. 2000; Reynolds & Nowak 2003), (2) thermal continuum fitting of disc component (e.g. Remillard & McClintock 2006) and lastly (3) high-frequency quasi-periodic oscillations (e.g. Strohmayer 2001). These methods therefore depend highly on understanding the timing properties of accreting black holes, and the causal between different emission components.

Another argument for the compact emission region in AGN is the fast variability of the X-ray emission (e.g. Mushotzky et al. 1993). Variations within a region of size $R$ must be varying coherently (i.e. causally connected), otherwise the variations would be smoothed out due to the difference in the light travel time between the two regions and the distant observers. Variability observed on timescales $\Delta t$ tells us the size of the
emission region must be of order $R \sim c\Delta t$. For the fast variability observed in XRBs and AGN, the X-ray emission must be coming from a compact region of order $\lesssim 10R_g$ (e.g. Mushotzky et al. 1993; Edelson et al. 1996).

### 1.2 Black hole accretion

It was realised in the 1960s that accretion onto a supermassive ($\gtrsim 10^6 \, M_\odot$) but compact object could explain the vast amounts of radiative energy required for the cosmological interpretation of quasars (Salpeter 1964; Lynden-Bell 1964). This highly efficient process converts the gravitational potential energy of in-falling streams of gas into kinetic and thermal energy, resulting in emission from radio to hard X-rays.

The sine qua non of accretion is that self-gravity of the source must exceed the outward radiation pressure, in order for the source to maintain its outward energy flux, i.e. $F_{\text{rad}} < F_{\text{grav}}$). Under the assumption of spherical accretion, the highest luminosity a source can have whilst maintaining stability against isotropic radiation pressure is known as the ‘Eddington luminosity’:

$$L_{\text{Edd}} = \frac{4\pi GM_{\text{BH}}m_pc}{\sigma_e} = 1.26 \times 10^{38}(M/M_\odot) \, \text{erg s}^{-1}$$

where $\sigma_e = 6.65 \times 10^{-25} \text{cm}^2$ is the Thomson cross-section for electron scattering. Assuming that matter is completely ionised the proton scattering cross-section can be ignored, due to the $\sim q^4/m^2$ dependence. The rate at which matter is accreted to maintain a given luminosity is given by

$$L = dE/dt = \dot{m}c^2$$

where $\dot{m} = dM/dt$ is the mass accretion rate and $\eta$ is the efficiency of converting to radiation the rest mass energy, $E = \eta Mc^2$. The accretion efficiency $\eta$ depends on the location of the innermost stable orbit, $R_{\text{ISCO}}$, which in turn is dependent on the black hole spin. For spin zero Schwarzschild black hole this is predicted to be as high as $\eta = 0.057$ (the Novikov-Thorne emissivity). For a maximally spinning Kerr black hole this can be as high as $\eta = 0.42$, neglecting the fact that some liberated energy close to the horizon will be lost to the black hole. Including this effect a more realistic value would be $\eta = 0.3$ (Thorne 1974).

It is often convenient to use the ‘Eddington ratio’, the ratio between actual bolometric luminosity and Eddington luminosity (i.e. $\lambda_{\text{Edd}} = L/L_{\text{Edd}}$), or the ratio between actual accretion rate and Eddington rate (i.e. $\dot{\mathcal{M}} = \dot{\mathcal{M}}/\dot{\mathcal{M}}_{\text{Edd}}$). For example, an XRB with $M_{\text{BH}} \sim 10M_\odot$ has $L_{\text{Edd}} \sim 10^{39}$ erg s$^{-1}$, whilst for an AGN with $M_{\text{BH}} \sim 10^6M_\odot$, it is $10^5$ times larger, with $L_{\text{Edd}} \sim 10^{44}$ erg s$^{-1}$. 


The in-falling gas must lose almost all of its angular momentum before it can be accreted onto the black hole. Conservation of angular momentum ensures the gas collapses down to form a disc structure, transporting angular momentum outwards and allowing mass to flow inward. Some form of viscous dissipation is required to transport angular momentum (Pringle 1981), the details of which are still not fully understood.

The standard small-scale viscosity of kinetic theory is many orders of magnitude too small to provide the viscosity required in accretion discs. The best candidate mechanism provides an ‘effective viscosity’ through the process of Magneto-Rotational Instability (MRI; Balbus & Hawley 1991, 1992). Here, weak magnetic fields threading the axial component of the disc render the differential rotation susceptible to a local magneto-hydrodynamical shear instability. The turbulence from such an instability provides the necessary sheer stress to transport angular momentum outwards. For a discussion on this, and other candidates for viscosity see the review by Blaes (2013).

The simplest form of accretion disc structure is the geometrically thin, optically thick disc with constant accretion rate (steady state), proposed by Shakura & Sunyaev (1973). The authors introduced the $\alpha$ prescription for the unknown viscosity, such that $v = \alpha c_s h$, where $c_s$ is the sound speed and $h$ is the scale height of the disc. $\alpha$ is a dimensionless quantity between 0 and 1, which describes our ignorance of the exact mechanism producing the shear stress, and allows us to calculate the disc structure using the equation of hydrostatic equilibrium. Typical values of $\alpha$ are of the order $0.01 - 0.1$.

In the $\alpha$-disc model gravitational potential energy (GPE) is converted to kinetic (thermal) energy through viscous dissipation. Assuming local equilibrium and that no convection occurs, the virial theorem tells us that half the GPE is converted to kinetic energy and radiated away. (e.g. Frank et al. 2002). The temperature profile of such a disc is given by (e.g. Frank et al. 2002)

$$T(r) = \frac{3GM_{\text{BH}}M}{8\pi \sigma r^3} \left(1 - \frac{R_{\text{in}}}{r}\right) \quad (1.4)$$

where $R_{\text{in}}$ is the inner disc radius. For $r \gg R_{\text{in}}$, we can write

$$T(r) \approx 3.7 \times 10^5 \left(\frac{\dot{M}}{M_{\text{Edd}}}\right) \left(\frac{r}{R_g}\right) K$$

(1.5)

The nature of the accretion disc is determined by the efficiency at which it can radiate. If this efficiency is high, it suggests the matter has no significant dynamical pressure, so that the circular orbits of disc gas have Keplerian velocity, $v_K = (GM/R)^{1/2}$. Accretion discs are believed to be present in numerous classes of objects. These include, active galactic nuclei (AGN); black-hole and neutron-star X-ray binaries; accreting white dwarfs (cataclysmic variavle; CVs); planetary formation. A full discussion about the physics of disc accretion can be found in Pringle (1981) and Frank et al. (2002).
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1.2.1 Disc timescales

For the geometrically thin α-disc we can calculate the relevant timescales on which we expect significant changes to happen (e.g. Czerny 2006). The dynamical timescale is equal to the orbital period and characterises the timescale for vertical perturbations to return to hydrostatic equilibrium:

\[ t_{\text{dyn}} \sim \frac{R}{v_K} = \left( \frac{R^3}{GM} \right)^{\frac{1}{2}}. \] (1.6)

The free-fall timescale, \( t_{\text{ff}} \), of matter from radius \( r \) to the centre of the black hole is of the same magnitude. The thermal timescale, \( t_{\text{th}} \), is defined as the ratio of internal energy to the rate of heating or cooling. The viscous timescale \( t_{\text{visc}} \) defines the characteristic timescale of mass flow. These timescales are related via \( t_{\text{dyn}} \sim t_{\text{ff}} \sim \alpha t_{\text{th}} \sim \alpha (h/R)^2 t_{\text{visc}} \), such that dynamical < thermal < viscous. The light-crossing timescale is \( t_{\text{lc}} = R/c \).

Assuming e.g. \( \alpha = 0.1, h/R \sim 0.01 \) (‘thin’) and \( R = 6R_g \), the dynamical timescale for \( M_{\text{BH}} \sim 10M_\odot \) is \( t_{\text{dyn}} \sim 1 \) ms, and \( t_{\text{visc}} \sim 1000 \) s. For \( M_{\text{BH}} \sim 10^6M_\odot \), \( t_{\text{dyn}} \sim 100 \) s and \( t_{\text{visc}} \sim \) months—years.

1.2.2 Other accretion flows

In accreting black hole systems the standard thin α-disc model may break down if, for example, \( \lambda_{\text{Edd}} \gtrsim 1 \), or the disc cooling becomes highly inefficient. This produces a high viscosity parameter α and the accretion flow can no longer be vertically confined (e.g. Frank et al. 2002). The accretion flow may form a toroidal or thick-disc geometry depending on whether radiation or gas pressure dominates (e.g. Abramowicz 1988). A variety of solutions exist for accretion flows that in which the gas opacity is too low or too high for the internal energy of the plasma to be radiated away. These include, the two-temperature plasma at the Eddington rate (Shapiro et al. 1976); optically-thick advection dominated accretion flow (ADAF) accreting at super-Eddington rate (e.g. Narayan & Yi 1995); and an optically-thin ADAF consisting of a two-temperature plasma accreting at sub-Eddington rate.

Evidence for such sub-Eddington rate (\( \lambda_{\text{Edd}} \sim 0.01 \)) accretion flows comes from low-luminosity AGN such as Low Ionisation Nuclear Emission Regions (LINERS; e.g. Heckman 1980), which show no big blue bump (BBB; see Section 1.3.1) component (Lasota et al. 1996; Quataert et al. 1999; Nemmen et al. 2010). Galactic XRBs are observed to go through state transitions with corresponding changes in jet activity (e.g. Fender 2010). The state transitions are believed to correspond to a change in disc configuration.
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Active Galactic Nuclei (AGN) are the most luminous persistent sources observed in the universe, with typical bolometric luminosities $L_{\text{bol}} \sim 10^{41} - 10^{47}$ erg s$^{-1}$. A variety of AGN subtypes are observed and are classified based on their broadband spectral energy distribution (SED) properties.

It is generally believed that the various AGN phenomenon are part a distinct class of objects, with the differences between AGN subclasses are explained by differences in orientation, obscuration and radio loudness (Barthel 1989; Antonucci 1993). Fig. 1.3 shows this simplified unification model. Type 1 AGN show broad (FWHM $\sim 5000$ km s$^{-1}$) permitted optical/UV emission lines (such as the Balmer lines) in their spectra, along with narrow (FWHM $\sim f_{\text{ew}} \times 100$ km s$^{-1}$) forbidden lines such as $[\text{OIII}] \lambda 5007, \lambda 4995$. Type 2 objects show only narrow permitted and forbidden lines. This is believed to be a result of the viewing angle, where a dusty and possibly clumpy torus obscures the broad line

Figure 1.2: The expected accretion flow geometries for different black hole X-ray binary (XRB) and active galactic nuclei (AGN) states. The right hand panels show the spectra for XRBs (blue) and AGN (red). Figure taken from Done & Gierliński (2005).
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Figure 1.3: The unified model of active galactic nuclei (AGN). In this simplified model, AGN are characterised by their radio power and viewing angle. Figure reproduced from Beckmann & Shrader (2012a).

region (BLR) in the low inclination type 2 objects.

In support of this argument are observations of polarised optical light, which reveal hidden broad emission line regions in some Seyfert 2 galaxies, whilst the narrow forbidden lines show little or no polarization (Antonucci & Miller 1985). X-ray observations reveal that ≲ 10% of Seyfert 1 objects are obscured (\( N_H < 10^{22} \text{ cm}^{-2} \)), whereas ≥ 90% of Seyfert 2 are obscured (e.g. Lawrence & Elvis 1982; Awaki et al. 1991).

Quasars are believed to be the higher luminosity, higher redshift (\( z \)) analogues of Seyfert galaxies. The latter are predominantly found in the local universe. Narrow Line Seyfert 1 (NLS1) galaxies are a subclass which exhibit narrower broad emission lines (FWHM(H\( \beta \)) < 2000 km s\(^{-1} \)), compared to Broad Line Seyfert 1 galaxies (BLS1s). NLS1s also show a FeII/H\( \beta \) ratio approximately twice as strong compared to other Seyferts, with a strong correlation with optical luminosity in the former (Zhou et al. 2006). NLS1s appear to be less massive on average compared to other Seyferts, with \( M_{BH,NLS1} \sim 10^5 - 10^7 M_{\odot} \). This suggest that NLS1 have a higher Eddington ratio (Collin & Kawaguchi 2004) and may be the analogues of XRBs in the high/soft state (Pounds et al. 1995; Boller et al. 1996). This interpretation is still open for discussion, with some authors explaining the peculiar properties of NLS1s by low inclination angles (e.g. Peterson 2011). NLS1s are the main focus of this thesis as they offer a clean, relatively unabsorbed view of the accretion disc. The low masses mean the variability timescales are shorter so we can get to comparatively lower frequency behaviour than higher mass
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Figure 1.4: A mean AGN spectral energy distribution (SED) for a sample of 58 radio-loud (red) and 27 radio-quiet objects, from Shang et al. (2011). Shown in black is the mean SED for 21 radio-loud objects with redshift $z < 0.5$. The optical-UV region is expanded in the inset.

The radio-loud constitute $\sim 10\%$ of AGN, and have an associated jet component (for a review on jets see Meier 2003 and Worrall 2009). The distinction between radio loud and radio quiet sources is still a debated topic. Accretion efficiency (e.g. Gallo et al. 2010) and black hole spin (e.g. Garofalo et al. 2010) have been proposed to explain the apparent differences.

For a historical perspective on the classification and unification of AGN, see the texts by Peterson (1997), Beckmann & Shrader (2012b) and the review article by Tadhunter (2008).

1.3.1 Disc continuum emission

The SED of Seyferts and quasars typically peak in the UV or extreme-UV (e.g Shang et al. 2011; see Fig. 1.4). Approximately half the bolometric luminosity is emitted in the broad feature known as the Big Blue Bump (BBB), believed to be the thermal emission from an optically thick accretion disc (see review by Koratkar & Blaes 1999). Each annular segment of the disc can be assumed to radiate as a blackbody (BB) with luminosity $2\pi r^2\delta r\sigma T^4$, with $T(r)$ from Equation 1.5. The emergent spectrum can then be
approximated by integrating the Plank function, yielding

\[
f_\nu = \frac{4\pi h \cos i \nu^3}{c^5 d^2} \int_{R_{\text{in}}}^{R_{\text{out}}} \frac{R dR}{\exp(h\nu/kT) - 1}
\]

(1.7)

where \(d\) is the distance to the observer and with inclination \(i\) (Frank et al., 2002). For low frequencies \((\nu \ll kT(R_{\text{out}}))\) the continuum shape is \(f(\nu) \propto \nu^2\) and for high frequencies \((\nu \gg kT(R_{\text{in}}))\) it becomes \(f(\nu) \propto \nu^3 \exp(h\nu/kT)\), the ‘Wein tail’ of the BB spectrum. The central, relatively flat portion of the distribution has the characteristic \(\nu^{1/3}\) slope.

The observed spectrum deviates from this simple picture, as the discs are likely to have atmospheres, so won’t act as simple blackbodies (e.g. Hubeny et al. 2000). In addition, the disc continuum shape will be altered by dust reddening, contamination with any underlying spectral components, and host galaxy contributions. The intrinsic disc continuum shape will likely be more complicated than a simple \(\nu^{1/3}\) relation when the effects of inclination, rotation, inclination magnetic fields, relativistic effects, etc. are considered (e.g. Czerny & Elvis 1987; Laor & Netzer 1989; Sun & Malkan 1989). If the accretion flow has a thick-disc geometry, the peak in the spectrum is expected to occur at \(\sim 5R_g\) (Beckmann & Shrader 2012b).

### 1.3.2 X-ray spectra

X-ray emission makes up a large portion \((\sim 5 - 10\text{ per cent})\) of the bolometric luminosity, with \(L_x \sim 10^{41} - 10^{45}\text{ erg s}^{-1}\). The observed rapid variability suggests the X-ray emission region is very compact, making them direct probes of the immediate vicinity (spacetime curvature) around the black hole. A number of emission and absorption processes constitute the X-ray spectra. The principle components are outlines below:

**Primary power-law emission**

Early observations found the \(2 - 20\text{ keV}\) band could be modelled with a power-law of photon index \(\Gamma \sim 1.7\) (e.g Mushotzky et al. 1980). This power law was later observed to have an exponential cut-off at \(\sim 100\text{ keV}\) (Zdziarski et al. 1995). The currently favoured model for the primary power-law continuum is the inverse Comptonisation of optical/UV disc photons in an optically thin ‘corona’ of (possibly relativistic) electrons (Haardt & Maraschi 1991; Zdziarski et al. 1994). The electrons are in thermal equilibrium and have a Maxwellian distribution with characteristic temperature \(kT_e \sim 100\text{ keV} (T_e \sim 10^9\text{ K})\), whilst the seed photons have initial energy \(E \ll T_e\).

For an electron temperature \(kT_e \ll m_e c^2\) and \(E \ll 4kT_e\) the average energy gain for a
photon of initial energy $E$ per scattering is given by

$$\frac{\Delta E}{E} \approx \frac{4kT_e - E}{m_e c^2}$$  \hspace{1cm} (1.8)$$

(Rybicki & Lightman 1979, eq. 7.36). The average gain of each photon is given by the Compton amplification factor $A = \frac{4kT_e}{m_e c^2} = 4\Theta$. In the relativistic case this becomes $A = 4\Theta + 16\Theta^2$. The total energy gain of the photon propagating through the scattering medium with optical depth $\tau_e = n_e \sigma_T R$, where $n_e$, is the electron number density, $R = ct$, can be approximated by multiplying the average number of scatterings (each with probability $e^{-\tau_e}$) by the average energy gain per scattering. The number of scatterings follows a random walk with $n_{\text{scat}} = \max(\tau_e, \tau_e^2)$. If Compton recoil can be neglected, then the total energy gain of the photon after $n$ scatterings is given by the Compton-$y$ parameter (Rybicki & Lightman 1979):

$$y = \frac{4kT_e}{m_e c^2} \max(\tau_e, \tau_e^2).$$  \hspace{1cm} (1.9)$$

For a $\tau \ll 1$ plasma and $kT_e \ll m_e c^2$ seed photons the probability of $n$ scatterings is $p \sim \tau^n$, whilst the photon will emerge with $E \sim E_0 A^n$. Assuming the distribution of $kT_e \ll m_e c^2$ seed photons the intensity of the emerging photons at energy $E$ after $n$ scatterings is a power-law, given by

$$I(E) \sim I(E_0 p(E_0 \rightarrow E)) \sim I(E_0) \tau^n \sim I(E_0) \left( \frac{E}{E_0} \right)^{\ln\tau/\ln A}$$  \hspace{1cm} (1.10)$$

(Rybicki & Lightman 1979, eq. 7.45), which has an exponential turn-over at $E \sim kT_e$.

In addition to the primary power-law continuum, the resultant X-ray spectrum is shaped by a variety of emission and absorption components (see Fig. 1.5).

**X-ray reprocessing**

A large fraction of the primary hard power-law emission is expected to irradiate the cold ($kT \lesssim 0.5$ keV) accretion flow, and any other gas. The fraction of the photons that reach the disc is proportional to the solid angle subtended by the disc as seen by the ‘corona’. A fraction of the irradiating photons are absorbed, heating the disc, followed by subsequent re-radiation of a black-body, in a process known as reprocessing (Guilbert & Rees 1988). On top of this, a combination of scattering, fluorescence, recombination, and other emissions modify the spectrum further, producing a reflection spectrum (Lightman & White 1988).

Photons with energies below $\sim 10$ keV will preferentially be the photo-absorbed by the disc as the cross-section for photo-absorption ($\propto Z^5 E^{-3}$) is larger than the cross-section for electron scattering. At energies $\gtrsim 10$ keV Compton scattering dominates,
increasing the reflection fraction. At higher energies still, the scattering is inelastic so the photons emerge at lower energies than before. Photon number is conserved in the scattering process, so the neutral reflection spectrum has a peak between \(20 - 50\) keV, known as the Compton hump (see Fig. 1.6; Lightman & White 1988; George & Fabian 1991; Matt et al. 1991).

The accreting material, and at least the surface layers of the disc, is likely to be ionised by the illuminating continuum or from the inner disc blackbody (e.g. Ross & Fabian 1993; Ross et al. 1999; Fabian 2005). The shape of the reflection spectrum is highly dependent on the ionisation state of the material, which is characterised by the ionisation parameter \(\xi = 4\pi F/n_{H}\), where \(F\) is the incident flux and \(n_{H}\) is the hydrogen number density. Examples of reflection spectra produced by the XSPEC code REFLIONX for a variety of ionisation states is shown in Fig. 1.6 (Ross & Fabian 2005). This model predicts sharp emission features in the \(0.2 - 2\) keV band, which then require relativistic blurring in order to match the smooth appearance of the data (e.g. Crummy et al. 2006).

Fe K\(\alpha\)

The fluorescent / recombination iron K\(\alpha\) line at 6.4 keV (see Fig. 1.6) is another signature of reflection. The line is present in most Seyfert spectra, with an average equivalent width of \(\sim 50 - 100\) eV (Matt et al. 1991; Nandra et al. 1997; Nandra et al. 2007; Shu et al. 2010). Broadened K\(\alpha\) lines are one of the main pieces of evidence for a relativistic accretion disc extending deep into the gravitational well of a black hole (e.g.}

**Figure 1.5:** Example X-ray spectra for Narrow Line Seyfert 1 galaxy. The plot shows the ‘unfolded’ model fit NGC 3783 with the important spectral components labeled (De Rosa et al. 2002).
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Tanaka et al. 1995; Fabian et al. 2000; Reynolds & Nowak 2003; Życki 2004; Miller 2007). A combination of Doppler and relativistic effects alter the shape of the emitted line feature (Fabian et al. 1989; Laor 1991). In particular, the strength of the gravitational redshift determines the redward extent of the emission line. This allows us to determine the innermost disc radius, and if this is identical to $R_{\text{ISCO}}$ it provides an estimate of black hole spin (Bardeen et al. 1972; Reynolds & Fabian 2008). The blue ‘horn’ is caused by Doppler boosting (relativistic aberration), and tells us about inclination of the disc-black hole system (Fabian et al. 2000). A combination of high cosmic abundance and fluorescent yield mean the Fe Kα line is often the strongest emission line in the X-ray band (see Fig. 1.6).

There is ongoing debate about the general-relativistic origin for the red wing of the broadened Kα line. Miller et al. (2008; 2009) argued that an apparent broad line in the NLS1 MCG-6-30-15 could be explained in terms of several complex ionised absorbers partially covering the source (see also, Miyakawa et al. 2009; Reynolds et al. 2009; Yaqoob et al. 2010). However, this partial-covering model has many free parameters and is able to fit a wide range of spectral shape if enough absorbing components are included. Furthermore, the partial-covering scenario has great difficulty explaining many of the variability properties (see Section 1.4.1), a topic to be discussed throughout this thesis.

The observed Fe Kα line appears to remain relatively constant on timescales where the continuum shows significant variability (e.g. Reynolds 2000; Vaughan & Edelson 2001). The red-wing is expected to vary in phase with the continuum in the general-
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relativistic origin of the broadened line (Stella 1990; Matt & Perola 1992; Reynolds et al. 1999; Inoue & Matsumoto 2003). The lack of variability in the red-wing and the high reflection fractions (ratio of reflected to primary emission) have been explained as a consequence of light-bending effects close to the black hole (Fabian & Vaughan 2003; Miniutti et al. 2003; Miniutti et al. 2004). The light bending model places the primary X-ray emission above the black hole (possibly the base of a jet), which can move closer/further from the BH. The illumination of the disc increases as more of the primary emission is focused by gravitational light bending down as the source moves closer to the disc. However, this picture requires significantly centrally concentrated emission, and extreme relativistic blurring to smooth out the predicted Fe L line in the soft excess (see below).

A recent XMM-Newton study of 26 Seyfert galaxies found that \( \sim 60\% \) of Seyfert 1s showed a feature below 6 keV, consistent with a broadened red wing of the Fe K\( \alpha \) line (Nandra et al. 1997). A broadened Fe-L feature below 1 keV has also been claimed in the NLS1 1H0707-495 (Fabian et al. 2009). A recent Suzaku study by Patrick et al. (2011) found the presence of relativistically broadened Fe K\( \alpha \) in several objects, but with only moderate spin parameters.

Soft Excess

The launch of EXOSAT in the 1980s extended the X-ray coverage down to 0.1 keV, and revealed that many AGN shown an excess of emission below 2 keV over the extrapolated power-law component at higher energies (Arnaud et al. 1985; Pounds & Turner 1989; Saxton et al. 1993). The origin of this ‘soft excess’ is still an open issue. The component has a very smooth spectrum, often without any strong features even at high resolution, as shown by (Vaughan et al. 2002; Marshall et al. 2003; Vaughan et al. 2004), with \( \Gamma \sim 2 - 3 \), compared to the primary power-law with \( \Gamma \sim 1.7 - 2.0 \). The soft-excess was originally associated with the high-energy tail of the thermal disc blackbody. However, this would suggest the inner-disc temperature \( (kT \sim 0.1 - 0.2 \text{ keV}) \) to be independent of black hole mass, luminosity and accretion rate (Czerny et al. 2003; Gierliński & Done 2004). There are currently three plausible explanations (Vaughan et al. 2002 discussed several of these) for the soft excess: additional Comptonisation component (Dewangan et al. 2007), ionized reflection from disc (Crummy et al. 2006), complex and/or ionized absorption (Gierliński & Done 2004; Done 2007).

The reflection origin requires extreme relativistic blurring in order to smooth out the soft X-ray emission features. This requires small \( R_{\text{in}} \), and hence implies high spin. However, much of the disc photosphere needs to be ionised. Yet only part of the disc pho-
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Aperiodic variability is observed at all wavelengths and on all timescales probed thus far (e.g. Gaskell et al. 2006). Strong UV and X-ray variability is common to AGN on a wide range of timescales (e.g. Collin 2001), with the most rapid variations seen in X-rays (e.g. Mushotzky et al. 1993).

Variability and spectral-variability studies add a complimentary dimension to spectral studies, and reveal the dynamical processes involved and the causal-connections between separate emission components. X-ray and optical/UV variability is the best probe of accretion processes, so will be discussed in detail.

1.4.1 X-ray Variability

Over the last 20 years, the RXTE and XMM-Newton satellites have dramatically improved our understanding of the X-ray variability. It too became clear that the variability process in AGN have much in common with XRBs, scaled by mass and $\dot{m}_{\text{Edd}}$ (see e.g. McHardy...
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Figure 1.7: Left: Power spectral density of accreting black hole systems, spanning 10 decades in frequency (from McHardy et al. 2004). Cyg X-1 is a stellar mass BH-XRB with \(M_{\text{BH}} \sim 10M_\odot\) and NGC 4051 is a Seyfert 1 with a \(M_{\text{BH}} \sim 2 \times 10^6M_\odot\). Right: Optical and X-ray PSD for the Seyfert 1 galaxy NGC 3783 (Arévalo 2013). At high frequencies the X-ray variability power dominates, whereas at lower frequencies more power is seen in the optical.

2010). If true, then understanding the variability process in one, will aid our understanding in the other. XRBs have a higher flux and so higher count rates, so are less affected by photon counting noise. However, more photons per characteristic timescale are typically received from nearby AGN. This allows us to probe the variability on higher characteristic timescales in AGN, timescales that are most affected by photon counting noise in XRBs.

XRBs are observed to transition through ‘states’ on timescales of months to years, characterised by their spectral hardness and 0.2 – 10 keV X-ray flux (see Belloni 2010 and Fender 2010 for a review). The most commonly observed states are the low/hard (LH), high/soft (HS) and the very high/intermediate (VHS). The variability properties also change between the different states, and may offer a cleaner way of determining the state of the accreting black hole (see the review by McHardy 2010). If state transitions occur in AGN, the timescale will be much longer, of the order of \(\sim\) thousands of years for \(M_{\text{BH}} \sim 10^6M_\odot\). A statistical analysis is therefore required to understand AGN states.

**Power spectral density**

A variety of methods for characterising the variability exist in both the *time* and *Fourier* domain (see Section 2.2). One such univariate Fourier method routinely applied to XRBs and AGN is the power spectral density (PSD) of the light curve (see e.g. Vaughan et al. 2003). This provides information about the variability amplitude as a function of Fourier frequency (1/timescale). An example AGN and XRB PSD is shown in Fig. 1.7, where
the similarities in PSD shape between the two classes of objects can be seen. The PSDs in most AGN show a high frequency bend, which is similar to soft state XRBs. The variability is that of broadband noise with the PSD shape well described by a bending power-law, \( P(f) \propto f^{-\alpha} \) with \( \alpha \sim 2 \) at frequencies above the break \( \nu_B \), and \( \alpha \sim 1 \) below \( \nu_B \) (e.g. González-Martín & Vaughan 2013).

The PSD is not always well described by a simple power-law or bending power-law model, with some objects displaying a ‘clumpy’ or peaked structure (e.g. Ark 564; McHardy et al. 2007, PG 1244+026; Jin et al. 2013). In Ark 564 the PSD was well described by a combination of broad Lorentzian profiles (McHardy et al. 2007). This observation, together with the hardening of the PSD with energy at high frequencies, supports the idea of two variability processes, with one dominating at high or low frequencies.

In XRBs, superimposed on the PSD are sharp peaked features known as quasi periodic oscillations (QPOs). These are observed for XRBs in the hard state and during state transitions. Their origin in XRBs is still not understood, but can be used to characterise states in XRBs (see Belloni 2010 for a review). The high frequency QPOs (\( \nu > 40 \) Hz) have variations which are close to the Keplerian frequency at \( R_{\text{ISCO}} \), and so may be associated with the effects of GR (e.g. Remillard et al. 2002). One reliable detection of a QPO has been seen in the NLS1, REJ 1034+396 (Gierliński et al. 2008). However this provides a limited diagnostic, as the feature is only present in one out of several long observations.

**Coherence / Time lags**

Additional information on the variability process and the causal connection between emission mechanisms is provided by multivariate techniques such as the cross-spectrum (van der Klis 1989; Vaughan & Nowak 1997), from which we get the coherence and phase difference (time lags) between the two light curves (see Section 2.4). The time delays and coherence provide an powerful diagnostic for emission mechanisms and constraining the geometry of the X-ray emission region.

XRBs in the hard state, show coherence between a soft and hard band that is very high (\( \gamma^2 \sim 1 \)) at frequencies \( \leq 10 \) Hz (e.g. Vaughan & Nowak 1997; Nowak et al. 1999). High coherence at a given frequency is produced if the one variability process dominates, and the X-ray emission source has a small spatial extent. At high frequencies, where the coherence is observed to drop, this is consistent with another independent variability process beginning to dominate the variability. AGN too, show high coherence at low frequencies, which drops at higher frequencies (e.g. Vaughan et al. 2003).
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Figure 1.8: Left: Lag frequency spectrum of Cyg-X1, showing the hard band time delay (from Nowak et al. 1999). Right: Lag frequency spectrum for the NLS1 1H0707+496. A hard (positive) lag is seen at low frequencies, switching to a soft (negative) lag at higher frequencies (from Fabian et al. 2009).

Frequency dependent phase (or time) lags are seen in XRBs in the $1 - 100$ keV range, where the hard energy bands lag the softer bands (Miyamoto et al. 1988; Miyamoto & Kitamoto 1989). The time lag $\tau(f) \propto f^{-\alpha}$, where $\alpha \sim -1$, and has an approximately logarithmic dependence on energy (Miyamoto & Kitamoto 1989; Cui et al. 1997; Nowak et al. 1999). At the lowest frequencies the time lag is $\sim 1$ s, ruling out the Comptonisation origin of the time lag, as this implies the corona to be $\sim 10^4 R_g$.

Very short time lags ($\lesssim 100$ s) between soft and hard X-ray bands, where the soft band variations lag the hard band variations, may allow us to probe the X-ray emission region and inner accretion flow (e.g. McHardy et al. 2007; Fabian et al. 2009). The soft lag is thought to represent the ‘reverberation’ signal as the primary X-ray emission is reprocessed by relatively nearby material, one candidate for which is the inner accretion disc itself (e.g. Fabian et al. 2009). These subtle signals directly encode the physical scales of the reflection region (by light travel time arguments). The X-ray emission illuminates the optically thick disc material, which responds to variations in the X-ray luminosity with a short time lag set by the light travel time between the emission sites ($10 R_g$ is $\sim 100$ s for $M_{BH} \sim 2 \times 10^6 M_\odot$).

Another model for the time lags has the X-rays scattering off a shell of circumnuclear material located at tens to thousands of $R_g$ from the central source of X-ray emission Miller et al., (2010a; 2010b, hereafter M10a and M10b respectively). Electron scattering within this region produces a delayed, reprocessed X-ray continuum. Absorption within the shell (bound-free and bound-bound transitions) means that, at large distances (hence longer time lags) soft X-rays are preferentially more likely to be absorbed than scattered out of the shell, relative to harder X-rays. Including only the hard-band reprocessing, such a model can reproduce a (positive) hard lag at low frequencies, and if the edges
of the shell are quite sharp it can also reproduce a (negative) soft lag in a narrow, higher frequency band, as a ‘ringing’ artefact of the sharp impulse response function (a manifestation of the Gibbs phenomenon). M10a extended the model to include reprocessing of the softer X-rays, from only inner regions of the shell, this reproduces a broader negative (soft) lag.

RMS-flux relation

An important diagnostic of the underlying variability process is the linear rms-flux relation (e.g. Uttley & McHardy 2001; Uttley et al. 2005). Here, a linear scaling is observed between the root-mean-square (rms) amplitude and the mean X-ray flux over a given time interval. The non-zero offset in the relation indicates an additional component with constant flux, rms or both (Vaughan & Uttley 2007). This relation appears to hold for all timescales, and implies the model describing the underlying noise process is non-linear and predicts a log-normal distribution of fluxes. The non-linear behaviour means the model must be multiplicative (rather than additive) and couple on all time scales (Uttley et al. 2005; Vaughan & Uttley 2007).

1.4.2 Underlying variability process

The leading model for X-ray variability of AGN and XRBs is based on the inward propagation of random accretion rate fluctuations coupled at each radius in an accretion disc (e.g. Lyubarskii 1997; Kotov et al. 2001; King et al. 2004; Zdziarski 2005; Arévalo & Uttley 2006; Ingram & Done 2010; Kelly et al. 2011), where the local mass accretion rate through the inner regions of the disc modulate the X-ray emission. This multiplicative model reproduces many of the currently known spectral variability patterns in AGN and XRBs (Arévalo & Uttley 2006), e.g. the linear rms-flux relation; the change in PSD shape with energy due to the radial dependence on emissivity; break frequency dependence on energy; and energy dependent time lags.

1.4.3 Optical/UV variability

Optical variability in quasars has been known for some time (e.g. 3C 273; Press 1978). Many Seyferts show UV and optical variability, although with a weaker variability amplitude at higher frequencies than is observed in the X-rays (see right panel of Fig. 1.7). However, the origin of the optical and UV variability is still unclear. The location of the UV emitting region (optical and UV emission will be considered the same thing for the remainder of this section) depends on the details of the accretion flow, and these
in turn depend on the black hole mass and accretion rate (see Fig. 1.9), but is typically $\sim 10 - 1000 \, R_g$. By contrast, the optically thin corona of hot electrons producing the primary X-ray spectrum is located in the central few tens of $R_g$ from the black hole (e.g. Haardt & Maraschi 1991). The causal connections between these processes are still unclear but can in principle be investigated by studying the time variations in the luminosity across different wavebands. If the emission mechanisms are coupled the UV and X-ray variations should be correlated, in which case the direction and magnitude of time delays should reveal the causal relationship. Two favoured coupling mechanisms are:

1. **Compton up-scattering** of UV photons — produced in the disc — to X-ray energies in the corona (Haardt & Maraschi, 1991). Here, any variations in the seed photons being upscattered will directly translate into variations in the X-ray emission.

2. **Thermal reprocessing** in the disc of X-ray photons produced in the corona (Guilbert & Rees, 1988). Reprocessing in a cold disc is observed in X-ray reflection features of AGN spectra (e.g. Nandra & Pounds 1994; Fabian et al. 2002). The wavelength the reprocessed photons emerge at and their contribution to the energy radiated by the disc can be tested in multi-wavelength variability studies. Of course, the X-rays will irradiate a significant portion of the disc, but we are only interested in the region — or annulus — of the disc that reprocesses the X-rays photons to UV energies.

The coupling mechanisms are shown in Fig. 1.9. The interaction timescale for these two processes is approximately the light crossing time between the two emitting regions, and will be in the region of minutes to days for black hole masses $M_{\text{BH}} \sim 10^6 - 10^8 \, M_\odot$.

Both emission regions are also likely to be correlated at some level if they are both modulated by their local accretion rate, which varies as accretion rate fluctuations propagate through the flow (e.g. Arévalo & Uttley 2006). In a standard accretion disk the timescale for propagation of fluctuations between the two emission regions is governed by the viscous timescale of the disc. For $M_{\text{BH}} \sim 10^6 - 10^8 \, M_\odot$ this timescale will be in the region of weeks to years (Czerny, 2006). If any of these processes are significant, their effects should be apparent from time series analysis of light curves from both wavebands. However, a combination of these processes occurring at the same time could make individual reprocessing models harder to detect.

Studies of correlations between variations in different wavebands are a potentially powerful tool for investigating the connections between different emission mechanisms (see Uttley 2006 for a short review). Done et al. (1990) performed the first simultaneous optical/X-ray study, searching for correlated emission in the NLS1 galaxy NGC 4051 over two days. The X-ray flux varied by a factor of two over this period, whilst the
optical variations were $\lesssim 1\%$. This demonstrated that optical and X-ray emission was produced by separate processes. X-ray/optical correlations on long timescales have been seen in radio-quiet AGN (e.g. Uttley et al. 2003; Arévalo et al. 2008; Arévalo et al. 2009; Breedt et al. 2009). Together with the optical-optical lags (e.g. Cackett et al. 2007) they imply that a combination of accretion fluctuations and reprocessing produces much of the optical variability. X-ray/UV correlations have been seen in e.g. Nandra et al. (1998); Cameron et al. (2012), however, there are currently fewer examples than the X-ray/optical correlation studies.

Given a black hole mass estimate, it is possible to make predictions time delays for the possible coupling mechanisms using simple toy models. In the Compton up-scattering scenario we assume that the disc temperature profile is created solely by viscosity of the disc itself. Using Wien’s Law to derive a temperature for a UV wavelength, a radius for the UV emitting region can be estimated from Equation 1.5. The X-rays are assumed to come from close to the black-hole ($R \approx 0$) and the light travel time is taken as a reasonable approximation for the time-lag.

In the reprocessing scenario we assume the disc is heated entirely by the external X-rays. If 50 percent of the X-ray flux irradiates the disc the UV luminosity is approximately equivalent to the observed X-ray luminosity ($L_x$). Using the temperature as calculated Equation 1.5 we can estimate the radius to the UV emitting region using Stefan’s
Law:

$$L_{UV} \approx L_X = 4\pi r^2 T^4$$  \hspace{1cm} (1.11)

For $M_{BH} \sim 10^6 - 10^8 M_{\odot}$ these timescales are on the order of $\sim$ minutes–days. This is well within the sampling capability for many current ground- and space based observatories (see Section 2.1).
In this chapter I will describe the instrumentation and data reduction methods used in the proceeding chapters. I will also describe the time- and Fourier-domain methods used in the subsequent variability analysis.

2.1 Instrumentation

2.1.1 The XMM-Newton Space Observatory

The European Space Agency (ESA) X-ray Multi-Mirror Mission (XMM-Newton, Jansen et al. 2001) satellite has been in operation since 1999. It occupies a \( \sim 48 \) hour, highly elliptical orbit (perigee of 7,000 km; apogee of 114,000 km), allowing for up to \( \sim 40 \) hours of uninterrupted scientific observations. On-board are three co-aligned X-ray telescopes and an optical/UV telescope (described below), which can all be operated simultaneously and independently.

The three X-ray mirror modules each contain 58 Wolter–1 high-precision concentric mirrors (see Fig. 2.3), each having an effective area of 1550 cm\(^2\) at 1.5 keV. With a total geometric effective area of 4650 cm\(^2\), XMM-Newton achieves high sensitivity and has the largest ever effective area for an X-ray focusing telescope.

Each telescope has a different CCD detector in its focal plane, known collectively as the European Photon Imaging Cameras (EPIC). EPIC consists of two front illuminated Metal Oxide Semi-conductor (MOS) CCD arrays (MOS-1 and MOS-2; Turner et al. 2001).
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2.1.1 The Optical Monitor

*XMM-Newton* is also equipped with a 30 cm Ritchey-Chretien optical/UV telescope (OM; Mason et al. 2001) co-aligned with the X-ray instruments. A choice of 6 filters allows for total coverage between 1700 — 6500 Å of the central 17 arc-minutes square of the X-ray detectors FOV. Unlike on most optical telescopes, the OM detector is also a photon-counting detector, with a micro-channel plate intensified CCD. The OM can operate in either Imaging Mode, with the emphasis on spatial coverage, or Fast Mode.

---

1. http://xmm.esac.esa.int/external/xmm_user_support/
2. http://xmm.esa.int/sas/
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Figure 2.2: XMM-Newton source counts as a function of aperture radius derived from a real observation (revolution 0541 of the AGN NGC 4051) for the 0.2–0.7 keV (dark red), 0.7–1.2 keV (red), 1.2–2 keV (orange) and 2–10 keV (yellow) energy bands. The black line shows the fraction of background counts in the aperture.

to emphasize timing information. Imaging mode with 2x2 binning factor results in a 488x480 pixel image, with a resolution element of $\sim 1.0$ arc seconds per pixel. The Imaging Mode exposure length can be set in the range 800–5000 s. OM imaging and fast mode data are processed with the SAS pipelines OMICHAIN and OMFCHAIN respectively.

Accurate count rates from aperture photometry of the OM images (using e.g OMDETECT) can only be produced once 5 instrumental corrections have been applied: The point spread function (PSF1) correction must be applied in order to scale the count rates to those of a 6 arc seconds radius aperture. Coincidence loss (CL) is the loss of photons being counted when more than one photon is collected within the same pixel in a single CCD readout frame. Multiple photons therefore register as one event causing a reduction in the observed counts. The CL correction has been calibrated empirically for an aperture radius of 6 arc second and hence follows the PSF1 correction. There is a short amount of time, the frame transfer time, when the CCD is read out and any incident photons will not register as events. The deadtime (DT) correction is a simple scaling factor correcting for this effect. When using the UV filters, the Gaussian wings of the PSF extend further than the aperture radius so a further correction (PSF2) must be applied to account for the loss of counts from the wings. As the performance of the OM detector decreases over time, the time-dependent sensitivity degradation (TDS) correction must be applied.

2.1.2 The Swift satellite

Launched in 2004, the NASA Swift satellite (Gehrels et al. 2004) occupies a Low Earth Orbit at an altitude of 600 km with a $\sim 96$ minute orbital period. Designed as a rapid
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Figure 2.3: Left: The effective area of the XMM-Newton OM filters. The curves represent the filter throughput after folding in the detector sensitivity³. Right: The effective area of the Swift UVOT filters ⁴.

response gamma-ray burst mission, Swift consists of 3 science instruments — the Burst Alert Telescope (BAT; Barthelmy et al. 2005, the X-Ray Telescope (XRT; Burrows & The Swift XRT Team 2004) and the Ultraviolet/Optical Telescope (UVOT; Roming et al. 2005) — which allow for X-ray and UV monitoring on longer timescales. The XRT has a 23.6′ × 23.6′ FOV with a pixel scale of 0.236 arc seconds. Its detector is identical to a single EPIC MOS chip, unlike the EPIC MOS which are 7 chips, and can operate in photon-counting and imaging mode in the energy range 0.2 – 10 keV.

Similar to the OM, the UVOT is a modified 30 cm Ritchey-Chretien telescope with a 17 arc second squared FOV and operates in the 1600 – 6000 Å range. The detector operates as a photon counting instrument with a pixel scale of 0.5 arc seconds. The wavelength coverage and broadband filters of the UVOT and OM are approximately the same in both the optical and UV regimes (Poole et al. 2008).

2.2 Time-series analysis

Time-series analysis is a branch of statistics, and is routinely applied throughout economics, the sciences and astronomy (e.g. Feigelson 1997; Vaughan 2013). The terms time series and lightcurve are used interchangeably to mean a finite sequence \( x(t_i) \) of \( N \) data points of some measured quantity (e.g. photon counts, flux, etc.). X-ray detectors are typically photon counting devices, recording a discrete number of counts \( c_i \) in the

³http://xmm.esac.esa.int/external/xmm_user_support/
⁴http://swift.gsfc.nasa.gov/about_swift/uvot_desc.html
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time interval \([t_i, t_{i+1}]\), hence \(x(t_i) = c_i/\delta t\), where \(i \in [0, N - 1]\) and the length of the light curve is given by \(T = N \delta t\). In the following sections the subscript \(i\) will be dropped from much of the notation.

In this thesis we make use of X-ray and optical/UV light curves from AGN and apply methods of time series analysis. An implicit assumption in many methods is that the process generating the time series under consideration is stationary. The measured flux is treated as a stationary stochastic (random) noise process, where each observation is one realization of the stochastic process (e.g. Priestley 1981; Percival & Walden 1993). A stochastic process is considered stationary when its probabilistic structure is time invariant. In practice, the stochastic process is considered to be only weakly stationary, where only the second order moments are time invariant, e.g. the variance or rms, power spectrum, cross-correlation and cross-spectrum which are used extensively in this work.

2.2.1 Poisson noise

The photon counting nature of X-ray detectors means that the observed signal in a given energy band, \(x(t)\), comprises the ‘true’ underlying physical signal \(s(t)\) plus some Poisson counting noise \(n(t)\), such that

\[
x(t) = s(t) + n(t)
\]

where \(n(t)\) has mean 0 and sigma (rms) of \(\sqrt{s(t)}\). If the true flux is \(s(t)\) (in time interval \(dt\)) then we will observe random values \(X \sim \text{Pois}(s)\), i.e. each measurement is drawn from a Poisson distribution. But in the limit of moderately high counts/interval we approximate the Poisson distribution as a Normal distribution and treat the observed signal as the sum of the true signal \(s(t)\) plus a noise term, \(n(t)\). We can thus approximate variance\((n)\) \(\sim s(t)\). The noise is uncorrelated with the signal, however, since the amplitude of Poisson noise is \(\sqrt{\text{flux}}\), it is not independent.

2.2.2 Quantifying variability

For a time series, \(x(t)\), variability can be quantified using a number of statistical tests. In an observed light curve, some of the total variance, \(S^2\), will be intrinsic to the source \(\sigma^2_{\text{XS}}\), and some will come from the measurement uncertainties, \(\sigma^2_{\text{err}}\) (Vaughan et al. 2003). The ‘excess variance’ can be used to estimate the intrinsic source variance for \(N_x\) data points using:

\[
\sigma^2_{\text{XS}} = S^2 - \sigma^2_{\text{err}}
\]

(2.2)
where \( S^2 = \sum_{i=1}^{N} (x_i - \bar{x})^2 / (N - 1) \) is the unbiased sample variance, and \( \sigma_{err}^2 = \frac{1}{N} \sum_{i=1}^{N} \sigma_{err,i}^2 \) is the mean square error (mse). \( \sqrt{\sigma_{XS}^2} \) gives the root mean squared (rms) variability amplitude. The fractional rms variability amplitude \( (F_{var}; \text{Edelson et al. 1990}) \) is the normalised version of the excess variance defined as:

\[
F_{var} = \sqrt{\frac{S^2 - \sigma_{err}^2}{\bar{x}^2}}
\] (2.3)

### 2.2.3 Time evolution

For the statistics described in Section 2.2.2 the time ordering of the measured quantities is irrelevant, hence they provide no information about the time evolution of the process. For a univariate time series we can gain such information from the autocorrelation function

\[
\rho_{xx}(\tau) = \frac{E[(x_t - E[x_t])(x_{t-\tau} - E[x_t])]}{\sigma_x^2}
\] (2.4)

where \( E \) is the expectation value and \( x_{t-\tau} \) is a lagged version of the time series, \( x(t - \tau) \). The autocorrelation function is symmetric \( (\rho_{xx}(\tau) = \rho_{xx}(-\tau)) \).

For multivariate data, where we have two simultaneously sampled time series \( x(t) \) and \( y(t) \) - such as observations of the same target in two different energy bands - we have the cross-correlation function:

\[
\rho_{xy}(\tau) = \frac{E[(x_t - E[x_t])(y_{t-\tau} - E[y_t])]}{\sigma_x \sigma_y}.
\] (2.5)

The numerator in Equation 2.5 is the cross-covariance function.

The use of the CCF and other statistical tools that require evenly sampled data are often hampered by the irregular sampling nature of astronomical data. Interpolating between the gaps is commonly performed, but is likely to introduce spurious correlations when the PSD has substantial amplitude at frequencies higher than the mean sampling rate. \( \text{Edelson et al. (1990)} \) devised the discrete correlation function (DCF) which is defined for lags between each pair \((a_i, b_j)\) of measured data points, and hence does not invent data.

\[
DCF_{xy}(\tau) = \frac{1}{M} \sum \frac{(x_i - \bar{a})(b_j - \bar{b})}{\sqrt{\sigma_a^2 - e_a^2)(\sigma_b^2 - e_b^2)}}
\] (2.6)

where the sum is over all pairs within the time interval \( \Delta t_{ij} = t_j - t_i \), defined by time lag \( \tau \) for \( \tau - \Delta \tau/2 \leq \Delta t_{ij} \leq \tau + \Delta \tau/2 \). Here, \( e \) are the measurement errors and \( M \) is the number of pairs within \( \pm \Delta \tau \) of each time lag \( \tau \).
The Bartlett formula can be used to estimate the variance on the CCF estimates, and can therefore be used like an error bar (Bartlett 1948):

\[
\sigma^2\{CCF(\tau)\} = \frac{1}{N} \sum_i ACF_x(\tau)ACF_y(\tau)
\] (2.7)

where \(N\) is the number of data points contributing to each time lag \(\tau\). This formula can also be applied to the DCF if the ACF is formed from the DCF of the uneven time series with itself.

### 2.3 Estimating the power spectrum

The power spectrum (or power spectral density: PSD) describes the amount of variability ‘power’ (squared variability amplitude) as a function of Fourier (temporal) frequency (\(\sim 1/\text{timescale}\)). The power spectrum is the Fourier counterpart of the ACF.

The standard method for estimating the power spectrum in astronomical time series data is to use the Bartlett method (Bartlett 1948). An evenly sampled and contiguous time series \(x(t_i)\) with time bin size \(\Delta t\) and sampling length \(N\Delta t\), can be broken into \(M\) non-overlapping segments of length \(N\) (where \(i = 1, 2, \cdots, N\)). The periodogram (Priestley 1981) of each segment is computed and the average of the \(M\) periodograms is taken. The periodogram \(P(f)\) is the normalised modulus-squared of the discrete Fourier transform (DFT), which is a discrete estimator of the underlying continuous PSD, \(\mathcal{P}(f)\).

The DFT of \(x(t_i)\) is defined as

\[
X(f_j) = \mathcal{F}[x(t_i)](f) = \sum_{i=1}^{N} x(t_i)e^{-i2\pi f_j t_i} = \Re[X(f_j)] + \Im[X(f_j)]
\] (2.8)

with

\[
\Re[X(f_j)] = \sum_{i=1}^{N} x(t_i) \cos 2\pi f_j t_i
\]

\[
\Im[X(f_j)] = \sum_{i=1}^{N} x(t_i) \sin 2\pi f_j t_i
\] (2.9)

where \(\Re(\cdot)\) and \(\Im(\cdot)\) indicate the real and imaginary components of some variable. \(X(f)\) is calculated at \(N/2\) evenly spaced frequencies \(f_j = j/N\Delta t\) (where \(j = 1, 2, \cdots, N/2\)).

The highest frequency that can be sampled is the Nyquist frequency: \(f_{N/2} = f_{\text{Nyq}}\). Because astronomical time series are real valued, the resulting complex Fourier transform is symmetric around \(f_{j=0}\) (i.e. \(X(f_{+j}) = X^*(f_{-j})\)), meaning the Fourier transform of the negative frequencies provide no additional information. The Fourier transform at \(f_{j=0}\) is
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Table 2.1: Commonly used periodogram normalisations for input light curves in cts\(^{-1}\) with Poissonian errors. The Poisson noise level is different for light curves with Gaussian errors \(\sigma_{\text{err},i}\) (e.g. Vaughan et al. 2003).

<table>
<thead>
<tr>
<th>Normalisation</th>
<th>ordinate</th>
<th>Integrated</th>
<th>Poisson noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_{\text{abs}}) = 1</td>
<td>((\text{cts}^{-1})^{2}\text{Hz}^{-1})</td>
<td>((\text{cts}^{-1})^{2})</td>
<td>(P_{\text{noise}} = 2\Delta t\sigma_{\text{err}}^{2})</td>
</tr>
<tr>
<td>(A_{\text{Leahy}}) = (1/\bar{x})</td>
<td>(\text{ct s}^{-1}\text{Hz}^{-1})</td>
<td>(\text{ct s}^{-1})</td>
<td>(P_{\text{noise}} = 2)</td>
</tr>
<tr>
<td>(A_{\text{rms}^2}) = (1/\bar{x}^2)</td>
<td>([\text{rms/mean}]^{2}\text{Hz}^{-1})</td>
<td>([\text{rms/mean}]^{2})</td>
<td>(P_{\text{noise}} = \frac{2(\bar{x}+B)}{\bar{x}^2}\frac{\Delta t}{\Delta t_{\text{bin}}})</td>
</tr>
</tbody>
</table>

known as the direct component (DC) and represents the non-variable part of the signal (i.e. the mean level). The Fourier transform \(X(f_{j\leq0})\) are generally neglected from variability studies. Additionally, the constant power from the DC component may leak into neighbouring frequencies. It is therefore standard practice to subtract the mean \(\langle x_t \rangle\) from each segment \(M\) before computing the DFT.

The periodogram can then be calculated choosing an appropriate normalisation:

\[
P(f) = A \frac{2\Delta t}{N} |X(f)|^2 = A \frac{2\Delta t}{N} X^*(f) X(f)
\]

where * denotes the complex conjugate and for brevity the subscript \(j\) has been dropped.

The factor of 2 in Equation 2.10 makes the periodogram ‘one-sided’ meaning that the original signal power (variance) is recovered when integrating over only positive frequencies. The factor \((\Delta t/N)\) ensures that the amplitudes at each \(f_j\) are independent of the sampling length of the time series.

Three commonly used normalisations in astronomy \((A_{\text{abs}} = \bar{x}_t A_{\text{Leahy}} = \bar{x}_t^2 A_{\text{rms}^2})\) are shown in Table 2.1, along with the periodogram ordinate units and the result of integrating the periodogram between \(f_a\) and \(f_b\) (i.e. the sum \(S_{b-a} = \sum_{a}^{b} P(f) \Delta f\)). The \(A_{\text{abs}}\) normalisation gives the periodogram in absolute units and the integrated periodogram gives the total variance in absolute units. Using the \(A_{\text{Leahy}}\) normalisation (Leahy et al., 1983), the integrated periodogram gives the total rms amplitude. The \(A_{\text{rms}^2}\) normalisation (van der Klis 1997; Miyamoto et al. 1991) is the most commonly used for AGN and XRB analysis due to the integrated periodogram giving the fractional variance of the data for a given range of frequencies.

The effect of Poisson noise is to add a continuous floor to the power spectrum, as the power spectrum of Poisson noise is constant at all frequencies (white noise).

2.3.1 Scatter and bias in the PSD estimate

The stochastic nature of accreting black hole light curves means that each periodogram, \(P(f)\), measured from a single realisation of the noise process shows a large amount of
scatter around the true underlying PSD, $\mathcal{P}(f)$:

$$P(f) = \frac{1}{2}\mathcal{P}(f)\chi_2^2 \quad (2.11)$$

where $\chi_2^2$ is a random variable following a chi-square distribution with 2 degrees of freedom. The expectation value and variance of $\chi_2^2$ are $\nu$ and $2\nu$ respectively, so the measured periodogram exhibits a large amount of scatter around the underlying PSD (e.g. van der Klis 1989; Uttley et al. 2002; Vaughan et al. 2003). This intrinsic scatter does not decrease by adding more points to the light curve as the standard deviation of the PSD is insensitive to the length of the observation.

Under the assumption of stationarity, averaging over $M$ independent light curve segments or by binning over $N$ adjacent frequencies produces a consistent estimate of the PSD with Gaussian errors for $n = M \times N \gtrsim 50$ (Vaughan et al. 2003). The error in the estimate of the true PSD is now:

$$\delta \mathcal{P}(f) = \frac{\langle \mathcal{P}(f) \rangle}{\sqrt{n}} \quad (2.12)$$

where $\langle \cdot \rangle$ indicates the average over $M$ periodograms. The frequency binning can be done e.g. geometrically or logarithmically.

Another method for reducing the scatter in red noise light curves is to bin the logarithm of the periodogram (Papadakis & Lawrence 1993; Stella et al. 1994). Here, the errors converge to a Gaussian distribution with fewer ($n \geq 20$) points in each frequency bin.

Each periodogram measurement is biased away from the true PSD due to the finite sampling window. A finite time series can be written in terms of an infinite, continuous function $l(t)$ and a window or sampling function $w(t)$ that is non-zero only over a finite range and encodes the time sampling of the observed light curve $o(t)$:

$$o(t) = l(t) \cdot w(t) \iff O(f) = L(f) \cdot W(f) \quad (2.13)$$

where as this is a multiplication in the time domain, it gives a convolution in the Fourier domain (by the convolution theorem). The periodogram (formed from $O(f)$) is distorted due to the convolution of the FT of the true light curve $L(f)$ with the spectral window function $W(f)$ (see e.g. van der Klis 1989; Vaughan et al. 2003). The two main effects of this distortion are aliasing and leakage.

If the light curve is not continuously and contiguously sampled then power from above the Nyquist frequency ($f_{N/2} = f_{Nyq}$) is reflected back (aliased) about $f_{Nyq}$. Fortunately, aliasing is negligible for continuous binned light curves, and in all but the steepest AGN PSDs, the Poisson noise level dominates at $f_{Nyq}$. See Uttley et al. (2002) for a discussion on correcting for aliasing when it presents a problem.
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Figure 2.4: An example of the Fejer kernel illustrating the effect of convolution of the spectral window function $W(f)$ on the true light curve $L(f)$. A window function with width 10 ks was used, to represent a typical segment length.

Leakage or red-noise leak results from the finite duration of the sampling window, $w(t)$. Here, variability power is transferred (leak) from frequencies below the lowest sampled frequency through the lobes of the spectral window function (i.e. the Fejer kernel, an illustration of which is shown in Fig. 2.4). Lower frequency power (i.e. below the bandpass) is apparent as quasi-linear (i.e. very slow/smooth) trends; these cause leakage because they add variance to the observed frequency bandpass, which adds a constant component to the variance in $P(f)$, biasing the slope of the PSD towards $\alpha = 2$ (Vaughan et al. 2003).

2.4 The cross spectrum

The properties of two simultaneous and time series can also be compared in the Fourier domain using the cross-spectrum (Priestley 1981; Bendat & Piersol 2010). From two evenly sampled time series $x(t), y(t)$ we can compute the Fourier transforms $X(f) = |X(f)|e^{i\phi_x(f)}$ and $Y(f) = |Y(f)|e^{i\phi_y(f)}$, in terms of amplitude and phase. We can estimate the power spectrum for each time series using $|X(f)|^2$ and $|Y(f)|^2$, after subtracting the Poisson noise and applying some normalisation factor. The complex-valued cross-spectrum can be written

$$C_{xy}(f) = X^*(f)Y(f) = |X(f)||Y(f)|e^{i(\phi_y(f)−\phi_x(f))}$$ (2.14)

following Vaughan & Nowak (1997) and Nowak et al. (1999) this is usually averaged over $M$ non-overlapping segments, just as with the power spectrum.
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2.4.1 Coherence

We can define the coherence or squared coherency as

\[ \gamma^2_{xy}(f) = \frac{|\langle C_{xy}(f) \rangle|^2}{\langle |X(f)|^2 \rangle \langle |Y(f)|^2 \rangle} \]  \hspace{1cm} (2.15)

The coherence is a measure of the linear correlation between two time series as a function of Fourier frequency (Vaughan & Nowak, 1997) and takes on values in the range \([0,1]\), where 1 is perfect coherence. In the absence of observational (Poisson) noise the coherence can be estimated using \(M\) segments with a standard deviation of \(\delta \gamma^2(f) = \sqrt{2/M(1 - \gamma^2(f))/|\gamma(f)|}\) (e.g. Bendat & Piersol 2010).

The linearity property of the FT means that Equation 2.1 can be written for each energy band

\[ X(f) = S_x(f) + N_x(f) \]  \hspace{1cm} (2.16)
\[ Y(f) = S_y(f) + N_y(f) \]  \hspace{1cm} (2.17)

Allowing for the noise contribution to the measured signal, the cross-spectrum in Equation 2.14 can now be expressed as

\[ |\langle C_{xy}(f) \rangle|^2 = |\langle S_x^* \cdot S_y \rangle + \langle N_x^* \cdot S_y \rangle + \langle N_x^* \cdot N_y \rangle|^2 \]  \hspace{1cm} (2.18)
\[ = |\langle S_x^* \cdot S_y \rangle + \langle N_x^* \cdot N_y \rangle|^2 \]  \hspace{1cm} (2.19)

where we have dropped the \(f\) subscript for brevity. The quantities \(s_{xy} = \langle S_x^* \cdot S_y \rangle\) and \(n_{xy} = \langle S_x^* \cdot N_y \rangle + \langle N_x^* \cdot S_y \rangle + \langle N_x^* \cdot N_y \rangle\) can be understood in terms of the intrinsic signal and the noise contribution of the measured cross-spectrum \(\langle C_{xy}(f) \rangle\). As the signal in each band is uncorrelated with the noise component in either band, \(\langle \Re(n_{xy}(f)) \rangle = \langle \Im(n_{xy}(f)) \rangle = 0\) for sufficiently large \(M\) (Vaughan & Nowak 1997).

For the case of high measured coherence, the squared amplitude of the cross-spectrum can be written as \(|\langle C_{xy}(f) \rangle|^2 = |\langle S_x^* (f) \cdot S_y (f) \rangle|^2 + n_{xy}^2(f)\) (Vaughan & Nowak 1997). The Poisson noise corrected coherence then becomes:

\[ \gamma^2_{cor,xy}(f) = \frac{|\langle C_{xy}(f) \rangle|^2 - n_{xy}^2(f)}{\langle P_x(f) - |N_x(f)|^2 \rangle \langle P_y(f) - |N_y(f)|^2 \rangle} \]  \hspace{1cm} (2.20)
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where \( P_x = |X(f)|^2 = |S_x(f)|^2 + |N_x(f)|^2 \) and \( P_y = |Y(f)|^2 = |S_y(f)|^2 + |N_y(f)|^2 \) are the noisy PSDs. The error on the Poisson-noise corrected coherence depends on the amplitude of \( S_x(f) \) and \( S_y(f) \) and the measured coherence, and are given in equations 8 and 9 of Vaughan & Nowak (1997).

There are several possible sources of bias on the coherence. The coherence is a squared quantity and so cannot take values below zero. A result of this is that the average of several coherence estimates tends to be biased upwards slightly, although this effect is only significant when the intrinsic coherence is low (and so the true coherence values are close to zero). This is given by \( B[\gamma^2] = 1/M(1 - \gamma^2)^2 \) where \( \gamma^2 \) is the coherence and \( M \) is the number of segments (Bendat & Piersol 1986, Sec. 9.2.3). When the coherence is low the bias dominates and acts to shift up the observed coherence value and must be subtracted from the computed value.

2.4.2 Time delays

From the complex-valued cross-spectrum estimate (Equation 2.14) we obtain a phase difference (or phase lag) between two signals \( x(t), y(t) \):

\[
\Delta \phi(f) = \arg\langle C_{xy}(f) \rangle = \arctan \frac{\Im \langle C_{xy}(f) \rangle}{\Re \langle C_{xy}(f) \rangle}
\]

where \( \Delta \phi(f) \) is limited to \([-\pi, +\pi]\) (or \([0, 2\pi]\) depending on convention) so cannot distinguish \( \pi/2 \) from \(-3\pi/2\). \( \Delta \phi(f) \) can be transformed into a corresponding time lag

\[
\Delta \tau(f) = \frac{\Delta \phi(f)}{2\pi f}
\]

This recovers the (time averaged) frequency dependent time lags between any correlated variations in \( x(t) \) and \( y(t) \). The standard deviation of phase lag estimates, when computed using \( M \) non-overlapping segments, are estimated following e.g. (Nowak et al. 1999; Bendat & Piersol 2010):

\[
\delta \phi(f) = \frac{(1 - \gamma^2(f))^{1/2}}{\gamma \sqrt{2M}}
\]

with the error on time lag at each frequency naturally given by

\[
\delta \tau(f) = \frac{\delta \phi(f)}{2\pi f}.
\]

Binning over \( N \) frequencies which are e.g. geometrically spaced and averaging over \( M \) segments gives \( N \cdot M \) measurements. This improves the error \( \delta \tau \) by a factor \( 1/\sqrt{NM} \).
2.5 Transfer functions

Two continuous time series \(x(t)\) and \(y(t)\) may be related via

\[
y(t) = \int_{-\infty}^{+\infty} \psi(t-\tau)x(\tau)d\tau = \psi(t) \otimes x(t)
\]

(2.25)

where the function \(\psi(t)\) relating the two signals is the ‘response function’\(^5\), i.e. the response to an instantaneous impulse. The response function can be thought of in terms of the filter causing any delay or smoothing between the input and output signals. In principle, this can provide valuable information about the spatial extent of the reprocessing medium which is acting as the filter between the two signal emitting regions.

Using the convolution theorem we can re-write this in the Fourier domain as

\[
Y(\omega) = \Psi(\omega) \cdot X(\omega)
\]

(2.26)

where \(\omega = 2\pi f\) and

\[
\Psi(\omega) = \int_{-\infty}^{+\infty} \psi(t)e^{-i\omega t}dt
\]

(2.27)

is referred to as the ‘transfer function’ in the Fourier domain. If \(\Psi(f)\) is linear and independent of the time series used to estimate it, then the two signals \(X(f)\) and \(Y(f)\) will have unity coherence (Equation 2.15). The phase difference between \(X(f)\) and \(Y(f)\) (Equation 2.21) is contained within \(\Psi(f)\), therefore we can get the frequency dependent time delay from the Fourier transform of the response function

\[
\tau(\omega) = \frac{1}{\omega} \arg \left( \int_{-\infty}^{+\infty} \psi(t)e^{-i\omega t}dt \right)
\]

(2.28)

2.5.1 Top hat response function

One of the simplest forms of response function is the ‘top hat’, which has width \(a\) and is centred on \(t = b\), such that

\[
\psi(t) = TH(t; a, b) = \begin{cases} 
1/a & \text{if } b - a/2 \leq t \leq b + a/2 \\
0 & \text{elsewhere}
\end{cases}
\]

(2.29)

which is normalised to unity. Substituting this into eqn. 2.27 we can find the Fourier transform of this function

\[
\Psi(\omega) = e^{-i\omega b}\text{sinc}\left(\frac{a\omega}{2}\right)
\]

(2.30)

\(^5\)we note that in signal processing parlance: ‘impulse response function’ is used for time domain, and ‘transfer function’ for Fourier domain
Figure 2.5: Examples of transfer functions in the lag-frequency plot. (a) A single top hat plus delta function response function between the two time series, with the top hat starting at \( t_0 = 0 \) (red) and \( t_0 > 0 \) (grey). (b) A top hat plus delta function response function is present in each time series, with the overall transfer function (blue) resulting from the difference between the transfer function in each time series (see Section 2.5.1 for details). The insets show the time domain representation of the response functions.

To get the time delay we compute the argument of \( \Psi(w) \)

\[
\tau(\omega) = \frac{1}{\omega} \arg \left[ e^{-i\omega b} \text{sinc} \left( \frac{a\omega}{2} \right) \right] = \frac{1}{\omega} \arg \left[ e^{-i\omega b} \right] = \frac{1}{\omega} (-\omega b) = -b \tag{2.31}
\]

The \text{sinc} function is real so is dropped from the argument. This now produces a constant time delay \(-b\) at all frequencies.

Since the Fourier transform is linear, we can compute the phase shift produced by a response function that is a combination of a \( \delta \)-function and a top hat. The combined response has the form

\[
\psi(t) = f \times TH(t; a, b) + \delta(t - c) \tag{2.32}
\]

where \( f \) is a simple scaling factor that sets the fraction of the TH in the combined response. Taking a zero-centred \( \delta \)-function (i.e. \( c = 0 \)) the Fourier transform of the combined response is now

\[
\Psi(w) = 1 + fe^{-i\omega b} \text{sinc} \left( \frac{a\omega}{2} \right) \tag{2.33}
\]

Following Equation 2.24 we can find the argument of the transfer function, yielding the time lag as a function of frequency (or lag-frequency spectrum):

\[
\tau(w) = \frac{1}{\omega} \arctan \left( \frac{-f \sin(b\omega)\text{sinc}(a\omega/2)}{1 + f \cos(b\omega)\text{sinc}(a\omega/2)} \right) \tag{2.34}
\]
The left side of Fig. 2.5 show the lag-frequency spectrum of the top hat plus delta response model for a variety of parameter values. When the top hat start time \( t_0 = 0 \) (i.e. \( a = 2b \)) no negative delay is observed and the first oscillation with zero delay occurs at \( \sim 1/\tau(\text{max}) \). In contrast, when \( t_0 > 0 \) (i.e. \( a < 2b \)) the time delay now goes negative at certain frequencies, with the first oscillation again corresponding to \( \sim 1/\tau(\text{max}) \). This is the ‘ringing’ effect, related to the Gibbs phenomenon, which arises due to the separation of the delta function and \( t_0 \) changing the frequency at which the phase wrapping occurs. The negative time delay oscillation covers a very narrow range of frequencies, with width \( \sim 1/\tau(\text{max}) \).

The measured time series in a given energy band is related to some underlying ‘source’ variability, \( z(t) \), via

\[
\begin{align*}
    x(t) &= \psi_x \otimes z(t) \quad \Leftrightarrow \quad X(f) = \Psi_x(f) \cdot Z(f) \\
    y(t) &= \psi_y \otimes z(t) \quad \Leftrightarrow \quad Y(f) = \Psi_y(f) \cdot Z(f)
\end{align*}
\]

where it is assumed that \( z(t) \) is some unseen variations occurring before both \( x(t) \) and \( y(t) \). Each measured time series now has a response function relative to \( z(t) \), which itself is not observed. The phases obtained from the cross-spectrum \( C_{xy}(f) \) of the observed time series, which give the time lag-frequency spectrum, are (on average) the differences between the phases of the Fourier transforms of each response, i.e. \( \phi(f) = \arg \Psi_y(f) - \arg \Psi_x(f) \). This is illustrated in Fig. 2.5(b), where the overall transfer function results from the difference between the transfer function in each time series. Here, the negative time delay is much broader in frequency than in the single transfer function case, due to a genuine response function component present in each time series.

### 2.6 Covariance spectrum

The covariance spectrum (Wilkinson & Uttley 2009) acts as a ‘matched filter’, picking out the correlated variability between a comparison energy band \( x(t) \) and broad reference band \( y(t) \). This method is similar to the rms spectrum, except the any uncorrelated white noise is removed, providing a less noisy estimate of the variability spectrum, particularly at higher energies. Wilkinson & Uttley 2009 presented a definition of the zero-time lag covariance spectrum in the time-domain. The covariance between \( x(t) \) and \( y(t) \) can be computed in the frequency domain for a given frequency range \( \Delta f_j \). Cassatella et al. (2012) give a Fourier domain definition, but their equations contain several typographical mistakes. The corrected version (Phil Uttley, prov comm. July 2013) can be written in
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terms of the coherence as

\[ \text{cov}(\Delta f_j) = \sqrt{\gamma_{xy}^2(f) \langle |X(f)|^2 \Delta f_j \rangle} \] (2.36)

which has an error

\[ \delta \text{cov}(\Delta f_j) = \sqrt{\frac{n_{xy}^2 \Delta f_j}{2 \langle |Y(f)|^2 \rangle}}. \] (2.37)

2.7 Simulating time series data

Simulating time series with the statistical properties of observed time series allows us to perform parametric tests of the spectral estimates.

The method of simulating time series depends on the desired PSD properties, which are typically approximated with a \( \sim 1/f^\beta \) spectrum. A time series with constant power at each frequency (white noise; \( \beta = 0 \)) can be simulated by randomly sampling numbers from a Gaussian distribution. Red noise (\( \beta = 2 \)) can be simulated using a random walk, where each time series point is drawn from a Gaussian distribution and added to some fraction of the previous time series value.

For a more complicated PSD shape (e.g. a bending power-law) the algorithm of Timmer & König (1995) is commonly used. For a desired power spectral shape we sample random complex phase and amplitudes from a Normal distribution. These are then inverse Fourier transformed back into the time domain to produce a simulated time series with the properties of the defined power spectrum.

The effects of leakage can be accounted for using Monte Carlo simulations of light curves with duration much longer (e.g. \( 50 \times \)) than the observed light curve (e.g. Uttley et al. 2002). Observational noise can be added to each simulated light curve by drawing a Poisson random deviate with mean equal to the mean count per bin in the real light curves. To produce the log-normal distribution of fluxes (as observed in the rms-flux relation) we compute the exponential function (i.e. \( y = e^x \)) at each point (Uttley et al. 2005; Vaughan & Uttley 2008).

2.8 Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) is a class of algorithms used for calculating the integrals required in determining the probability density of the model parameters (e.g. Metropolis et al. 1953; Hastings 1970; Gelman & Rubin 1992, see Brooks 1998 for a review).
A Markov Chain is a random, memoryless process, meaning the next state only depends on the current state, and not the sequence of states that preceded it. The sequence of states converges to an equilibrium distribution of samples in parameter space, which is proportional to the target probability distribution. The state of each chain is taken as a sample of the desired probability distribution.

In Chap. 5 we shall use the Metropolis-Hastings algorithm, one of the simplest implementations of MCMC. For a large chain (number of iterations) this provides the target probability distribution $P(X|D, M, I)$, where $D$ is the data, $M$ is the model, $X$ is the set of model parameters, and $I$ is the prior. The prior allows us to set some constraint on the parameter search, given some a priori knowledge. At each state in the chain, a sample is drawn from a Gaussian proposal distribution.

Chains of e.g. $N = 20,000$ iterations are ran, with a large fraction (e.g. 20%) of the beginning portion of the chain being discarded, known as the ‘burn-in period’. This removes the effect of the initial position when starting the chain. Convergence is tested for using the Gelman-Rubin statistic (Gelman & Rubin 1992) on parallel sets of chains, to see if they are converging to the same distribution. The parameter should be close to 1 for convergence.

The post burn-in samples for each parameter can then be histogrammed, which should approximate the true distribution for each parameter. From the histograms we can then determine the best model values and confidence intervals on each parameter.
In this chapter I explore the relation between the UV and X-ray emission in the low-mass Narrow line Seyfert 1 (NLS1) galaxy NGC 4051. Using simultaneous UV and X-ray observations, the causal connection between the two emission components can be investigated (see Section 1.4.3).

NGC 4051 is a nearby \( (z = 0.0023) \) NLS1 galaxy with black hole mass, \( M_{\text{BH}} \approx 1.7 \pm 0.5 \times 10^6 \text{M}_\odot \) (Denney et al., 2009), at a Tully-Fisher distance, \( D \approx 15.2 \text{ Mpc} \) (Russell, 2002), and has been the subject of several such studies. Done et al. (1990) obtained \( \sim 3 \) days of contemporaneous X-ray, UV, optical and IR data, but found little variability at longer wavelengths despite strong, rapid X-ray variations. Using light curves spanning \( \sim 1000 \) days in the optical and X-rays, Peterson et al. (2000) revealed significant optical variability on longer timescales that appeared to be correlated with the (longer timescale) X-ray variations. Shemmer et al. (2003) and Breedt et al. (2010) also found a significant X-ray/optical correlation, the latter using \( \sim 5000 \) days of monitoring data. On shorter timescales Mason et al. (2002) and Smith & Vaughan (2007) used \( \sim 2 \) day XMM-Newton observations to search for X-ray/UV correlations, with inconclusive results.

The rest of this chapter is organised as follows. Section 3.1 discusses the observations of NGC 4051 and extraction of the X-ray and UV light curves. Section 3.2 gives an analysis of the variability amplitudes and UV power spectral density, cross-correlations are discussed in Section 3.3, and the implications of these results are discussed in Section 3.4.
3.1 Observations and Data Reduction

3.1.1 Observations

NGC 4051 was observed by XMM-Newton in 15 separate observations over a period of 45 days during May-June 2009. Each observation lasted ~ 40 ks giving a total of ~ 580 ks of usable data. Individual observation details are listed in Table 3.1. With roughly the same start and end time as the OM, this gives a total of ~ 530 ks of simultaneous UV and X-ray data.

All of the OM observations were taken in Imaging Mode in the UVW1 filter (central wavelength 2910 Å) with 2 × 2 pixel binning. This gives a field-of-view of 8 × 8 arcmin and a spatial resolution of 0.95 arcsec/pixel. The exposure length varied between 1000–1400 sec from observation to observation, giving ~ 30 exposures per observation and a total of 406 across all 15 observations.

To compliment the XMM-Newton data set, 51 Swift ToO observations were made covering the same epoch. The observations are separated by ~ 1 day and typically ~ 1.5 ks long, with 1–3 UVOT exposures per observation, giving a total of 71 frames. The UVOT exposures were taken in the uvw1 filter, which has approximately the same bandpass as the OM UVW1, with a field-of-view of 17 × 17 arcmin and pixel scale of 0.5 arcsec. The XRT has a 23 × 23 arcmin field-of-view with a pixel scale of 0.236 arcsec and covers the energy range 0.2–10.0 keV, similar to EPIC-pn.

3.1.2 OM light curves

The Observation Data Files (ODFs) for our target were extracted from the XMM-Newton Science Archive (XSA) and processed using XMM-Newton Science Analysis System (SAS v11.0.0) routine OMICHAIN. Custom made IDL scripts were made to perform source photometry and apply instrumental corrections (see Section 2.1.1.1). Source counts were extracted in a 6 arcsec radius aperture for the galaxy nucleus and 3 field stars present in the images (see Fig. 3.1). Background counts were extracted in a 30 arc second radius aperture, placed in a region away from the host galaxy and field stars. The concatenated background subtracted light curves for the XMM OM sources and background region are shown in Fig. 3.2.

In the UVW1 filter there will be a significant contribution to the observed nuclear light from the host galaxy. This should be constant (to within the random and systematic
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Table 3.1: XMM-Nexton observation summary. The columns list (1) the spacecraft revolution number, (2) the start date of the observation, (3) the EPIC-pn observation duration, (4) the OM observation duration, (5) the number of OM images in each observation.

<table>
<thead>
<tr>
<th>XMM rev. no.</th>
<th>Observation Date [Y-M-D]</th>
<th>EPIC-pn On time [s]</th>
<th>OM On time [s]</th>
<th>No. OM images</th>
</tr>
</thead>
<tbody>
<tr>
<td>1721</td>
<td>2009-05-03</td>
<td>45717</td>
<td>45105</td>
<td>33</td>
</tr>
<tr>
<td>1722</td>
<td>2009-05-05</td>
<td>45645</td>
<td>45103</td>
<td>33</td>
</tr>
<tr>
<td>1724</td>
<td>2009-05-09</td>
<td>45548</td>
<td>45003</td>
<td>33</td>
</tr>
<tr>
<td>1725</td>
<td>2009-05-11</td>
<td>45447</td>
<td>44903</td>
<td>33</td>
</tr>
<tr>
<td>1727</td>
<td>2009-05-15</td>
<td>32644</td>
<td>31340</td>
<td>21</td>
</tr>
<tr>
<td>1728</td>
<td>2009-05-17</td>
<td>42433</td>
<td>37367</td>
<td>26</td>
</tr>
<tr>
<td>1729</td>
<td>2009-05-19</td>
<td>41813</td>
<td>41267</td>
<td>26</td>
</tr>
<tr>
<td>1730</td>
<td>2009-05-21</td>
<td>41936</td>
<td>40894</td>
<td>26</td>
</tr>
<tr>
<td>1733</td>
<td>2009-05-27</td>
<td>44919</td>
<td>39168</td>
<td>22</td>
</tr>
<tr>
<td>1734</td>
<td>2009-05-29</td>
<td>43726</td>
<td>43182</td>
<td>27</td>
</tr>
<tr>
<td>1736</td>
<td>2009-06-02</td>
<td>44946</td>
<td>44164</td>
<td>22</td>
</tr>
<tr>
<td>1737</td>
<td>2009-06-04</td>
<td>39756</td>
<td>34574</td>
<td>23</td>
</tr>
<tr>
<td>1739</td>
<td>2009-06-08</td>
<td>43545</td>
<td>43000</td>
<td>27</td>
</tr>
<tr>
<td>1740</td>
<td>2009-06-10</td>
<td>44453</td>
<td>43909</td>
<td>28</td>
</tr>
<tr>
<td>1743</td>
<td>2009-06-16</td>
<td>42717</td>
<td>42116</td>
<td>26</td>
</tr>
</tbody>
</table>

errors of the aperture photometry) and so we have not tried to remove it, but as such it should not affect the PSD or correlation analysis in any important way.

As a test of the background subtraction and photometry procedure we tested for (zero lag) correlations between the background subtracted light curves of the sources and a second background region for all 15 observations. For ~400 data points a Pearson linear correlation coefficient $r \geq 0.13$ indicates a weak but statistically significant correlation ($p < 0.01$). We find no significant correlation between each of the background subtracted sources, but in the source vs background tests, values of $r$ up to 0.3 are observed. The strength of this correlation is also observed to change between 0.0 and 0.3 when using a different background region. The mean correlation coefficient between source vs source and source vs background for individual observations is very low ($-0.1 \lesssim r \lesssim 0.1$). This indicates that the correlation is caused by changes in the background over the course of the 15 observations. We are cautious of this fact during the rest of the analysis and use source light curves subtracted using various background regions. We find that the choice of background region has no effect on any subsequent analysis.

3.1.3 EPIC-pn light curves and spectra

The EPIC-pn light curves used in this analysis are the same as those used in Vaughan et al. 2011. The raw EPIC-pn data were processed from the ODFs using the SAS (v11.0.0).
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Figure 3.1: Left: XMM-Newton OM UVW1 image of NGC 4051. The apertures used for photometry for the central source, field stars and background region are shown in green. Right: Swift UVOT uvw1 image of NGC 4051. The apertures used for photometry for the central source, field stars and background region are shown in green.

Events lists were filtered using PATTERN 0–4, FLAG = 0 and were visually inspected for background flaring. Light curves were extracted from the filtered events files using a source aperture of radius 35 arcsec and a non-overlapping larger background region on the same chip. Light curves were extracted with bin size of $\Delta t = 5$ s and an energy range of 0.2–10.0 keV. The background subtracted EPIC-pn light curves are shown in the bottom panel of Fig. 3.4. Spectra were extracted and binned to a minimum of 25 counts per bin. Response files were created using RMFGEN v1.55.2 and AFRGEN v1.77.4.

3.1.4 UVOT and XRT light curves

Visual inspection of the 71 UVOT exposures revealed considerable target movement in 40, leaving 31 usable frames. The exposure time varied slightly across the observations but is typically $\sim 500$ s. The HEAsoft (v6.10) tasks UVOTSOURCE was used to extract source counts from the galaxy nucleus and the same field stars used in the OM photometry. The optimum extraction radius is 12.5 pixels ($\sim 6$ arc seconds) for the uvw1 filter (Poole et al., 2008). A 60 pixel radius background aperture fixed in sky co-ordinates in a blank region of the sky was also extracted. Similar to the OM, instrumental corrections — PSF1, CL, DT, PSF2 and TDS — must be applied to the counts extracted in each aperture on the UVOT images. UVOTSOURCE automatically performs background subtraction and applies these corrections based on the most up-to-date instrument calibration database (CALDB 4.1.2). The background subtracted UVOT light curves are shown in the lower panel of Fig. 3.4. We extract XRT counts in the 0.2–10 keV range using
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Figure 3.2: Concatenated light curves for the XMM OM sources. From top to bottom panel they are central nucleus, background region and field stars 1, 2 and 3 respectively.

the online XRT Products Builder (Evans et al., 2009). This performs all the necessary processing and provides background subtracted light curves.

3.2 Data Analysis

3.2.1 Quantifying variability

The values of the variability estimators (see Section 2.2) for the OM and UVOT sources are listed in Table 3.2. The variability statistics calculated over the whole ∼ 45 day XMM-Newton observation show there is significant variability in NGC 4051, with $F_{\text{var}} \approx 8\%$.

On timescales within each observation, the variability is weaker than on long timescales.

In 11 of the XMM-Newton observations the excess variance in the nucleus and star 1 values are almost identical. This indicates that there is a “floor” in the excess variance, that isn’t accounted for by the errors. We refer to this as a systematic error but are
3.2. DATA ANALYSIS

Figure 3.3: Within-observation X-ray and UV variability from the 15 XMM-Newton observations. To better represent the light curves the OM (thick black) has been scaled to some arbitrary value and shifted to a mean of 1.5 ct/s. The EPIC-pn (thin red) has been normalised to a mean rate of 1 ct/s. The circle and diamond markers represent the mean observation count rate, given by the right ordinate, for the OM and EPIC-pn respectively. The four “good” OM observations are indicated by the asterisks next to the revolution number.

unable to account for it. In the 11 observations this systematic error is too large to detect any intrinsic variability from the nucleus. The variability estimators in Table 3.2 show the nucleus in the remaining 4 “good” observations clearly posses significant variability compared to the field stars, and as such will be treated separately form the the “poor” 11 observations in the correlation analysis in Section 3.3. The “good” UV observations are revolutions 1725; 1729; 1734; and 1740, and are indicated by an asterisk in Fig. 3.3.

3.2.2 The UV Power Spectrum

The UV power spectrum was estimated from the 15 individual OM observations using standard methods (e.g. van der Klis 1989). A 30 ks segment (equal to the shortest observation length) was taken from each observation. Within each XMM-Newton observation the individual OM exposures are approximately evenly sampled in time, although the exposure times do differ between observations (from 1200 to 1500 s). The basic periodogram requires evenly sampled data, and so we interpolated all OM data onto a grid
Figure 3.4: Between-observation variability for UV (top) and X-ray (bottom) from XMM and Swift. In the top panel the black lines are the OM data and the red circles are the UVOT. In the bottom panel the black lines are the EPIC-pn data and the blue dots the XRT. In both panels the Swift count rates have been scaled up to account for different effective areas (see Section 3.3.2 for details).

evenly sampled at $\Delta t = 1500$ s – the smoothness of the OM light curves means that linear interpolation should not affect the shape of the time series in any significant manner.
Table 3.2: Quantifying source UV variability. The columns give the following information: (1) source name, (2) mean count rate, (3) sample standard deviation, (4) excess variance, (5) fractional, excess rms amplitude ($F_{var}$). The upper table shows the values obtained by combining all 15 XMM-Newton OM observations. The second and third tables show the values obtained by averaging the results from each of the 4 “good” and 11 “poor” XMM-Newton OM observations respectively. The lower table shows the results from the Swift UVOT observations.

<table>
<thead>
<tr>
<th>Object</th>
<th>Mean rate ct/s</th>
<th>$\sigma$ ct/s</th>
<th>$\sigma_{XS}^2$ [ct/s]^2</th>
<th>$F_{var}$ percent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>XMM-Newton total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nucleus</td>
<td>40.5</td>
<td>3.19</td>
<td>10.1</td>
<td>7.9</td>
</tr>
<tr>
<td>Star 1</td>
<td>86.2</td>
<td>0.55</td>
<td>0.24</td>
<td>0.6</td>
</tr>
<tr>
<td>Star 2</td>
<td>1.6</td>
<td>0.05</td>
<td>0.0005</td>
<td>1.5</td>
</tr>
<tr>
<td>Star 3</td>
<td>4.6</td>
<td>0.09</td>
<td>0.003</td>
<td>1.2</td>
</tr>
<tr>
<td>Background</td>
<td>0.4</td>
<td>0.14</td>
<td>0.015</td>
<td>2.6</td>
</tr>
<tr>
<td><strong>XMM-Newton “good” 4 observation averages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nucleus</td>
<td>40.0</td>
<td>0.84</td>
<td>0.69</td>
<td>2.1</td>
</tr>
<tr>
<td>Star 1</td>
<td>86.3</td>
<td>0.37</td>
<td>0.09</td>
<td>0.3</td>
</tr>
<tr>
<td>Star 2</td>
<td>1.6</td>
<td>0.05</td>
<td>0.0005</td>
<td>0.2</td>
</tr>
<tr>
<td>Star 3</td>
<td>4.7</td>
<td>0.08</td>
<td>0.001</td>
<td>0.6</td>
</tr>
<tr>
<td>Background</td>
<td>0.4</td>
<td>0.006</td>
<td>0.005</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>XMM-Newton “poor” 11 observation averages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nucleus</td>
<td>40.7</td>
<td>0.40</td>
<td>0.14</td>
<td>0.9</td>
</tr>
<tr>
<td>Star 1</td>
<td>86.2</td>
<td>0.42</td>
<td>0.13</td>
<td>0.4</td>
</tr>
<tr>
<td>Star 2</td>
<td>1.6</td>
<td>0.05</td>
<td>0.0004</td>
<td>0.1</td>
</tr>
<tr>
<td>Star 3</td>
<td>4.6</td>
<td>0.08</td>
<td>0.003</td>
<td>0.9</td>
</tr>
<tr>
<td>Background</td>
<td>0.4</td>
<td>0.007</td>
<td>0.007</td>
<td>1.8</td>
</tr>
<tr>
<td><strong>Swift total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nucleus</td>
<td>40.1</td>
<td>4.39</td>
<td>19.2</td>
<td>10.8</td>
</tr>
<tr>
<td>Star 1</td>
<td>48.5</td>
<td>1.06</td>
<td>1.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Star 2</td>
<td>1.1</td>
<td>0.04</td>
<td>-0.001</td>
<td>0.02</td>
</tr>
<tr>
<td>Star 3</td>
<td>3.1</td>
<td>0.09</td>
<td>0.002</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 3.5 shows the power spectrum for the NGC 4051 nucleus, star 1, star 3 and the background for the 15 XMM-Newton OM observations. Periodograms were computed with absolute normalisation and the Poisson noise level is estimated using the formula in Vaughan et al. (2003); Appendix A. The background power spectrum is computed for the light curve from the background region (the same background region used in the source background subtraction) subtracted by a second background region on the opposite side of the CCD. In all sources, some power above the noise level is present. This is most likely the result of the background subtraction issues described in Section 3.1.2. Star 1 shows a similar red-noise slope, albeit with less power, to the nucleus. A cross-correlation test (see Section 3.3) between the nucleus and star 1 revealed no significant correlation between the two sources. This indicates that the variations in star 1 are either intrinsic to
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Figure 3.5: UV power spectrum in absolute units for the background subtracted OM sources, produced from the 15 XMM observations. The circles, squares, diamonds represent NGC 4051, star 1 and star 3 respectively. The triangles are the power spectrum estimate for the background light curves subtracted by a background region on the opposite side of the CCD, see text for details. The dotted lines are the Poisson noise estimates for each source.

the star or caused by the problems in the background subtraction.

Fig. 3.6 shows the resulting NGC 4051 power spectrum from the “good” and “poor” OM data, and a two component model is fit to the “good” data. Periodograms were computed with fractional rms normalisation (see Section 2.2). We did not subtract the expected contribution from Poisson noise but instead included this in the model fitting. The simple model comprises a power law plus constant to account for the Poisson fluctuations in the count rate: \( P(\nu) = A\nu^{-\alpha} + P_N \) (where \( \nu \) is the temporal frequency, \( A \) is a normalisation term, \( \alpha \) is the power law index and \( P_N \) is the power density due to Poisson noise). This was fitted to the data using XSPEC v12.6.0 (Arnaud, 1996). The \( P_N \) level was allowed to vary freely. Using a \( \chi^2 \) statistic the best fit to the data is found to have \( \alpha = 2.62 \pm 0.48 \) and \( P_N = 0.059 \pm 0.023 \), with \( \chi^2 = 3.7 \) for 7 degrees of freedom (dof). The Poisson noise level can also be estimated from the formula given in Vaughan et al. (2003) which we compute to be \( P_N = 0.05 \), in agreement with the value derived from the PSD. As expected, fitting the model assuming a fixed \( P_N = 0.05 \) value gave consistent results for the index parameter (\( \alpha = 2.50 \pm 0.35 \)), with \( \chi^2 = 3.9 \) for 8 dof. Errors on the model parameters correspond to a 90 per cent confidence level for each interesting parameter (i.e. a \( \Delta \chi^2 = 2.7 \) criterion). For comparison, the X-ray PSD from Vaughan et al. (2011) is plotted in Fig. 3.6.
3.3 Correlation Analysis

In this section we discuss tests for X-ray/UV correlations on short timescales within each observation (within-observations) and longer timescale (between-observations). Treated individually, each of the 15 XMM observations allowed us to probe time scales of $\sim 2-40$ ks. Combining the XMM and Swift light curves allowed us to look for any long term trends in correlation between the two bands over the $\sim 45$ days.

3.3.1 Within-observation correlations

Standard time series analysis methods (c.f Box & Jenkins 1976; Priestley 1981) require the two light curves to be simultaneous and evenly sampled. This requirement is complicated by the OM and EPIC-pn not always starting and ending at the same time, the irregular sampling of the OM, the read out time of the OM CCD, and any bad OM exposures. Where the two light curves are simultaneous we linearly interpolate the OM onto an uniformly-sampled regular grid. Given that the OM light curves vary smoothly within each observation, linear interpolation should not have a significant effect on the intrinsic variability. The EPIC-pn X-ray counts are re-binned to be contiguous and simultaneous with the OM bins by taking the average count rate within the new bin width. We chose a bin width of 1500 s to be consistent with the mean sampling rate of the OM.
(1502 s) across the 15 XMM observations. The simultaneous light curve lengths range from 28.5-43.5 ks.

### 3.3.1.1 The Correlation Function

We estimated the cross-correlation function CCF for each XMM-Newton observation individually using the IDL function `C_CORRELATE`, shown in panel a of Fig. 3.7, where a positive lag in the plot indicates the UV variations are lagging those of the X-rays. A large spread in the CCF value for any computed time lag is seen. Panel b of Fig. 3.7 shows the average CCF for all 15 XMM observations. The strongest feature is the peak in the CCF around $\sim 4.5$ ks, although with a correlation of $\sim 0.1$, which falls within the confidence intervals. Confidence intervals on the average CCF are estimated using Monte Carlo simulations, where the 95% and 99% confidence intervals are shown in Fig. 3.7. These show the expected range of CCF values under the assumption that the X-ray and UV processes are independent, i.e. in the absence of a real correlation. The full details of these simulations is given in Section 2.7. The error on the average CCF is given by the standard error for $N$ observations at each time-lag $t$.

Panel c in Fig. 3.7 shows the average CCF plot for the 4 “good” observations (see Section 3.2). A distinct broad peak can be seen around $\sim 3$ ks with a correlation of $\sim 0.5$, which lies outside the 99% confidence interval. Confidence intervals are calculated the same as above except 4 simulated light curves are averaged over in each CCF estimate. The small error bars on the averaged “good” CCF shows there is little scatter in the individual CCF measurements.

A correlation between optical light curves and X-ray photon index has been detected in some sources (e.g. Nandra et al. 2000), despite there being a weak correlation between the optical and X-ray light curves. We therefore cross-correlated the UV light curves with the 0.7–2/2–10 keV hardness ratio (a proxy for photon index) but find a CCF shape similar to that between the UV and X-ray light curves. This is most likely due to the X-ray spectral shape changes being strongly correlated with the overall X-ray flux.

### 3.3.1.2 The Cross-Spectrum

The cross-spectrum contains the same information as the CCF but represents the time-lags and strength of correlation in terms of phase difference and coherence as a function of temporal (Fourier) frequency. The phase lag $\Delta \phi$ can be expressed as a time-lag at a given frequency $\nu$: $\tau = \Delta \phi / 2\pi \nu$. Under quite general conditions the phase delay estimates are approximately independent at each frequency; by contrast, adjacent values of the CCF tend to be correlated due to the autocorrelation of the individual time series. Here we have estimated the cross spectrum using the “good” OM data, except
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Figure 3.7: The Cross-correlation function (CCF) for the 15 XMM observations. The top panel is the individual CCF for each observation, the middle panel is the average CCF of all 15 observations, whilst the bottom panel is the average CCF for the 4 “good” observations. The dashed and dot-dashed lines are the 95% and 99% confidence intervals respectively, calculated individually for each data subset. Confidence intervals were estimated using Monte Carlo simulations of light curves assuming no correlation (see Section 2.7)

that the segments have been trimmed to equal length (28.5 ks), corresponding to the shortest simultaneous light curve. The resulting coherence and phase parts of the cross-spectrum are shown in Fig. 3.8. Errors were estimated using standard formulae (Vaughan & Nowak, 1997), and confidence intervals were estimated using simulated light curves (see Section 2.7 for details).

The coherence between the two bands is found to be low (≤ 0.2) at all frequencies. The average time-lag of the lowest 5 frequency bins is ~ 3 ks, consistent with what is seen in the CCF. A low coherence means that the errors on the time delay estimates are most likely underestimated using standard formulae, which can increase the apparent significance of lags when the errors are estimated using the standard formula and the intrinsic coherence is very low (e.g. Bendat & Piersol 2010). The cross spectrum is also computed for the combined 15 XMM observations which gives a coherence consistent with zero for
Figure 3.8: The Coherence and Phase-lag parts of the Cross-spectrum for the combined 4 “good” XMM observations. The dashed and dot-dashed lines are the 95% and 99% confidence intervals respectively. Confidence intervals were estimated using Monte Carlo simulations of light curves assuming no correlation (see Section 2.7).

Each frequency bin, and the average time-lag in the lowest 5 bins is consistent with that found with the 4 “good” observations.

3.3.1.3 Pre-processing the light curves

The OM light curves tend to be dominated by slow, quasi-linear trends, and these can affect the CCF estimation (Welsh 1999). We have repeated the CCF and cross-spectrum analysis after ‘end-matching’ the OM light curves (i.e. removing a linear trend such that the first and last points are level - see Fougere 1985). This ‘end-matching’ removes, to a large extent, linear trends from the data, and alleviates the problem caused by circularity of the Fourier transform when estimating the cross spectrum.

We end-matched the XMM OM light curves individually and computed the CCF and cross-spectrum using the same X-ray light curves as before. The CCF for both the “good” and all the data remains mostly unchanged. In the cross-spectrum the phase-lag follows the same distribution and the coherence remains low in both cases. As this reanalysis did not substantially alter the results we do not show the CCF and cross-spectrum plots here.
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3.3.2 Between-observation correlations

Given the extended period and sampling of the XMM and Swift observations, we are able to search for possible correlations and time lags on longer time scales. The XMM-Newton data (EPIC-pn and OM) and Swift data (XRT and UVOT) were first treated separately, then combined to produce one X-ray and one UV light curve. In either case the time sampling between observations is highly uneven, and so the Discrete Correlation Function (DCF; Edelson & Krolik 1988) was used to estimate the CCF. We use all the XMM-Newton OM data in this part of the analysis, as the variations within each OM observation will have little affect on the DCF.

For the XMM dataset, the midpoint of each original OM exposure was used. The EPIC-pn data were binned to be contiguous from the start of each revolution, with a bin size of 1500 s to be consistent with the mean OM sampling rate. A 10 ks DCF bin width is adopted to be consistent with the mean OM sampling rate over the extended observation. Although the OM exposure length varied between 1200–1500 s from revolution to revolution, we treat the source count rate in each exposure as a representative of the average count rate. As the source varies smoothly in the UVW1 filter we do not expect this to have any effect on the shape of the DCF. We test this by computing the DCF using the OM data that was binned onto a 1500 s even grid, and find no change in the shape of the DCF. The DCF for the XMM dataset for the range $-40 < \text{lag} < +40$ days is shown in Fig. 3.9, where a positive lag means the UV are lagging the X-rays. Some peaks can be seen in the DCF but all lie within the confidence intervals. The peaks are most likely the result of the DCF binning used, combined with the underlying shape of the uncorrelated red-noise light curves.

For the Swift dataset, the UVOT exposures from each snapshot were used to represent the mean source count rate in the middle of each exposure bin. Again the exposure lengths varied from $\sim 300$–800 s with a mean of $\sim 500$ s, but due to the steepness of the red-noise power spectrum this will have no effect on the shape of the DCF as long as the DCF bin size is much greater than the mean UVOT exposure length. The XRT counts are taken from each snapshot and have a mean exposure length of $\sim 500$ s. The DCF for the Swift data is plotted in Fig. 3.9. The plotted 95% and 99% confidence intervals are calculated using simulated light curves following the method outlined in Section 2.7.

To make the most of the observational coverage we combine the XMM and Swift datasets and recompute the DCF. As the effective areas of the UV and X-ray instruments on either telescope are not identical the count rates from one telescope need to be scaled before the DCF can be computed. We estimate this scale factor using the 3 occasions the observations overlap and find OM $\approx 1.1 \times$ UVOT, and EPIC-pn $\approx 15 \times$ XRT. The
3.4. DISCUSSION

3.4.1 Summary of results

Using UV and X-ray data from *XMM-Newton* and *Swift* we have analysed the light curves of NLS1 galaxy NGC 4051 to search for correlations in the variability between the two bands. UV variability is detected on short and long time scales, however the fractional scaling factor for the X-ray cameras is consistent with that calculated by WebPIMMS\(^7\). No reference for a scaling factor between the UV cameras could be found, but we find the choice of scaling factor within the range \(0.5 - 1.5\) has no effect on the shape of the DCF.

In Fig. 3.4 it can be seen that the UV light curves show a gradual increase in counts over the extended observation. To account for any underlying long-term trends in the UV variability we ‘end-match’ the overall UV light curve and recompute the DCF for the individual and combined datasets. These are shown as the dotted black lines in Fig. 3.9.

**Figure 3.9:** The discrete correlation function (DCF) for the between-observations (solid black line). The dotted black line is the DCF for the end-matched data. The dashed and dot-dashed lines represent the 90\% and 95\% confidence intervals respectively.

\(^7\)http://ledas-www.star.le.ac.uk/pimms/w3p/w3pimms.html
rms amplitude is smaller than that in the X-rays. On days-weeks timescales the fractional
variability of the UV is $F_{\text{var}} \sim 8\%$, and on short ($\sim$ hours) timescales $F_{\text{var}} \sim 2\%$ (from
the “good” OM observations).

The excess variance in 4 of the 15 XMM-Newton OM observations is found to be
considerably greater than the remaining 11. The “poor” 11 observations show there is
a “floor” to the excess variance that isn’t accounted for in the errors. In the “poor”
observations any intrinsic source variations are masked by the errors, and inclusion of
these observations will weaken the detection of any correlated emission. Although 4 out
of the 15 observations is a relatively small subset, we find the variability statistics of the 4
“good” observations clearly very different from the remaining 11 “poor”. The similarity
in the overall shape of the CCF for the 4 “good” observations is hard to explain as arising
by chance if the they were all representative of uncorrelated emission. Nevertheless, the
interpretation of the time lag is still treated with some caution.

Analysis of the UV power spectral density reveals a red-noise light curve with a
power-law slope of index $\alpha = 2.62 \pm 0.48$ for the 4 “good” OM observations. We
searched for correlations between the two bands on time scales up to $\sim 40$ ks, treating
all the XMM-Newton and the 4 “good” observations separately. The CCF for the 4 good
observations revealed a significant peak of $\sim 0.5$ at a lag of $\sim 3$ ks. Using all 15 XMM-
Newton observations the CCF revealed a weak correlation ($\sim 0.1$) with a peak at $\sim 3$ ks.
The cross-spectrum showed the lowest 5 frequency bins to have a low mean coherence
of $\sim 0.2$ and a mean phase-lag of $\sim 3$ ks in both cases. Combining the XMM-Newton
and Swift datasets we searched for correlated emission on timescales up to 40 days and
find no significant correlations. The lag significance in the above results was estimated
using simulated light curves. A correlation coefficient of $r \sim 0.5$ means the amount of
UV variance predictable from the X-ray variance is $r^2 \sim 0.25$. As the coherence is a
“square” quantity, this value is consistent with the $\sim 0.2$ form the coherence.

From a $\sim 12$ yr monitoring campaign on NGC 4051 using ground based optical
photometry Breedt et al. (2010) estimated the PSD in the frequency range $\sim 10^{-8} -
10^{-3}$Hz. In their Fig. 4 they fit an unbroken power law to the PSD with $\alpha = 1.4_{-0.6}^{+0.2}$.
In the paper Breedt et al. (2010) fitted a single-bend power-law model to the PSD, as is
observed for X-rays (e.g. McHardy et al. 2004; Vaughan et al. 2011). Whilst they do not
rule out the single-bend model, they find their data is more consistent with an unbroken
power law. Their Fig. 5 shows the acceptance probabilities for the single-bend model
as a function of high frequency slope $\alpha_H$ and bend frequency $\nu_B$. Taking our value of
$\alpha \approx 2.5$ as the high frequency slope this would give a break frequency $\nu_B \approx 10^{-6.5}$ Hz.
Our PSD is better constrained in the high-frequency range ($\sim 10^{-5} - 10^{-3}$Hz) and so the
slope value $\alpha = 2.62 \pm 0.48$ is consistent with their single-bend model.
Table 3.3: UV and X-ray rms luminosity for the 15 XMM-Newton observations.

<table>
<thead>
<tr>
<th>Band</th>
<th>$L$ 10$^{41}$erg/s</th>
<th>$L_{\text{rms}}$ 10$^{41}$erg/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>UVW1</td>
<td>3.4</td>
<td>0.3</td>
</tr>
<tr>
<td>0.2–10 keV X-ray</td>
<td>7.3</td>
<td>3.9</td>
</tr>
<tr>
<td>1–1.2 keV X-ray</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>5–6 keV X-ray</td>
<td>0.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

In a sample of 4 AGN using Kepler data, Mushotzky et al. 2011 estimated power spectral slopes (assuming a single power law model) of $\sim 2.6$–3.3 to the optical PSD in the $\sim 10^{-6.5}$ – $10^{-3.5}$Hz range. They do not attempt to fit a single-bend power-law model to their PSDs, but the break frequency for the larger black hole masses ($\sim 10^7$M$_\odot$) in their sample would likely occur at lower frequencies than they estimate in the PSD.

The X-ray PSD in Fig. 3.6 shows orders of magnitude more variability power than the UV. This is consistent with what is seen in optical PSDs, where the high-frequency power is much less than in the X-rays, although the amplitudes can be similar (or even greater) at low frequencies (e.g., NGC 3783, Arévalo et al. 2009). A study with simultaneous UV and X-ray coverage on longer timescales is still lacking. A bend can be seen in the X-ray PSD at $\sim 2 \times 10^{-4}$ Hz (Vaughan et al. 2011). If a break was present in the UV PSD, it would be seen to occur at much lower frequencies than that of the X-ray due to the radius of UV emission being much greater than that of the X-rays.

### 3.4.2 UV and X-ray rms luminosity

To assess whether the observed X-ray variations are significant enough to produce the variations seen in the UV band, we compare the root-mean-square luminosity variations in both bands. If the luminosity variations in the UV band are greater than the luminosity variations in the 0.2 – 10.0 keV band, then this would in effect rule out the 0.2–10.0 keV X-ray variations being the dominant cause of variations in the UV band. The values in Table 3.3 show the integrated X-ray luminosity is greater than in the UVW1 band, and the X-ray luminosity variations are a factor $\sim 10$ greater. It is worth noting here that the UVW1 filter is very narrow compared to the X-rays. The X-ray band covers a factor of $\sim 50$ in wavelength, the UVW1 band covers only a factor 1.3. This largely explains the apparently low luminosity in the UVW1 compared to X-rays. The ratio of the FWHM to the central wavelength of the UVW1 filter is 620Å/2910Å$\approx 0.2$. Table 3.3 gives the rms luminosity for X-ray bands of comparable fractional energy range to the UVW1 filter. The rms luminosity in the narrower X-ray bands is now comparable to that of the UV band, albeit with lower mean luminosity. This shows that, in principle, the X-ray variations could drive variations in the UV band.
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3.4.3 UV/X-ray correlation

Given the published black hole mass \( M_{\text{BH}} \approx 1.7 \pm 0.5 \times 10^6 M_\odot \) \cite{Denney2009} it is possible to make predicted lag estimates for each reprocessing scenarios based on standard disc equations to find the distance of the UV emitting (see Section 1.4.3). In the Compton up-scattering scenario the lags can be expected to be seen in the \( \sim 1.5 - 7 \) ks range for assumed accretion rate as a fraction of Eddington of 0.01–0.1. In the thermal reprocessing scenario the time-lags depend on the luminosity of the X-ray band and are expected to be \( \sim 7 \) ks. The direction and magnitude of our lag from the “good” data is consistent with the thermal reprocessing scenario.

Although the expected thermal reprocessing delay of \( \sim 7 \) ks is predicted from the toy model, the model assumes that the disc is heated solely from the incident X-rays, which are themselves coming from a radius \( r = 0 \). Both these assumptions are not likely to be true for a real AGN. An extended corona will increase \( R_X \) and a viscously heated disc will decrease \( R_{UV} \) and hence the light travel time between the two emitting regions. In the propagating accretion rate fluctuation model \cite{Arevalo2006} the timescale of mass flow is dictated by the viscous timescale. This is dependent on the assumed viscosity parameter and scale height of the geometrically thin, optically thick accretion disc \cite{Czerny2006}. We estimate this to be in the region of \( \sim \) weeks—years.

Given the quality of the UV data in the 4 “good” observations, a lag in the region of \( \sim 1.5–7 \) ks would have manifested itself in the cross-correlation analysis. If the lag estimate from the 4 “good” observations is to be believed, then crudely speaking \( \sim 25\% \) of the UV and X-ray variance are correlated on timescales of days. This is consistent with the Breedt et al.\cite{Breedt2010} result, where an optical—X-ray correlation of \( \sim 30\% \) is reported on timescales of \( \sim \) weeks. Assuming the X-rays are produced at a radius \( r = 0 \) the observed \( \sim 3 \) ks time delay places the UV emitting region at \( \sim 300 R_g \).
It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong.

Richard Feynman

Flux dependent X-ray reverberation lags in NGC 4051

4.1 Introduction

In this chapter I investigate the reverberation signal in NGC 4051 with respect to source flux. These are time-lags within the X-ray band, in contrast to inter-band UV/X-ray time lags in Chap. 3. Soft X-ray lags have now been detected in many other sources (e.g. De Marco et al. 2011; Emmanoulopoulos et al. 2011; Zoghbi et al. 2012; Cackett et al. 2013; De Marco et al. 2013a) and even a source flux dependence on the soft lag has been seen (Kara et al. 2013). This builds on the now well-established X-ray time lags observed at lower frequencies (e.g. Papadakis et al. 2001; Vaughan et al. 2003; McHardy et al. 2004; Arévalo et al. 2006). Soft lags have also been uncovered in black hole X-ray binaries (XRBs; Uttley et al. 2011). However, at present, the interpretation of the lags remains controversial (Miller et al.; Zoghbi & Fabian 2011, hereafter M10a and Z11), see Section 1.4.1.

NGC 4051 displays rapid and high amplitude X-ray spectral variability, including occasional prolonged periods of low flux and variability (e.g. Green et al. 1999; Uttley et al. 1999; Vaughan et al. 2011). McHardy et al. (2004) revealed hard X-ray lags using a long XMM observation taken in 2001, while De Marco et al. (2013a) recently demonstrated the existence of soft X-ray lags at higher frequencies from more recent observations. Modeling how the lag spectrum changes over different flux levels, with different spectral appearance, could provide valuable insight into the geometry of the reverberating medium, responsible for the soft band lags.

The rest of this chapter is organised as follows. Section 4.2 discusses the observa-
4.2 Observations and data reduction

Here we make use of the same 15 *XMM-Newton* observations of NGC 4051 discussed in Chap. 4. This chapter uses data from the EPIC-pn camera (Strüder et al., 2001) only, due to its higher throughput and time resolution. The raw data were processed from Observation Data Files (ODFs) following standard procedures using the *XMM* Science Analysis System (SAS v12.0.1), using the conditions \texttt{PATTERN} 0–4 and \texttt{FLAG} = 0. The X-ray data reduction followed that of Section 3.1.3 except that we used a 20 arcsec circular extraction region for the source. This extraction region decreases the contribution from the background in the source aperture, increasing the signal-to-noise (see Section 2.1.1). The EPIC observations were made using small window (SW) mode; the fast CCD readout helps to mitigate event pile-up (Ballet 1999; Davis 2001). We assessed the potential impact of pile-up using the SAS task \texttt{EPATPLOT}, and found only the highest flux revolution (rev 1730) showed significant signs of pile-up effects during the highest flux periods. The data were filtered for high background flares, and the background was visually inspected for rises towards the end of each observation. Strong background flares can introduce spurious time lags, so particular care has been taken to remove the influence of background variations (typically worse at the end of each observation).

The total duration of the useful data from the 2009 campaign is \( \approx 572 \text{ ks} \), giving \( \sim 6 \times 10^6 \) EPIC-pn source counts. NGC 4051 was also observed for \( \sim 120 \text{ ks} \) in 2001 and \( \sim 50 \text{ ks} \) in 2002. We do not include these data in the present analysis to avoid problems caused by systematic changes during the intervening \( \sim 8 \text{ years} \).

4.3 Lag measurements

We estimated cross-spectral products by first averaging the complex \( C_{xy}(f) \) values over non-overlapping segments of time series, and then averaging in geometrically spaced frequency bins (each bin spanning a factor \( \sim 1.3 \) in frequency). For the analysis in this paper we use segment sizes of 10 ks and time bins of 10 s. Accounting for observations that don’t last an integer multiple of 10 ks, this leaves 490 ks of data from the 2009 observations.
Figure 4.1: Cross-spectral products for the soft (0.3–1.0 keV) and hard (2.0–5.0 keV) energy bands. Panel (a) shows power spectral density for the soft (black circles) and hard (blue diamonds) bands. The dashed lines are the Poisson noise estimates. Panel (b) shows the raw (blue diamonds) and Poisson noise corrected (black circles) coherence, see Section 4.3 for details. Panel (c) shows the time lag between the hard and soft band, where a positive values indicate the hard band lags. The grey dashed line is the Poisson-noise lag estimate, see Section 4.3 for details.

Fig. 4.1 shows the power and cross-spectral products for the 0.3–1.0 keV (soft) and 2.0–5.0 keV (hard) bands, with mean count rates 5.8 and 0.8 ct s$^{-1}$ respectively. The power spectral density (PSD) is plotted for each band in panel (a), where the hard band shows a flatter spectrum, as found in Vaughan et al. (2011). Panel (b) shows the raw and noise corrected coherence. The noise corrected coherence is high ($\sim 0.6$) for frequencies up to $\sim 10^{-3}$ Hz, above which it is seen to drop off smoothly.

Panel (c) in Fig. 4.1 shows the time lag as a function of Fourier frequency (here-
after ‘lag-frequency spectrum’). Here we follow the convention of indicating a soft band lagging behind the hard band with a negative time lag (hereafter ‘soft lags’). The lag-frequency spectrum shape is similar to that seen in other sources, and seems to be quite common in low-redshift, X-ray variable AGN (e.g. Fabian et al. 2009; Emmanoulopoulos et al. 2011 (hereafter E11); De Marco et al. 2013a). At frequencies less than $\approx 4 \times 10^{-4}$ Hz a hard lag is seen, whereas between $\approx 5 \times 10^{-4}$ and $1 \times 10^{-3}$ the soft emission lags the hard, with a maximum soft lag of $\sim 50$ s at $\sim 6 \times 10^{-4}$ Hz.

The effect of Poisson noise is to contribute an independent, random element to each phase difference measurement. This makes small time lags difficult to detect at high frequencies where the Poisson noise begins to dominate over intrinsic source variations. This effect can be estimated using equation 30 of Vaughan et al. (2003), which provides an estimate of the uncertainty on the time lag estimates due to the Poisson noise. This is plotted in Fig. 4.1 (panel c); we do not expect to recover reliable lags inside this range. The PSD for the hard band was used in this calculation, as this has the lowest signal-to-noise of the two bands concerned. For frequencies above $\sim 3 \times 10^{-3}$ Hz the Poisson noise dominates the lag.

The effects of spectral ‘leakage’ (e.g. van der Klis 1989; Uttley et al. 2002) on the lag-frequency spectrum were investigated using simulations (see Section 4.4). We found a bias in the size of the observed lag at a given frequency, such that the magnitude of the observed lag is reduced. This implies that in the absence of such a bias the lags would be larger than currently estimated.

### 4.3.1 Flux resolved time lags

It is already known that the shape of the energy spectrum and the rms vary with flux level (e.g. Vaughan et al. 2011). Here we investigate changes in the lag-frequency spectrum as a function of flux. The time series segments were sorted by their average flux level and the cross-spectrum estimated in three flux bins, using an approximately equal number of light curve segments in each flux bin. The total band (0.2–10 keV) mean count rate is 17.1, 7.8 and 4.5 ct s$^{-1}$ for the high, medium and low flux levels respectively, with 15, 15 and 19 segments (of 10 ks) in each flux bin, respectively. The soft (0.3–1.0 keV) and hard (2.0–5.0 keV) band light curves are shown in Fig. 4.2, where the segments used in each flux level are indicated. The segment length was chosen to be 10 ks as a compromise between having a wide range of fluxes (smaller duration segments give a wider range of mean fluxes) and having better low frequency coverage and reduced bias (longer segments give better low frequency coverage). In Sec 4.4 we explore the effect of using longer length segments. The segment length is longer than the the timescale on which the PSD bends ($f \sim 2 \times 10^{-4}$ Hz; Vaughan et al. 2011) which also helps reduce
Figure 4.2: Plot of soft (0.3–1.0 keV) and hard (2.0–5.0 keV) band light curve sections used in the fluxed analysis. The grey, orange and clear sections represent the high medium and low flux segments respectively, with a total band (0.2 – 10.0 keV) mean flux of 17.1, 7.8, and 4.4 ct s⁻¹. The vertical dotted lines separate the individual observations. The dark grey curve is the background level in each band.
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Figure 4.3: Lag-frequency spectrum as a function of source flux between the soft (0.3–1.0 keV) and hard (2.0–5.0 keV) bands. The data in the left and right hand panels are the same, with the panels from top to bottom showing the high, medium and low flux lag-frequency spectra respectively. The solid blue lines are the results of fitting the response function models described in Section 4.3.2. Left: TH-TH model 2 of Table 4.1 (upper section), consisting of a top hat in the hard band (dashed) and a top hat in the soft band (dotted). Right: PL-TH model 2 of Table 4.1 (lower section), consisting of a power law for the hard band (dashed) plus a top hat in the soft band (dotted). The upper panels illustrate (since they are only schematic) the corresponding time response functions for the plotted models. In the PL-TH model (right), the black and grey dashed lines represent the propagation of fluctuations between some initial fluctuations and the soft and hard emitting regions respectively. The difference of the Fourier transforms of these two functions is approximately constant, giving lags between the two bands that have a power-law dependence on frequency.

The bias from very low frequencies.

Fig. 4.3 shows the lag-frequency spectrum, for the high, medium and low flux levels.
4.3. LAG MEASUREMENTS

The high flux lag-frequency spectrum is consistent with that of the total flux shown in Fig. 4.1. This is to be expected since the high flux intervals are also the most highly variable (Vaughan et al. 2011), so tend to have the higher Fourier amplitudes, and dominate the average cross-spectrum. A clear change in the lag-frequency spectrum shape with source flux can be seen.

We ignore any frequency bins where the raw coherence is consistent with zero (see Fig. 4.1). This leaves 10 frequency bins per lag-frequency spectrum after applying the frequency averaging. The noise corrected coherence is high ($\gtrsim 0.6$) for these 10 frequency bins in all three flux ranges. No significant changes in the coherence spectrum were seen across the flux levels.

4.3.2 Modelling the lag

In this section we attempt to fit the lag spectra for the high, medium and low fluxes using simple analytical models. We assume the time series obtained from each band is actually some underlying ‘source’ variability $z(t)$ convolved with a linear impulse response function $^8$: $x(t) = \psi_x(t) \otimes z(t)$ and $y(t) = \psi_y(t) \otimes z(t)$ (see Section 2.5). This is clearly a simplification but allows us to test some ‘toy models’ for the origin of the time lags $^9$. The phases obtained from the cross-spectrum $C_{xy}(f)$, which give the time lag-frequency spectrum, are (on average) the differences between the phases of the Fourier transforms of each response, i.e. $\phi(f) = \arg \Psi_y(f) - \arg \Psi_x(f)$.

Previous work (e.g. M10a, E11, Z11) has made use of two types of time lag model: a power law dependence of the time lag with frequency, or the delay due to a top hat impulse response. A roughly power law (PL) frequency dependence of the hard X-ray time lag is well established in X-ray binaries (e.g. Miyamoto et al. 1988; Nowak et al. 1999; Pottschmidt et al. 2000), at least at low frequencies, and consistent results from AGN have been reported several times (e.g. Papadakis et al. 2001; Vaughan et al. 2003; McHardy et al. 2004; Arévalo et al. 2006). We therefore consider a PL model of the form $\tau(f) = N f^{-\alpha}$ with $\alpha \approx 1$. The time domain representation of this function is shown in Fig. 4.3. This may represent the effects of variations propagating through and modulating an extended emission region (e.g. Kotov et al., 2001; Arévalo & Uttley, 2006). But a PL lag-frequency spectrum does not show a reversal in the direction of the lag (as seen in the data), meaning alternative or additional terms are required to explain the negative lag.

---

$^8$We use ‘impulse response’ or ‘response function’ to indicate the function as applied in the time domain (by convolution), and ‘transfer function’ to represent its Fourier counterpart, as these terms are standard in the signal processing literature.

$^9$We note that the response function models discussed here or elsewhere in the literature are linear, which give unity coherence between the input and output time series, and therefore fail to reproduce the coherence spectrum (see Fig. 4.1).
A simple alternative model is provided by a ‘top hat’ (TH) impulse response, as might be produced by reverberation from an extended medium. The TH is characterised by three parameters: start time $t_0$, width $w$, and scaling fraction $S$. In practice we fit the time-lag spectrum using the time lags extracted from the Fourier transform of a TH plus a $\delta$-function. The $\delta$-function corresponds to direct (not delayed or smoothed) emission, and the parameter $S$ sets the intensity of delayed emission relative to the direct emission. The start time ($t_0$) of the top hat component was allowed to be negative to allow for time lags of the direct component, as is found in Wilkins & Fabian (2013). As discussed in M10a and Z11, a TH response function applied to the hard band alone can produce both a hard lag at low frequencies and an apparent soft lag at higher frequencies due to ‘ringing’ caused by the sharp edges of the response function in the time domain. However, as pointed out by Z11, such a model predicts a frequency range for the soft lag that is narrower than typically observed.

We fitted various combinations of PL and TH-based time lag models to our data. As the time lags were estimated by averaging the cross-periodograms from multiple segments their distributions should be approximately Normal, and hence we can use standard $\min(\chi^2)$ fitting techniques. The lag-frequency spectra from the three flux levels were fitted simultaneously. Some parameters were ‘tied’ such that the same value applies to the model at all three flux levels, and other parameters were ‘untied’ meaning that the parameter was allowed to take on different values for each flux level. During the fitting we experimented with different combinations of tied and untied parameters, as summarised in Table 4.1.

As expected, the simple PL model and the simple hard-band TH model do not provide acceptable fits to our data (with $p < 10^{-4}$ in a $\chi^2$ goodness-of-fit test). We therefore consider in detail two more complex models. The first is based on TH plus $\delta$-function responses in the soft and hard bands, the second model adds lags from a TH plus $\delta$-function response in soft band to a PL lag in the hard band. We refer to these as the TH-TH and TH-PL models, respectively (they correspond to models 2 and 3 of E11). A model with PL-like responses in both bands (PL-PL model) can in principle generate hard lags on long timescales and soft lags on short timescales, if the PL index in the hard band is steeper than the soft band. We did not attempt to fit such a model as it necessarily gives only a very smooth lag-frequency spectrum, which is inconsistent with the relatively sharp transition from hard to soft lags observed.

Ignoring flux-dependence, the TH-TH model has six parameters (three for each TH component). Table 4.1 shows the results of fitting the model with variants of tied and untied parameters. The simplest acceptable fit to the data was provided by letting only the scaling factor $S_h$ vary with flux (this is listed as TH-TH 2 in Table 4.1; 8 free parameters).
Table 4.1: Results of simultaneous model fitting to the three lag spectra, for variants of tied (T) and untied (U) parameters. Column (1) is the model variant, columns (2-7) are the model parameters, column (8) is the $\chi^2$ fit and degrees of freedom, and column (9) is the null hypothesis probability. The $h,s$ sub/super-scripts indicate the parameter is for the transfer function in the hard and soft band respectively.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Parameters: Tied / Untied</th>
<th>$\chi^2$ / dof</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TH-TH Model</td>
<td>$t^h_0$, $w_h$, $S_h$, $t^s_0$, $w_s$, $S_s$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>T T T T T T</td>
<td>39/24</td>
<td>0.02</td>
</tr>
<tr>
<td>2</td>
<td>T T U T T T</td>
<td>19/22</td>
<td>0.66</td>
</tr>
<tr>
<td>3</td>
<td>T T T T T U</td>
<td>21/22</td>
<td>0.52</td>
</tr>
<tr>
<td>4</td>
<td>T T U T T U</td>
<td>17/20</td>
<td>0.60</td>
</tr>
<tr>
<td>5</td>
<td>U T T U T T</td>
<td>24/20</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>U U T U U T</td>
<td>14.5/16</td>
<td>0.56</td>
</tr>
</tbody>
</table>

PL-TH Model

<table>
<thead>
<tr>
<th>Variant</th>
<th>Parameters: $N_h$, $\alpha_h$, $t^h_0$, $w_h$, $S_h$</th>
<th>$\chi^2$ / dof</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T T T T T</td>
<td>39/25</td>
<td>0.04</td>
</tr>
<tr>
<td>2</td>
<td>U T T T T</td>
<td>25.6/23</td>
<td>0.32</td>
</tr>
<tr>
<td>3</td>
<td>T T T T U</td>
<td>35/23</td>
<td>0.05</td>
</tr>
<tr>
<td>4</td>
<td>U T T T U</td>
<td>22.6/21</td>
<td>0.37</td>
</tr>
<tr>
<td>5</td>
<td>U U T T U</td>
<td>22.5/19</td>
<td>0.22</td>
</tr>
<tr>
<td>6</td>
<td>T T U U U</td>
<td>34/19</td>
<td>0.02</td>
</tr>
<tr>
<td>7</td>
<td>T U U U U</td>
<td>24/17</td>
<td>0.14</td>
</tr>
</tbody>
</table>

In this case a good fit is obtained if the $S_h$ parameter, indicating the strength of the delayed component in the hard band, decreases with decreasing flux and is consistent with there being no delayed component at low fluxes. This is to be expected given the disappearance of the hard lag at low frequencies in the lower flux data (Fig 3; left panels). Allowing only the $S_s$ parameter to vary (model TH-TH 3 in Table 4.1) gives a worse, but still acceptable fit to the data. Keeping the $S_s$ and $S_h$ constant with flux, but allowing the start times ($t_s$ and $t_h$) to vary with flux provided a rather worse, but still acceptable, fit to the data (model TH-TH 5 in Table 4.1). Allowing the top hat widths ($w_s$ and $w_h$) to also vary independently with flux gave a very good fit (model TH-TH 6 in Table 4.1) but with the largest number of free parameters (14). The fit parameter values for TH-TH models 2 and 3 are listed in Table 4.2.

Again ignoring flux-dependence the PL-TH model has five parameters: $N_h$, $\alpha_h$, $t^h_0$, $w_h$, $S_s$. The results of fitting this model to the three lag-frequency spectra are displayed in Table 4.1. As with the previous model, the simplest variant providing an acceptable fit allowed only the hard band scaling factor $N_h$ to vary with flux (PL-TH model 2 in Table 4.1). In particular, the parameter $N_h$, representing the normalisation of the PL lag in the hard band, is positive for the high flux data and consistent with zero for medium and low flux data, which accounts for the disappearance of the hard lag at low frequencies
4.3. LAG MEASUREMENTS

Table 4.2: Parameter values for the simplest model fits to the three flux lag-frequency spectra. These correspond to the TH-TH variants 2 and 3, and PL-TH variants 2 and 3 from Table 1. Column (1) is the model parameter, where the \( h \) and \( s \) sub/super-scripts indicate the parameter is for the transfer function in the hard and soft band respectively. Columns (2-4) are the tied or untied parameter values, where '-' means the parameter was tied for all fluxes (see Section 4.3.2 and Table 4.1 for the model variant details).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>High / all</th>
<th>Medium</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t^h_0 )</td>
<td>1120 ± 120</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( w_h )</td>
<td>560 ± 60</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( S_h )</td>
<td>0.45 ± 0.09</td>
<td>0.26 ± 0.08</td>
<td>0.14 ± 0.07</td>
</tr>
<tr>
<td>( t^s_0 )</td>
<td>60 ± 180</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( w_s )</td>
<td>1530 ± 230</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( S_s )</td>
<td>0.44 ± 0.09</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TH-TH variant 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t^h_0 )</td>
<td>1130 ± 100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( w_h )</td>
<td>570 ± 70</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( S_h )</td>
<td>0.28 ± 0.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( t^s_0 )</td>
<td>-10 ± 110</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( w_s )</td>
<td>1630 ± 130</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( S_s )</td>
<td>0.23 ± 0.10</td>
<td>0.53 ± 0.13</td>
<td>0.66 ± 0.15</td>
</tr>
<tr>
<td>TH-TH variant 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N_h )</td>
<td>0.0005 ± 0.0001</td>
<td>0.0 ± 0.0002</td>
<td>0.0 ± 0.0002</td>
</tr>
<tr>
<td>( \alpha_h )</td>
<td>1.44 ± 0.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( t^s_0 )</td>
<td>-10 ± 110</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( w_s )</td>
<td>610 ± 120</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( S_s )</td>
<td>0.22 ± 0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PL-TH variant 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N_h )</td>
<td>0.0002 ± 0.002</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \alpha_h )</td>
<td>1.42 ± 0.10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( t^s_0 )</td>
<td>10 ± 80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( w_s )</td>
<td>610 ± 100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( S_s )</td>
<td>0.16 ± 0.11</td>
<td>0.29 ± 0.12</td>
<td>0.25 ± 0.12</td>
</tr>
<tr>
<td>PL-TH variant 3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

in the lower flux data (Fig 3; right panels). Allowing only \( S_s \) to vary with flux (PL-TH model 3 in Table 4.1 did not give an acceptable fit. The fit parameter values for PL-TH models 2 and 3 are listed in Table 4.2.

We have also tried a model combining features of both the above models, namely TH plus \( \delta \)-function applied to the soft band, and a TH plus \( \delta \)-function applied to the hard band, with additional hard lags from a PL component. In this case the power-law normalisation is always consistent with zero (for various combinations of tied/untied parameters), and so the model reduces to the TH-TH model above.

The models were refitted after re-parametrising the scaling factors such that the TH component normalised to unity and the normalisation of the delta function was a free parameter. This is mathematically equivalent, but allows us to monitor any changes in
the direct component with flux. The results are consistent with our model fits in Table 1, where we found the scaling fraction on the $\delta$-function in the soft band to be constant with flux.

An extreme variation on this model has direct component in the soft band vanishing at low fluxes. We explicitly tested this by fixing the $\delta$-function scaling factor in the soft band at low flux to zero. For the TH-TH and PL-TH model variants described in Table 1, we again simultaneously fit across all flux levels. We find fixing the $\delta$-function scaling factor to zero did not provide an acceptable fit ($p < 0.01$ for all model variants).

4.4 Bias in time lag estimation

The X-ray PSD of NGC 4051 shows substantial power, and is still rising to lower frequencies, below $10^{-4}$ Hz, the lowest frequency used in our cross-spectrum analysis (due to the choice of 10 ks segments). One side-effect of observing a low-frequency dominated noise process using short segments is known as ‘spectral leakage’ (see Section 2.3.1). This is known to distort PSD estimates, but similarly distorts the phase estimates, and hence the cross-spectrum of two time series. In this section we briefly explore the origin and consequences of this ‘leakage’ on the lag-frequency spectrum.

4.4.1 Origin of the phase bias

It is possible to understand the origin of the phase (time) lag bias in terms of the finite segment length, or sampling window (see Section 2.3.1), used to make each cross-spectrum estimate. The following analysis sketches out the origin of the bias on the phase lag between two time series $x(t)$ and $y(t)$.

If $X(f)$ and $Y(f)$ are the Fourier Transforms of $x(t)$ and $y(t)$, then the complex-valued cross-spectrum is formed from the ensemble average of their product:

$$\langle C(f) \rangle = \langle X^*(f)Y(f) \rangle$$

and the phase lag-frequency spectrum $\phi(f)$ is obtained from its argument:

$$\phi(f) = \arg\langle C(f) \rangle = \arctan\left(\frac{q(f)}{c(f)}\right)$$

where $q(f)$ and $c(f)$ are the estimated ‘quadrature-spectrum’ and ‘co-spectrum’, the imaginary and real components of $C$, respectively. These are each real-valued and may be computed from:

$$q(f) = \Re(X)\Im(Y) - \Im(X)\Re(Y)$$

$$c(f) = \Re(X)\Re(Y) + \Im(X)\Im(Y)$$

(4.3)
where \( \Re(\cdot) \) and \( \Im(\cdot) \) indicate the real and imaginary components of some variable.

Real time series have finite length and sampling, \( x_n(t_i) \) where \( i = 1, 2, \ldots, n \) and \( t_i = i\Delta t \). We can understand the effect of finite length time series by treating the observed time series \( x_n(t) \) as the product of an infinitely long series \( x(t) \) with a window function \( w(t) \) that is zero everywhere except \(-T/2 \leq t \leq T/2\), where \( w(t) = 1 \) and \( T = n\Delta t \). (We shall neglect the effect of the finite time resolution \( \Delta t \), but the following results are approximately correct for small \( \Delta t \)).

\[
x_n(t) = x(t)w(t)
\]  
(4.4)

and by the convolution theorem this leads to the relationship between the observed and asymptotic Fourier components:

\[
X_n(f_j) = \int_{-T/2}^{T/2} X(f)W(f - f')df'
\]  
(4.5)

at Fourier frequencies \( f_j = j/T \) \( (j = 1, 2, \ldots, n/2) \). Here, \( W(f) \) is the Fourier transform of the function \( w(t) \), with the form \( W(f) = \text{sinc}(\pi Tf) \) for a rectangular window. More generally, for discretely sampled series this is the Dirichlet kernel. See Priestley (1981) and Jenkins & Watts (1969) for detailed discussion of the effect of window functions on Fourier products such as auto- and cross-spectral densities. This convolution of \( X(f) \) with \( W(f) \) distorts the real and imaginary components of \( X_n(f_j) \), and likewise for \( Y_n(f_j) \). In practice, when we estimate the phase lags using \( x_n(t) \) and \( y_n(t) \) we replace the Fourier transforms in equations 4.3 with those of equation 4.5. The distortion of each of the components – \( \Re(X_j), \Im(X_j), \Re(Y_j), \Im(Y_j) \) – generally leads to a bias on the estimated co- and quadrature spectra. The consequence is that if the phase difference \( \phi(f) \) changes with \( f \) the distortion on co- and quadrature spectrum will be different, and lead to a bias on the phase lag \( \phi_n(f_j) \) calculated from their ratio. The bias of the Fourier transforms, and hence the phase difference between them, decreases as \( W(f) \to \delta(f) \), i.e. as \( T \to \infty \).

If one or more of the PSDs are rising steeply to low frequencies, this can lead to a ‘leakage’ of the Fourier components from low (unobserved) to higher (observed) frequencies, through the side-lobes of the kernel. But even if the PSDs are flat towards lower frequencies, Fourier components at nearby frequencies influence \( X_n(f_j) \) and \( Y_n(f_j) \) and so, even in the absence of ‘red noise leakage’ of the power density there can be a non-trivial bias on the phase lags. This is strongest when the phase spectrum \( \phi(f) \) changes rapidly with \( f \), i.e. has large curvature \( |d^2\phi(f)/df^2| \). By contrast, when the phase spectrum is very smooth (approximately constant or linear over \( \sim \)few \( \Delta f \), where \( \Delta f = 1/n\Delta t \)) the phases at nearby frequencies are sufficiently similar that the distortion on the co- and quadrature spectrum is similar and cancels when computing the phase lag, leading to small bias.
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Figure 4.4: The effect of leakage on the measured lag-frequency spectrum. Left: The upper panel shows the lag-frequency spectrum for simulated pairs of light curves with a frequency-dependent time lag. The red curve is the model time lag, the black line is the mean measured lag and the grey shaded region is the 1 sigma confidence intervals from the simulations. The model shown is the best fit TH-TH (see Section 4.3.2). The lower panel shows the ratio between the mean measured lag and the model. Right: Covariance between lag estimates in adjacent frequency bins.

4.4.2 Simulations of leakage

To assess the level of phase bias in the observed lag-frequency spectra we simulated 1000 pairs of random time series. For each pair we used the Timmer & König (1995) method to generate a pseudo-random, Gaussian time series of length 50 days and 10 s binsize, corresponding to much longer and shorter timescales than is measured in the lag-frequency spectrum. The PSD used to generate the time series was a bending power-law with low frequency slope $-1.1$, high frequency slope $-2.0$ and break frequency $\nu_B = 2 \times 10^{-4}$ Hz (Vaughan et al., 2011). For each of these simulations a second time series was produced using the same Fourier amplitudes and phases, except for an additional frequency-dependent phase shift derived from the time lag models described in Section 4.3.2. For each pair of time series, 15 intervals were extracted using the sampling pattern as the real XMM-Newton observations. The rms-flux relation (see Uttley et al. 2005) was added to the simulated time series using the static exponential transformation, although we note the results are largely insensitive to this. Observational noise was added to each time series by drawing a Poisson random deviate with mean equal to the mean count-per-bin in the real light curves.

Fig. 4.4 shows the input model of the time delays (TH-TH model in this case) com-
pared to the average lag-frequency spectrum from the simulated data, clearly revealing a bias in the estimates. The effect of leakage is to suppress the magnitude of the observed time lag. The ratio plot in Fig. 4.4 shows there is a $\sim 30\%$ reduction in the recovered lag for frequencies $\lesssim 2 \times 10^{-3}$ Hz. One implication is that the measured time lags would be larger if the bias towards zero could be removed. We find that changing the top-hat width or start-time ($w; t_0$) has little effect on the magnitude of the bias. A slightly smaller bias towards zero lag is observed in simulations with the PL-TH model.

### 4.4.3 Covariance between lag estimates

Another consequence of leakage is covariance between lag estimates in adjacent frequencies (Jenkins & Watts, 1969, chap. 9). The simulations performed here were used to constrain the degree of covariance. In the limit of very long observations (and in the absence of biases due to spectral leakage) the covariance between lag estimates at different frequencies tends to zero, but for finite length time series there will remain some small covariance. From the covariance matrix of the simulated time lags as a function of frequency, the correlation between adjacent frequency bins can be calculated. The lowest frequency bins show the highest correlation with each other (but with values $\lesssim 0.25$). A histogram of the correlation between adjacent frequencies shows a Gaussian distribution centred on $\sim$zero. This shows that, whilst some degree of covariance exists between adjacent frequencies, treating the lag measurements at each frequency as independent should not substantially distort the results of any $\min(\chi^2)$ fitting techniques. The scatter in the simulated lags was used to check the magnitude of the standard error estimates (e.g. Vaughan & Nowak 1997; Bendat & Piersol 1986), which show consistent results.

### 4.4.4 Reducing leakage bias

We have explored variations of the lag estimation procedure to reduce the bias caused by spectral leakage. We computed the lag-frequency spectrum using 20ks segments (not shown here). Again the mean source rate in each segment was chosen to give an approximately equal number of segments for 3 flux levels. The segments used therefore differ from those shown in Fig. 4.2, and the range of mean fluxes is reduced compared to the shorter segments used in the above analysis. However, the same change in the lag-frequency spectrum is observed with source flux. We have also computed the lag-frequency spectrum using whole observations ($25 - 40$ ks) as the segment length, before binning in frequency space over segments of differing length. This includes more data in the lag-frequency estimate, but gives a much smaller range of mean fluxes. We can therefore only compute this for two flux levels, which still show the same change in the
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We conclude that the systematic change in the lag-frequency spectrum with source flux is robust to the details of the analysis.

Leakage bias can be reduced by ‘end-matching’ the data, whereby a linear trend is removed such that the first and last points are level (Fougere 1985). This ‘end-matching’ removes, to a large extent, linear trends from the data, and alleviates the problem caused by circularity of the Fourier transform when estimating the cross-spectrum. It removes the bias coming from lower frequencies “leaking” in, but does not remove the bias from nearby frequencies. We computed the lag-frequency spectrum for the three flux levels using 10 ks segments, where each segment is end-matched individually. The resulting lag-frequency spectra and response function model fits are consistent with the results of Section 4.3.

4.5 Discussion and conclusions

4.5.1 Summary and comparison with previous work

We have studied the frequency dependent time delays in the Seyfert galaxy NGC 4051 using a series of XMM observations made in 2009. We found the lag-frequency spectrum varies significantly and systematically with source flux. At high fluxes there is a hard (‘positive’) lag at the lowest frequencies and a soft (‘negative’) lag confined to a narrow range of frequencies around $\approx 5 \times 10^{-4}$ Hz, but at lower fluxes the low frequency lag reverses direction, becoming a soft lag. The lag-frequency spectra in three flux bins can be modelled simultaneously using simple response function models. The simplest acceptable fits have all parameters tied between the flux levels, except for the parameter that determines the magnitude of the delayed component in the hard band light curve. Allowing just the scaling fraction in the soft band to vary provides an acceptable fit in the TH-TH model, but not in the PL-TH model.

Previous work by McHardy et al. (2004), M10b and Legg et al. (2012) on X-ray time lags in NGC 4051 found hard lags increasing to lower frequency, but did not identify a soft (‘negative’) lag. This may reflect genuine differences in the variability between observations, but might also be due to differences in the data quality and/or analysis methods that meant a soft lag went undetected. We note that these papers all used data obtained during times when NGC 4051 was relatively bright, and our analysis shows that at high fluxes the soft lag occurs over a relatively narrow range of frequencies. M10b and Legg et al. (2012) used data from Suzaku which contain periodic gaps (due to the $\sim 96$ min Low Earth orbit), and used a much longer time bins (256 s) than our analysis. It may well be the case that the data or analysis used by these authors are less sensitive to the
short (~ 50 s) lag we observe with XMM-Newton. Recently, De Marco et al. (2013a) published a lag-frequency spectrum for a sample of unabsorbed, radio-quiet AGN including NGC 4051. Their lag-frequency spectrum represents an average over XMM observations taken during 2001, 2002 and 2009, and is consistent with the lag-frequency spectrum we show for high flux periods (which will tend to dominate such an average, as discussed above).

4.5.2 Understanding the time delays

The changes in lag-frequency behaviour with flux could be linked to the strong change in spectral shape with flux (see e.g. Vaughan et al. 2011) if the hard and soft lag components are linked to the components which make up the energy spectrum, and these components change in relative strength. A detailed comparison of the energy-dependent behaviour is beyond the scope of this paper, however. But we note here that the lack of positive lags at low fluxes could indicate a change in the circum-nuclear structure, and also be responsible for the dramatic change in the energy spectrum.

For the purpose of the present discussion we assume the cause of the very lowest fluxes is no different from the X-ray variability in general, simply the lowest point in a continuum of spectral variability. This seems most natural given the rms-flux relation for NGC 4051 (Uttley et al. 2005; Vaughan et al. 2011) appears as a single linear track from highest to lowest fluxes, and the PSD shape remains constant in shape for high and low fluxes (Vaughan et al. 2011)\(^\text{10}\). If the soft band emission was dominated by reprocessed emission at low fluxes we would expect to see a change in the PSD (the reprocessor acts as a low-pass filter). The optical and X-ray variations (including low flux periods) are correlated on timescales of ~ 1 day (Breedt et al. 2010), and the UV and X-ray variations are correlated on timescales of ~ 1 hr (Alston et al. 2013b). These correlation results are independent of X-ray flux, and support the model where X-ray variability on the timescales that soft lags are observed is dominated by intrinsic X-ray luminosity variations.

We fitted the lag-frequency spectrum using two simple kinds of impulse response models: a top hat (TH) response in the time domain and a time lag that varies with frequency as a power law (PL). The soft band lag of about ~ 50 − 100 s can be explained by a single TH response function spanning lags from 0 s to ~ 10\(^3\) s. The observed time lag is diluted by the direct (zero delay) component included in the response function. The hard band lag can be explained either in terms of a top hat response with a minimum

\(^{10}\) The flux-resolved PSD analysis of Vaughan et al. (2011) was carried out using a broad (0.3-10 keV) energy band. But, as the count spectrum of NGC 4051 is dominated by soft (<2 keV) photons, this is effectively tracks the soft X-ray PSD with flux, which should be most sensitive to changes in absorption.
lag of $\sim 10^3$ s, or a power law-like frequency dependence with an index of $\alpha \approx 1.5$. These two models give similar quality fits over the observed frequency range, but diverge strongly at lower frequencies where these observations provide little sensitivity.

If the time lags from the response function models are interpreted simply as the result of light travel time differences, the maximum time lag in each band gives a distance to the most distant parts of the reprocessor of $\tau \sim (1 - \cos \theta)R/c$ where $R$ is the distance between source and reprocessing region, and $\theta$ is the angle between source-reprocessor line and the line-of-sight to the source. Assuming $\theta > \pi/2$ (i.e. the reprocessor is not concentrated entirely on the near side of the source), the maximum lag corresponds to $\sim R/c$. The best fitting TH-TH models have the maximum time lag in the hard and soft band consistent with each other at a value $\sim 1600$ s, placing the outer region of the reprocessor at $\sim 160R_g$ for NGC 4051 (assuming $M_{\text{BH}} \sim 2 \times 10^6 \, M_\odot$; Denney et al. 2009). In the best fitting PL-TH model the soft band response extends out to $\sim 600$ s, placing the reprocessor at $\sim 60R_g$.

Models using a single delayed component, i.e. contributing to either the hard or soft band but not both, give unacceptable fits to the lag-frequency spectrum. This, combined with the apparent flux-dependence of the contribution of the hard lag but not soft lag components, supports the need for at least two components causing time lags, one affecting each band. This is consistent with a more complex model in which time lags are caused by a combination of propagating fluctuations and reflection (e.g. E11; Z11). It could also be the case that a single lagging component contributes to both bands, but its spectral shape changes with flux (so that it appears as a constant fraction of variable emission in the soft band but decreasing with flux in the hard band).

The apparent change in direction of the lag at low fluxes can be explained by a change in the responses: as the flux decreases the skew towards lagging values becomes weaker in the hard band, relative to that in the soft band. This could occur either if the hard lagging component gets weaker compared to the hard direct light, or if the soft lagging component gets stronger relative to the soft direct light. If the direct emission, with a power law energy spectrum, contains ‘intrinsic’ hard time delays, as supposed in e.g. the propagating fluctuations model (Kotov et al. 2001; Arévalo & Uttley 2006) there will be hard delays even in the absence of reprocessing. The ‘external’ reprocessing then adds a second source of delays, contributing a short lag extending up to higher frequencies. In this scheme the efficiency of the ‘external’ reprocessing remains constant with flux, but the fraction of delayed light making up the intrinsic emission must decrease with flux.

If the lower fluxes are due to a low intrinsic (isotropic) luminosity, and the properties of the reprocessing medium remain constant, then the time lags should be relatively constant with flux. On the other hand if the low flux is a result of increasing absorption
along the line-of-sight (with a relatively constant isotropic luminosity) then the contribution of the delayed components in the light curves should increase (relative to the direct components) as the flux decreases. This is one way to interpret the TH-TH 3 model.

An extreme variation on this idea is that the periods of low flux and variability are the result of absorption completely obscuring the direct component in the soft band, but not the (more extended) reprocessing region. The low flux lag spectrum may well be reproduced by the lack of a \( \delta \)-function at \( t = 0 \) in the soft band response function. However, we found this model, in which the direct (zero delay) contribution to the soft band disappears at low fluxes, did not give a good fit to the lag-frequency data.

M10a proposed to explain both hard and soft time lags in terms of scattering of X-rays in a spherical shell of material located at tens to thousands of \( r_g \) from the central source. If the reprocessing in each band is the result of scattering within the shell, and hard X-rays penetrate deeper into the shell as suggested by M10a, then the maximum lag in the response function due to the reprocessed component should be larger for the harder band, while the minimum lag should be the same in the two bands. Our best fitting TH-TH models (variants 2 and 3) are at odds with these predictions; the best fits have similar maximum lag in the two bands, but a larger minimum lag in the hard band.
In this chapter I model the lag-frequency spectra in a small sample of NLS1 galaxies, as well as systematically exploring the flux dependence of the lag-frequency in each source. The growing number of NLS1s showing soft X-ray lags (e.g. De Marco et al. 2013b) and the increasing exposure time many objects are receiving, means that we can systematically explore the time delays as a function of source flux. De Marco et al. (2013b) presented lag-frequency data comparing a soft and hard band, but made no attempt to model the data. In Chap. 4 I demonstrated the flux-dependence of the low frequency lags in NGC 4051. Kara et al. (2013) also found some flux-dependence for the lags in IRAS 13224–3809. Understanding if, and how, the lag-frequency changes with flux in similar, low mass, highly X-ray variable sources, will help us better understand the origin of the lags.

As we saw in the previous chapter on NGC 4051, the X-ray spectral shape typically hardens as the source flux drops (e.g. Vaughan & Edelson 2001). However we note that the opposite behaviour (softening of the spectrum as the flux decreases) has been observed in a few LLAGN (e.g. NGC 7213; Emmanoulopoulos et al. 2012). The change in shape could be caused by a flux-correlated change in the emission or absorption spectrum of a component, or by a change in the relative strengths of components with differing spectral shapes (e.g. Shih et al. 2002; Fabian & Vaughan 2003). Studying the lag-frequency as a function of flux then provides valuable information that can be
5.1 Sample and data reduction

We select sources with significant soft lag detections from the literature. The sources are all radio quiet and X-ray unobscured ($N_H < 2 \times 10^{22} \text{ cm}^{-2}$). The sources are selected based on high amplitude variability, low black hole mass ($\lesssim 10^7 \text{M}_\odot$), and have at least 300 ks of available XMM-Newton data as of June 2013. The high variability amplitude ensures that the data will exhibit significant flux changes, and be a good candidate for lag-frequency analysis. The soft-lag—$M_{BH}$ scaling relation observed in De Marco et al. (2013b) means that the segment sizes can be kept short while still giving sufficient frequency coverage to recover the soft lags (e.g. 20 ks) to give a large as possible range of flux, whilst keeping the soft lag within the frequency range of the segment length.

The properties and observation details of the objects used in this sample are shown in Table 5.1. We also include the NGC 4051 XMM-Newton data used in Chap. 3 and 4 for comparison and consistency with any new analysis methods used in this chapter.

5.1.1 Data reduction

As in Chap. 4 we use only the EPIC pn data from each observation and process them in a similar manner. The majority of the EPIC observations were made using small window (SW) mode; the fast CCD readout helps to mitigate event pile-up (Ballet 1999; Davis 2001). The window mode for each observation are listed in Table 5.1. EPIC observations taken in large window (LW) are more likely to be affected by pile-up. We assessed the potential impact of pile-up using the SAS task EPATPLOT, and found all but one object to be unaffected. In the case of Ark 564 the count rate is such that pile-up becomes an issue in the EPIC-pn. We therefore remove a 5 arcsecond circle from the central region of the circular aperture, following the analysis procedure for Ark 564 by Legg et al. (2012) and Kara et al. (2013). Strong background flares can introduce spurious time lags, so particular care has been taken to remove the influence of background variations (typically worse at the end of each observation).

The light curves for the total (0.2–10 keV) band for each object are shown in shown in Figs. 5.1 through 5.5.

5.2 All flux lag-frequency

In this section we explore the lag-frequency using the entire dataset for each object. We calculate the lag-frequency using a soft and hard energy band following the procedure
### Table 5.1: Observation details and sample properties.

<table>
<thead>
<tr>
<th>Name</th>
<th>Obs ID</th>
<th>Duration (ks)</th>
<th>Log ($M_{BH}$)</th>
<th>Esoft/hard (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 4051</td>
<td></td>
<td></td>
<td>6.24 ± 0.14 R, a</td>
<td>0.3-1/2-5</td>
</tr>
<tr>
<td>Mrk 766</td>
<td>0109141301</td>
<td>130</td>
<td>6.25 ± 0.35 R, b</td>
<td>0.3-0.7/1.5-4</td>
</tr>
<tr>
<td></td>
<td>0304030301</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0304030401</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0304030501</td>
<td>96</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0304030601</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0304030701</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ark 564</td>
<td>0206400101</td>
<td>102</td>
<td>6.27 ± 0.50 L, c</td>
<td>0.3-1/1.2-4</td>
</tr>
<tr>
<td></td>
<td>0670130201</td>
<td>59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130301</td>
<td>55</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130401</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130501</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130601</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130701</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130801</td>
<td>58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0670130901</td>
<td>55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCG-6-30-15</td>
<td>0111570101</td>
<td>47</td>
<td>6.30 ± 0.40 S/E, d,f</td>
<td>0.3-1.0/1.2-4</td>
</tr>
<tr>
<td></td>
<td>0111570201</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0029740101</td>
<td>89</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0029740701</td>
<td>129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0029740801</td>
<td>130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1H 0707-495</td>
<td>0110890201</td>
<td>47</td>
<td>6.31 ± 0.50 L, e</td>
<td>0.3-1/1.2-4</td>
</tr>
<tr>
<td></td>
<td>0148010301</td>
<td>79</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0506200301</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0506200201</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0506200501</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0506200401</td>
<td>42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0511580101</td>
<td>123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0511580201</td>
<td>123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0511580301</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0511580401</td>
<td>121</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0653510301</td>
<td>116</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0653510401</td>
<td>128</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0653510501</td>
<td>127</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0653510601</td>
<td>129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0554710801</td>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRAS 13224-3809</td>
<td>0110890101</td>
<td>64</td>
<td>6.76 ± 0.50 L, e</td>
<td>0.3-1.0/1.2-4</td>
</tr>
<tr>
<td></td>
<td>0673580101</td>
<td>133</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0673580201</td>
<td>132</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0673580301</td>
<td>129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0673580401</td>
<td>134</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.2. ALL FLUX LAG-FREQUENCY

The time series are split up into segments for the averaging process of the cross-

Figure 5.1: Light curves for Mrk 766, showing the total, soft and hard band light curve segments used in the fluxed analysis. The grey bands are the high flux segments. The vertical dotted lines separate the individual observations. The dark grey curve is the background level in each band.

Figure 5.2: Light curves for Ark 564, showing the total, soft and hard band light curve segments used in the fluxed analysis. The grey bands are the high flux segments. The vertical dotted lines separate the individual observations. The dark grey curve is the background level in each band.

laid out in Section 2.4. The exact energy range for each object is listed in Table 5.1, and is slightly different for each object. The energy bands are chosen to best pick out the soft lag, and are in approximate agreement with the energy bands used in the literature (De Marco et al. 2013b; Emmanoulopoulos et al. 2011; Kara et al. 2013). The hard energy band is chosen to best pick out the primary power-law continuum, and be free from any the red wing of the broad iron Kα emission. No data above 5 keV was included, in order to avoid the Kα line.

The time series are split up into segments for the averaging process of the cross-
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Figure 5.3: Light curves for MCG–6-30-15, showing the total, soft and hard band light curve segments used in the fluxed analysis. The grey bands are the high flux segments. The vertical dotted lines separate the individual observations. The dark grey curve is the background level in each band.

Figure 5.4: Light curves for 1H0707-495, showing the total, soft and hard band light curve segments used in the fluxed analysis. The grey and blue bands are the high and medium flux segments respectively. The vertical dotted lines separate the individual observations. The dark grey curve is the background level in each band.

spectrum, and are typically 20–40 ks. The segment size is chosen in order to maximise the the hard lag at low frequencies, whilst maintaining as larger number of segments, $M$, to average over, thus keeping the error bars approximately Gaussian. The resulting lag-frequency spectra were rebinned by averaging over geometrically space frequency bins, increasing with frequency by a factor, $n$, where $n = 1.2 - 1.6$, depending on the quality of the data. A time bin of $dt = 20$ seconds was used throughout. The raw and noise-corrected coherence (Section 2.4) was used to determine the highest frequency a meaningful lag estimate can be made. We took values of raw coherence $>0.1$ or noise-
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Figure 5.5: Light curves for IRAS 13224–3809, showing the total, soft and hard band light curve segments used in the fluxed analysis. The grey and blue bands are the high flux segments respectively. The vertical dotted lines separate the individual observations. The dark grey curve is the background level in each band.

corrected coherence $>0.3$.

The resulting lag-frequency spectra are presented in Figs. 5.6 and 5.7 (same data in each figure. The modelling presented in these figures is discussed in Section 5.3. The lag-spectra are in good agreement with previous findings in the literature (e.g. Zoghbi & Fabian 2011; Emmanoulopoulos et al. 2011; De Marco et al. 2013b; Kara et al. 2013).

5.3 Modelling the lag

We model the lag-frequency using the same simple analytical response functions as in Chap. 4 (see also Section 4.3.2). As before, we make use of a top hat plus $\delta$ response function (TH), and a power-law (PL) dependence on lag-frequency (see Section 4.3.2).

In the previous chapter, the time lag $\tau$ was generated as a function of frequency for each version of the given model. The model was then fitted to the lag at each frequency bin centre using $\min(\chi^2)$ optimisation. In this chapter, however, we extend the modelling of the previous chapter in a number of ways. First, we compute the lags predicted for a given response function in a different manner. We compute the real and imaginary parts of the complex analytical transfer function for a given model. This is then integrated and averaged over each frequency bin to produce an average phase lag for that frequency bin. This more closely parallels the process of estimating the lags from data, and better handles cases where the transfer function changes rapidly within a frequency bin. Second, the model parameter space is explored using Markov Chain Monte Carlo simulations (see Section 2.8). A flat prior distribution on each parameter is used as well.
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Figure 5.6: Best fitting TH-TH model (red) to the all-flux lag-frequency spectra for the sample. The dashed and dotted lines show the transfer function in the hard and soft energy bands respectively.

Figure 5.7: Best fitting PL-TH model (blue) to the all-flux lag-frequency spectra for the sample. The dashed and dotted lines show the transfer function in the hard and soft energy bands respectively.
Table 5.2: Model fits and parameters for TH-TH model and PL-TH model to the all flux lag-spectra. (1) Object; (2) $\chi^2$ / degrees-of-freedom; (3) $p$-value; (4), (5), (6) hard band parameters; (7), (8), (9) soft band parameters.

<table>
<thead>
<tr>
<th>Object</th>
<th>$\chi^2$ / dof</th>
<th>$p$ value</th>
<th>$S_h$</th>
<th>$t_h^0$</th>
<th>$w_h$</th>
<th>$S_s$</th>
<th>$t_s^0$</th>
<th>$w_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 4051</td>
<td>10/8</td>
<td>0.25</td>
<td>0.47 ± 0.09</td>
<td>1370 ± 75</td>
<td>575 ± 45</td>
<td>0.64 ± 0.16</td>
<td>-145 ± 50</td>
<td>2290 ± 110</td>
</tr>
<tr>
<td>Mrk 766</td>
<td>5.1/2</td>
<td>0.08</td>
<td>0.35 ± 0.22</td>
<td>60 ± 540</td>
<td>1220 ± 580</td>
<td>0.34 ± 0.11</td>
<td>225 ± 235</td>
<td>10 ± 465</td>
</tr>
<tr>
<td>Ark 564</td>
<td>15.6/10</td>
<td>0.11</td>
<td>0.46 ± 0.05</td>
<td>490 ± 75</td>
<td>1860 ± 135</td>
<td>0.25 ± 0.03</td>
<td>130 ± 850</td>
<td>1530 ± 230</td>
</tr>
<tr>
<td>MCG–6-30-15</td>
<td>1.5/2</td>
<td>0.46</td>
<td>1.77 ± 0.72</td>
<td>135 ± 170</td>
<td>1120 ± 120</td>
<td>5.21 ± 1.71</td>
<td>-135 ± 20</td>
<td>320 ± 50</td>
</tr>
<tr>
<td>1H 0707–495</td>
<td>5.3/6</td>
<td>0.51</td>
<td>0.31 ± 0.26</td>
<td>-30 ± 705</td>
<td>1095 ± 230</td>
<td>6.17 ± 1.74</td>
<td>-80 ± 10</td>
<td>230 ± 15</td>
</tr>
<tr>
<td>IRAS 13224-3809</td>
<td>1.4/5</td>
<td>0.9</td>
<td>0.35 ± 0.05</td>
<td>1035 ± 230</td>
<td>3020 ± 525</td>
<td>0.29 ± 0.56</td>
<td>60 ± 180</td>
<td>251 ± 210</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Object</th>
<th>$N_h$</th>
<th>$\alpha_h$</th>
<th>$S_b$</th>
<th>$t_b^0$</th>
<th>$w_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 4051</td>
<td>24.7/11</td>
<td>0.25</td>
<td>0.026 ± 0.025</td>
<td>0.99 ± 0.11</td>
<td>0.46 ± 0.15</td>
</tr>
<tr>
<td>Mrk 766</td>
<td>5.1/3</td>
<td>0.16</td>
<td>0.034 ± 0.075</td>
<td>1.02 ± 0.25</td>
<td>1.16 ± 3.33</td>
</tr>
<tr>
<td>Ark 564</td>
<td>24.7/11</td>
<td>0.01</td>
<td>0.003 ± 0.003</td>
<td>1.24 ± 0.11</td>
<td>0.56 ± 0.23</td>
</tr>
<tr>
<td>MCG–6-30-15</td>
<td>10.6/11</td>
<td>0.01</td>
<td>0.022 ± 0.034</td>
<td>1.04 ± 0.17</td>
<td>0.61 ± 0.28</td>
</tr>
<tr>
<td>1H 0707–495</td>
<td>14.3/7</td>
<td>0.05</td>
<td>0.054 ± 0.066</td>
<td>0.64 ± 0.14</td>
<td>1.21 ± 0.63</td>
</tr>
<tr>
<td>IRAS 13224-3809</td>
<td>16.1/7</td>
<td>0.01</td>
<td>0.0015 ± 0.0027</td>
<td>1.28 ± 0.18</td>
<td>0.45 ± 0.27</td>
</tr>
</tbody>
</table>
as a Gaussian proposal distribution.

We start by fitting a PL response function to the hard band only. We find this gives a inadequate description of the data, due to the model giving only positive lag values at all frequencies.

We next model the data using a TH in the hard band only, and show the fitting results in Table 5.2. Again, this gives a poor fit to the data. A single TH in the hard band has been used to model the lag in NGC 4051 (Miller et al. 2010) and Ark 564 (Legg et al. 2012). However, our model fitting is at odds with this claim, as was found for NGC 4051 in Chap. 4. This means that, for each object with a well-detected soft lag, the lag is not well explained as an artifact of a lag in the hard band resulting from a sharp impulse response function.

Due to the unacceptable fits using a single transfer function in the hard band only, we move to a more complicated model by including a response in the soft band. We start with a top hat in each band (TH-TH model), which has six parameters, three for each band. The results of the TH-TH model fitting are displayed in Table 5.2. We find this model provides a good fit to all the objects, and show the best fit model in Fig. 5.6. The results for NGC 4051 are consistent with Alston et al. 2013a (see Section 4.3.2). The results for Mrk 766 and MCG-6-30-15 are also consistent with E11. We note that in NGC 4051, Ark 564 and IRAS 13224, the hard band $t_0$ is significantly shifted away from zero. These objects also do not display as broad (in frequency) soft lags as the other objects in the sample.

We next try a model variant with a PL in the hard band, and TH plus $\delta$-function response in the soft band (PL-TH model). The results are displayed in Table 5.2. This model gives acceptable fits to the data in all objects, and we show the best fit model in Fig. 5.7.

### 5.4 Fluxed lag-frequency

In this section we explore the flux dependence on the lag frequency spectrum. The data for each object is divided into equal length segments, and the mean count rate in the total band (0.2–10 keV) was computed for each. The segments are then sorted by flux into a number of bins. In MCG–6-30-15, Mrk 766 and Ark 564 the data can be split into 2 flux bins, whereas in NGC 4051, IRAS 13224 and 1H 0707-495 the data can be split into 3 flux bins. The lag-spectra as a function of source flux are shown in Figs. 5.8 to 5.13.
Figure 5.8: Model fits to the lag-frequency spectra in NGC 4051 as a function of source flux. The panels from top to bottom show the high to low flux bins respectively. The left panels show the total model fit (red) for the TH-TH model. The right panels show the total fit (blue) for the PL-TH model. The dashed and dotted lines show the hard and soft transfer function respectively in each model.

Figure 5.9: Model fits to the lag-frequency spectra in Mrk 766 as a function of source flux. The panels from top to bottom show the high to low flux bins respectively. The left panels show the total model fit (red) for the TH-TH model. The right panels show the total fit (blue) for the PL-TH model. The dashed and dotted lines show the hard and soft transfer function respectively in each model.
Figure 5.10: Model fits to the lag-frequency spectra in Ark 564 as a function of source flux. The panels from top to bottom show the high to low flux bins respectively. The left panels show the total model fit (red) for the TH-TH model. The right panels show the total fit (blue) for the PL-TH model. The dashed and dotted lines show the hard and soft transfer function respectively in each model.

Figure 5.11: Model fits to the lag-frequency spectra in MCG–6-30-15 as a function of source flux. The panels from top to bottom show the high to low flux bins respectively. The left panels show the total model fit (red) for the TH-TH model. The right panels show the total fit (blue) for the PL-TH model. The dashed and dotted lines show the hard and soft transfer function respectively in each model.
Figure 5.12: Model fits to the lag-frequency spectra in 1H 0707-495 as a function of source flux. The panels from top to bottom show the high to low flux bins respectively. The left panels show the total model fit (red) for the TH-TH model. The right panels show the total fit (blue) for the PL-TH model. The dashed and dotted lines show the hard and soft transfer function respectively in each model.

Figure 5.13: Model fits to the lag-frequency spectra in IRAS 13224-3809 as a function of source flux. The panels from top to bottom show the high to low flux bins respectively. The left panels show the total model fit (red) for the TH-TH model. The right panels show the total fit (blue) for the PL-TH model. The dashed and dotted lines show the hard and soft transfer function respectively in each model.
5.5 Modelling the flux dependence

We model the lag-frequency as a function of source flux using the same transfer functions described in Section 5.3. As a single transfer function in the hard band gave an unacceptable fit ($p < 10^{-4}$) to the all-flux data, we concentrate on the TH-TH and PL-TH models only. The fitting procedure is the same as that in Section 5.3.

The models are simultaneously fit to the lag-frequency spectra at each flux level. We start with the TH-TH model. Only the scaling fraction of the hard band $S_h$ is free to vary with flux, whereas the remaining parameters are tied across flux level. In Table 5.3 we show the best fit TH-TH model. The model was fitted to each flux level, with all parameters tied across flux level. This tells us the goodness of fit assuming no change with flux level. In Table 5.3 we show the $\Delta\chi^2$ between the tied and free scaling fraction variants of the model. We can see that only NGC 4051 and Ark 564 show a significant change with flux, in the sense that the $\chi^2$ of the best-fitting model was substantially reduced when the scaling factor was allowed to vary with flux. In the case of Ark 564 the $\Delta\chi^2 \sim 5$ corresponds to a $\sim 2.5\sigma$ change with flux for two interesting parameters. In Fig. 5.14 we show the high and low flux $S_h$ parameter from the MCMC chain output for Ark 564. Plotted against each other in this way we can see that a change with flux is preferred over no change with flux. The fraction of the points above the line is $\sim 90\%$. If there was no change with flux, the points would be centered on the line of $y = x$ shown in Fig. 5.14.

We investigated the TH-TH model variant where only the soft-band scaling-fraction $S_s$ is untied across flux. The only object to show any change with source flux is NGC 4051, in agreement with the results found in Chap. 4. In the remaining sources, the error bars on this parameter are too large to detect any change with source flux.

We repeat the fitting procedure for the PL-TH model, this time allowing only the hard-band normalisation $N_h$ to vary with flux. The fit results are shown in Table 5.4, as well as the $\Delta\chi^2$ for an all tied model. The model gives an acceptable fit to each source. However, the only source to show any flux dependence on $N_h$ is NGC 4051, in agreement with the results found in Alston et al. (2013a) (see Section 4.3.2). Unlike in the TH-TH model, Ark 564 shows no significant change with flux.

The variant of the PL-TH model where the soft-band scaling-fraction $S_s$ is untied across flux was also investigated. This model also gave acceptable fits to each source. Again, the only source to show a significant change with flux was NGC 4051.
Table 5.3: Fit results to the lag-frequency spectra for TH-TH model with \( S_h \) untied. (1) Object; (2) \( \chi^2 / \text{degrees-of-freedom} \); (3) \( \Delta \chi^2 \) between all tied model variant; (4) High; (5) Medium; (6) Low flux \( S_h \) parameter.

<table>
<thead>
<tr>
<th>Object</th>
<th>( \chi^2 / \text{dof} )</th>
<th>( \Delta \chi^2 )</th>
<th>( S_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>NGC 4051</td>
<td>19.3/22</td>
<td>-</td>
<td>0.43 ± 0.09</td>
</tr>
<tr>
<td>Mrk 766</td>
<td>5.4/9</td>
<td>0.5</td>
<td>0.58 ± 0.45</td>
</tr>
<tr>
<td>Ark 564</td>
<td>30.9/25</td>
<td>4.8</td>
<td>0.45 ± 0.07</td>
</tr>
<tr>
<td>MCG–6-30-15</td>
<td>8.4/9</td>
<td>0.1</td>
<td>0.11 ± 0.05</td>
</tr>
<tr>
<td>1H 0707–495</td>
<td>16/16</td>
<td>2.0</td>
<td>0.27 ± 0.10</td>
</tr>
<tr>
<td>IRAS 13224–3809</td>
<td>13.1/13</td>
<td>2.3</td>
<td>0.17 ± 0.05</td>
</tr>
</tbody>
</table>

Table 5.4: Fit results to the lag-frequency spectra for PL-TH model with \( N_h \) untied. (1) Object; (2) \( \chi^2 / \text{degrees-of-freedom} \); (3) \( \Delta \chi^2 \) between all tied model variant; (4) High; (5) Medium; (6) Low flux \( N_h \) parameter.

<table>
<thead>
<tr>
<th>Object</th>
<th>( \chi^2 / \text{dof} )</th>
<th>( \Delta \chi^2 )</th>
<th>( N_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>NGC 4051</td>
<td>28/23</td>
<td>-</td>
<td>0.038 ± 0.007</td>
</tr>
<tr>
<td>Mrk 766</td>
<td>5.4/9</td>
<td>0.5</td>
<td>0.75 ± 0.63</td>
</tr>
<tr>
<td>Ark 564</td>
<td>30.9/25</td>
<td>4.8</td>
<td>0.0017 ± 0.0014</td>
</tr>
<tr>
<td>MCG–6-30-15</td>
<td>8.4/9</td>
<td>0.1</td>
<td>1.28 ± 1.12</td>
</tr>
<tr>
<td>1H 0707–495</td>
<td>16/16</td>
<td>2.0</td>
<td>0.09 ± 0.07</td>
</tr>
<tr>
<td>IRAS 13224–3809</td>
<td>13.1/13</td>
<td>2.3</td>
<td>0.004 ± 0.002</td>
</tr>
</tbody>
</table>
5.6. UNDERSTANDING THE FLUX CHANGES

In this section we look at how the results from the transfer function fitting in Section 5.5 compare with the properties of the source as a function of flux. First we compare the change in scaling fractions \( S_h, S_s \) in the TH-TH model with the mean source flux of the segments used to compute the lag-frequency at each flux level, where \( f / < f > \) is the rate of each segment relative to the mean rates over all segments. This is shown in panels (c) and (f) of Fig. 5.15. Whilst a general change in \( S_s \) with source flux can be seen in panel (f), the error bars are too large to confirm this result. We can see in panel (c) that only NGC 4051 and Ark 564 show any significant change in \( S_h \) with flux level, in agreement with the fitting from Section 5.5. However, there is a notable difference in the change of \( S_h \) with source flux between these two objects. NGC 4051 shows and increase in \( S_h \) as flux decreases, whilst NGC 4051 shows the opposite behaviour, with an increase in \( S_h \) in source flux.

In panels (a) and (d) of Fig. 5.15 we compare the hardness ratio \( H_X = X_{\text{hard}} / X_{\text{soft}} \) of the energy bands used to calculate the lag-frequency spectrum in each source, with the \( S_h, S_s \) values from the model fitting. We can see now that the change in \( S_h \) with hardness ratio is the same between NGC 4051 and Ark 564, although the change in hardness ratio in Ark 564 is very small. Again the errors on \( S_h \) in the remaining sources, and \( S_s \) in all sources, are consistent with no change with source flux.

In panels (b) and (e) of Fig. 5.15 we compare the ratio of the variance between the hard and soft energy bands used compute the lag-frequency spectra. This is like a hard-
Figure 5.15: Change of scaling fraction with flux in TH-TH model. The top panels show the change in $S_h$ hardness ratio (a), variance ratio (b) and mean flux level (c). The bottom panels show the change in $S_s$ hardness ratio (d), variance ratio (e) and mean flux level (f).

ness ratio derived from the rms spectrum. In panel (b) we can see that the change in $S_h$ with the variance ratio is the same in NGC 4051 and Ark 564. Although the remaining objects do show a change in variance ratio with source flux, the error bars on $S_h$ are too large to detect a significant change. The only object to show a significant change with $S_s$ is NGC 4051.

Excluding NGC 4051, no significant change is detected with source flux in the PL-TH model, so we do not show the same comparison with hardness ratio and variance ratio.

5.6.1 Source spectra

In Figs. 5.16 to 5.21 we show the mean, rms and covariance spectra for the high and low flux levels in each source. For sources that were divided into 3 flux levels, we do not show the medium flux spectra. The rms is calculated from the time domain, and the covariance spectra is determined from the Fourier domain method (see Section 2.6).
rms and covariance spectrum are calculated for the total frequency range, i.e. from the $1/2dt$ to $1/Ndt$, where $Ndt$ is the length of the segments used in the flux analysis for each source. The lower panels in Figs. 5.16 to 5.16 show the ratio between the low and high spectra. At energies $\gtrsim 2$ keV, each of the spectra is seen to harden at lower fluxes, whereas below $\sim 2$ keV, the spectrum is either flat or softens with decreasing flux.

NGC 4051 and Ark 564 were the only objects to show a significant change in $S_h$ with source flux. The ratio of the variability in NGC 4051 (lower panel of Fig. 5.16) shows the soft band (0.3-1 keV) variability is suppressed more than the hard band (2-5 keV) as the flux drops. The ratio plot for Ark 564 (lower panel of Fig. 5.18) shows the opposite behaviour, where the hard band (1.2-4 keV) is suppressed more than the soft band (0.3-1 keV) as the flux drops. Similar changes are observed in the spectra with source flux in the remaining sources, however no significant change in the lag-frequency is detected in these sources.
Figure 5.16: Time-integrated, rms and covariance spectra for NGC 4051, for the high and low flux segments. The ratio between high and low spectra can be seen in the lower panel.

Figure 5.17: Time-integrated, rms and covariance spectra for Mrk 766, for the high and low flux segments. The ratio between high and low spectra can be seen in the lower panel.
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Figure 5.18: Time-integrated, rms and covariance spectra for Ark 564, for the high and low flux segments. The ratio between high and low spectra can be seen in the lower panel.

Figure 5.19: Time-integrated, rms and covariance spectra for MCG–6-30-15, for the high and low flux segments. The ratio between high and low spectra can be seen in the lower panel.
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Figure 5.20: Time-integrated, rms and covariance spectra for 1H0707-495, for the high and low flux segments. The ratio between high and low spectra can be seen in the lower panel.

Figure 5.21: Time-integrated, rms and covariance spectra for IRAS 13224-3809, for the high and low flux segments. The ratio between high and low spectra can be seen in the lower panel.
5.7 Discussion and conclusions

We have studied the frequency dependent time delays in a sample of highly variable NLS1 galaxies. The lag-frequency was first explored using all the available data. We find consistent results with the shape of the lag-frequency spectra and frequency and magnitude of the soft lag reported for NGC 4051 (De Marco et al., 2013b), Mrk 766 (Emmanoulopoulos et al. 2011; De Marco et al. 2013b), Ark 564 (De Marco et al. 2013b; Kara et al. 2013), MCG–6-30-15 (Emmanoulopoulos et al. 2011; De Marco et al. 2013b), 1H0707-495 (Zoghbi & Fabian 2011; De Marco et al. 2013b), IRAS 13224–3809 (Kara et al., 2013).

Legg et al. (2012) reported on hard lags in NGC 4051 and Ark 564, but did not identify a soft (‘negative’) lags. Miller et al. (2010) also reported only hard band lags in NGC 4051. Miller et al. (2010) and Legg et al. (2012) both used a different analysis method, and data from Suzaku which contain periodic gaps (due to the ~ 96 min Low Earth orbit), and used a much longer time bins (256 s) than our analysis. In Legg et al. (2012) XMM-Newton data on Ark 564 were used, however these authors use a different analysis method for producing lag-frequency spectra than is presented in this work. As noted in Section 4.5, it may well be the case that the data or analysis used by these authors are less sensitive to the short (~ 50 s) lag we observe with XMM-Newton.

The lag-frequency data, averaged over all fluxes, was fitted using using two simple kinds of impulse response models: a top hat (TH) response in the time domain and a time lag that varies with frequency as a power law (PL), following on from the modelling of NGC 4051 in Chap. 4. We find that a single TH or PL in the hard band does not give an acceptable description of the data in any source. This finding is at odds with the claims of Miller et al. (2010) and Legg et al. (2012) who consider only a time-delayed respond in the hand band, e.g. a single TH. However, as previously noted these data are possibly not sensitive enough to the soft lag signature at higher frequencies. These authors also did not test models with an explicit soft lag, rather, they performed a simplistic comparison using a hard-lag only model.

More complicated models with a response in each band (TH-TH; PL-TH) give acceptable fits to the (all flux) lag-frequency data of all sources, with no model preferred over the other. The high frequency soft lags previously observed in the objects in this sample are most commonly interpreted as the signature of reverberation by some authors (e.g. Zoghbi & Fabian 2011; Emmanoulopoulos et al. 2011; Kara et al. 2013). Although high frequency soft lags have been claimed in Ark 564 and IRAS 13224–3809, in these papers the lag-frequency data were presented but no attempt was made to model the data in terms of impulse response functions, which is a goal of the present work. The require-
ment of a soft lagging component in these two sources provides strong evidence for the soft emission resulting from the reprocessing of a hard intrinsic spectrum.

The requirement for two lagging components in all sources in the present sample has strong implications for the distant reflector interpretation of the soft lags. Miller et al. (2010) introduced an additional soft lagging component to account for the broad frequency range of the soft lags in 1H0707–495. To broaden the soft lag frequencies the width of the soft band transfer function has to be much narrower than the hard band transfer function. In the distant reflector model this requires the soft lagging component to lie close to the line of sight. Such a geometry is conceivable in one object, but to be seen in many objects requires a high degree of fine tuning. A more natural interpretation of the soft lagging component is a small-scale reflector/reprocessing model, where the hard and soft lagging components results from two separate processes.

An aim of this study was to assess whether the unusual flux-dependence of the time lags observed in NGC 4051 (Chap. 4) were unique to that object or common to NLS1s. We therefore divided each observation into two or three distinct flux ranges, and allowed the strengths of the delayed components (e.g. TH) to vary as a function of flux (in either hard or soft bands). The only other source in the present study to show a dependence on source flux was Ark 564. The hard band scaling fraction $S_h$ showing the opposite dependence on mean flux level to NGC 4051. However, when comparing the dependence on hardness ratio and variance ratio in these sources, the same dependence is seen in these two objects.

Fig. 5.15 shows that for NGC 4051 the observed change in the lags can be modelling by allowing the relative strength of the hard band TH ($S_h$) to decrease as the source becomes fainter (panel c), the rms spectrum becomes harder (panel b), and time averaged spectrum becomes harder (panel a). The other sources do not show the same trend with average flux (panel c). However, NGC 4051 shows the most dramatic change in the hardness of the rms spectrum with flux (the rms spectrum is dominated by harder energies when the source flux is low, Fig. 5.16). It remains possible that other sources follow a similar anti-correlation between rms hardness and hard lag strength, but the observations do not span a sufficient range of rms hardness to provide clear detections.

The strong change in the rms spectrum with flux in NGC 4051 (Fig. 5.16) could indicate that the variations in the hard band are dominated by some other emission component at the lowest fluxes, one that contributes flux and variability power to the hard band, but is swamped by the softer (power law) continuum at higher fluxes.

The majority of the sources in this sample showed no flux dependence on the lag. This could be an effect of not sampling as broad enough flux range to be sensitive enough to any flux changes. That we are unable to detect any changes in the soft lag for the majority
of the source has consequences for the soft-lag—$M_{\text{BH}}$ relation seen in De Marco et al. 2013b. If there is a real flux dependence in these sources, then this could add to the scatter seen in the soft-lag—$M_{\text{BH}}$ relation. On the other hand, if the majority of sources do not show a strong soft-lag dependence on flux then the mass scaling law inferred from this property remains valid.
X-ray time lags have now been studied as a function of Fourier frequency in $\sim 20$ AGN (e.g. De Marco et al. 2013b). At low frequencies, hard energy bands (e.g. 2–5 keV) are observed to lag behind soft energy bands (e.g. 0.3–1 keV). At high frequencies, the softer energies are observed to lag behind the harder. A consistent picture is beginning to emerge where the low frequency hard lags result from the propagation of mass accretion rate fluctuations through a stratified corona.

In a handful of sources, the time lags have been explored as a function of energy (hereafter lag-energy spectrum) for a given frequency range (e.g. Zoghbi et al. 2011; Zoghbi & Fabian 2011; Kara et al. 2013; Kara et al. 2013), allowing us to study the spectral shape of the time lags. This technique has revealed time lags in the iron K$\alpha$ (6.4 keV) band on very short timescales in a small, but growing, sample of Seyfert 1s (e.g. Zoghbi et al. 2012; Zoghbi et al. 2013; Kara et al. 2013), which has been interpreted as a signature of disc reflection within $\sim 10R_g$ of the illuminating source.

In Zoghbi et al. (2011) the 1H0707-495 lag-energy spectrum was modelled with the lag at each energy a weighted average of the lag of each component, with the weights taken to be the flux of each component in the energy band, which gave a good description of the data. A similar approach was adopted for 1H0707-495 by Kara et al. (2013), using simulated time-series, which were time-shifted, and weighted by the time-integrated spectra. Again, this gave a reasonable description of the data, but did not capture all of
the details of the iron $K\alpha$ lag and the lag at soft excess energies. However, using the weightings (flux) of the spectral components from the time-integrated spectra is a simplified approach. The time-integrated spectra is likely to be affected by components that are constant at the frequencies where the lags are observed.

A better estimate of the strength of the spectral components is likely to be gained from the rms or covariance spectra (Wilkinson & Uttley 2009). The power in any energy band is the sum of the powers for each component, weighted not by their strengths in the time average spectrum, by in the rms spectrum. Similarly, the phase is the average phase shift from adding the Fourier transforms of each component. The phase of this average is the phase of each component weighted by their amplitudes.

The NLS1 galaxy NGC 4051 shows a soft lag in the lag-frequency spectra (Alston et al. 2013a hereafter A13; De Marco et al. 2013b; see also Chap. 4). In A13 the soft lag was observed to vary in frequency and magnitude with source flux. The X-ray PSD of NGC 4051 was studied in Vaughan et al. (2011). The 0.2–10 keV band PSD was described well by a bending power-law, with bend frequency $\nu_{\text{bend}} \sim 2 \times 10^{-4}$ Hz. Vaughan et al. (2011) found the high frequency slope to flatten for at higher energies. A clear decrease in the 0.2–10 keV PSD amplitude, but not shape, was found with decreasing flux level. From fitting with a narrow Lorentzian component, no strong evidence was found for quasi-periodic oscillations (QPOs).

In this chapter we explore the energy dependent X-ray timing properties in NGC 4051. We explore the lag-energy as a function of frequency and flux. This is modelled using the weightings of the spectral components from fitting simple spectral models to the frequency-dependent covariance spectra. We also the explore the energy dependence of the PSD, as this provides vital information about the underlying variable components.

### 6.1 Observations and data reduction

In this chapter we use the 15 XMM-Newton observations of NGC 4051 taken in 2009 (see Section 4.2). We also make use of a $\sim$ 120 ks XMM-Newton observation from 2001 (OBSID: 0109141401). The Observation Data Files (ODFs) were processed following standard procedures using the XMM-Newton Science Analysis System (SAS v13.0.0), using the conditions PATTERN 0–4 and FLAG = 0.

### 6.2 The frequency resolved lag-energy spectrum

We examine how the lag varies with respect to energy for a particular frequency range. The exact frequency range for each lag-energy spectra is guided by the frequencies at
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6.2.1. The Frequency Resolved Lag-Energy Spectrum

Figure 6.1: Lag-energy spectra for the flux selected 2009 observations of NGC 4051. Left: high flux intervals for high (a) and low (b) frequencies. Right: medium and low flux intervals for high (c) and low (d) frequencies. The lag-energy spectra are computed using a the 0.2–0.4 keV band as a reference.

which the hard and soft lags are observed in the lag-frequency spectrum (see Fig. 4.1), in order to highlight the spectral shape of the leading/lagging component(s). Following e.g. Zoghbi et al. (2011), for each energy band we compute the lag between the energy band and a broad reference band. The reference band is chosen to have a high signal-to-noise (S/N), in order to pick out any correlated variations and time delays in bands with weaker S/N. The lag is then computed between the comparison energy band and the broad reference band (or band with high S/N) minus the comparison energy band, if it happens to fall inside the reference band. Removing the comparison band from the reference band removes any correlated noise between the bands (Zoghbi et al. 2011). A more positive lag indicates the comparison energy-band lags the reference band. We do not shift the lag to a zero level, so the lag represents the average energy-band lag or lead relative to the reference band.

We start by looking at the 2009 data only. As with the lag-frequency analysis in Chap. 4, the data are divided into 10 ks segments (giving 490 ks of total data) with \( dt = 10 \text{s} \), and sorted into 3 flux intervals. Fig. 6.1 shows the lag as a function of energy.
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for low \((0.5 - 1.5 \times 10^{-4} \text{ Hz})\) and high \((4.5 - 6.5 \times 10^{-4} \text{ Hz})\) frequencies for the high, medium and low flux intervals. We use the 0.2–0.4 keV band as the reference, as this has a high S/N. As the soft energies dominate the count rate in NGC 4051, we find the choice of reference band over a wider band (e.g. 0.2–10 keV) has little effect on the shape of the lag-energy spectra, the only change being where the data are shifted relative to zero lag.

For the high flux intervals we compute the lag-energy for 20 approximately logarithmically spaced energy bins. At low frequencies (panel (b) Fig. 6.1) harder bands lag softer ones, with an increase in lag with increasing energy separation. The increase with energy is approximately log-linear and is consistent with results found in BH-XRBs (e.g. Miyamoto & Kitamoto 1989; Nowak et al. 1999) and AGN (e.g. Arévalo et al. 2008; Zoghbi & Fabian 2011; Kara et al. 2013). At high frequencies (panel (a) Fig. 6.1), softer bands lag harder ones, however the shape of the lag-energy spectra is different than observed at low frequencies. There appears to be a positive lag between the 5–7 keV bands and the energy bands directly higher or lower. A feature of this type has been associated with iron Kα reverberation in a number of sources (e.g. Kara et al. 2013). The average lag between the 5–7 keV band and adjacent energy bands is \(\sim 150 \text{ s}\).

For the low and medium flux intervals we compute the lag-energy for 13 approximately logarithmically spaced energy bins, due to the worse S/N at these fluxes. The lag-energy spectrum is seen to change direction at certain energies, compared to the high flux intervals. For the low frequency range (panel (d) Fig. 6.1), at energies above \(\sim 2 \text{ keV}\) the energy band is seen to lead the reference band, with the band lead increasing with energy. In the high frequency range (panel (c) Fig. 6.1), the medium flux shows a positive lag between \(\sim 2-3 \text{ keV}\) and energy bands below \(\sim 2 \text{ keV}\). There is also a positive lag between \(\sim 3 \text{ keV}\) and higher energies up to the 5–7 keV band. This feature is similar in shape to a broadened iron Kα feature, although we note the large error bar on the 7-10 keV band. The low flux lag is consistent with zero lag at all energies, except for a positive lag in the 5–7 keV band. However, this feature is only 2σ detection.

Clear changes in the lag-energy spectrum with source flux are evident in Fig. 6.1. We investigate this change further by computing the lag as a function of energy in 15 non-overlapping frequency bins over the \(1 - 14 \times 10^{-4} \text{ Hz}\) range. The frequency bins used are equivalent to the geometrically spaced bins, which increase in bin width by a factor \(\sim 1.1\), used in the lag-frequency analysis in Section 4.3. In Fig. 6.2 we show the lag as a function of energy and frequency for the high, medium and low flux intervals. The 0.3–10 keV band is used as a reference band to maximise the S/N, so the lag represents the average energy band lag/lead, where a more positive value denotes a band lag. The grid has been smoothed in order to make the changes in lag magnitude with energy and frequency more clear. These results agree with the lag-energy at the frequency bands
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Figure 6.2: The X-ray time lag as a function of energy and frequency for the three flux levels in NGC 4051. The 0.3–10 keV band is used as a reference band, so the lag represents the average energy band lag/lead, where a more positive value denotes a lag.

We now explore the lag-energy in the 2001 XMM-Newton data. This observation has a mean count rate of 17.8 ct/s\(^{-1}\). A time bin size of 10 s and segment size of 10 ks is used, providing 11 segments in total for the averaging process. We treat this observation separately from the 2009 data, due to any structural changes that may have occurred in the system over the \(\sim 8\) year period. The high count rate of the 2001 data means we can treat this as a separate flux level (very high), which we show in the top panels of Fig. 6.3. We now compute the lag energy at 13 logarithmically spaced energy bins for 4 different frequency bands, as shown in Fig. 6.3. We also show the high, medium and low flux level lag-energy spectra for the 2009 observations in Fig. 6.3. Each row is a different flux level, and each column a different frequency band.

The very high (2001) at the lowest frequency band shows the well established trend of increasing lag magnitude with increasing energy separation. The trend is approximately log-linear. The magnitude of the lag is greater for a given energy band, than in the high flux data, although with large error bars. At high frequency bands in the very high flux data, no obvious features are visible, except for a negative lag between \(\sim 3 - 4\) keV and...
lower energy bands. There is also a slowly rising positive lag from the $\sim 3 - 4$ keV band to increasingly higher energies.

When comparing all flux levels at a given frequency band, there appears to be a ‘pivoting’ of the lag-energy spectra at energies of $\sim 1$ keV and higher. This is most apparent in the lowest frequencies (left most column in Fig. 6.3). As the flux drops the lag above 1 keV switches from a more positive lag with increasing with energy, to a more negative lag with increasing energy. This is also seen at higher frequencies to some extent, after accounting for any possible iron K$\alpha$ features.
Figure 6.3: Exploring the lag-energy spectra as a function of flux and frequency in NGC 4051. Each row represents a different flux level, and each column is the lag-energy spectra for a given frequency band. The 2009 data is divided into the high, medium and low flux (second, third and bottom rows), whilst the very high flux (top row) is solely the 2001 data.
Figure 6.4: Covariance and time-integrated spectra for the high, medium and low flux levels. For each flux level we show the time-integrated (black), total frequency band covariance spectrum (red), and covariance spectrum for the frequency bands: $0.5 - 1.5 \times 10^{-4}$ Hz (yellow); $2.5 - 4.5 \times 10^{-4}$ Hz (green); $4.5 - 6.5 \times 10^{-4}$ Hz (blue). The lower panels show the covariance/time-integrated ($F_{\text{covar}}$).
6.3 Covariance spectrum

In this section we look at the variability spectrum, in order to understand which spectral components are dominating the variability at different timescales. The rms-spectrum shows the total variance in an energy band for a given variability timescales. However the S/N can be limited in low count rate data, particularly at hard energies. Instead, we use the covariance spectrum Wilkinson & Uttley (2009) calculated in the frequency domain (see Section 2.6).

In the previous section we found a frequency dependence to the lag-energy spectrum. The covariance spectrum can be used to study the strength of the variable components as a function of frequency. We estimate the mean (time-integrated) and covariance spectrum for each flux level using the same segment length and time binsize as in the previous section. The spectra are estimated in 50 non-overlapping energy bins. In Fig. 6.4 we show the mean (black), total frequency band covariance spectrum (red), and covariance spectrum for the frequency bands: $0.5 - 1.5 \times 10^{-4}$ Hz (yellow); $2.5 - 4.5 \times 10^{-4}$ Hz (green); $4.5 - 6.5 \times 10^{-4}$ Hz (blue). The yellow and green curves therefore represent the covariance spectrum at the frequency bands used for the lag-energy spectra in Fig. 6.1.

The lower panels in Fig. 6.4 show the covariance/mean ($F_{\text{covar}}$), analogous to the fractional rms spectrum ($F_{\text{var}}$; e.g. Vaughan et al. 2003). A drop in $F_{\text{covar}}$ can be seen around $\sim 6$ keV in all fluxes, and a drop around $\sim 1$ keV can be seen in the medium and low fluxes. The $F_{\text{covar}}$ spectrum also appears to harden as the flux drops. This agrees with the $F_{\text{var}}$ spectrum from the 2001 and 2002 NGC 4051 data by Ponti et al. (2006). However, the high flux $4.5 - 6.5 \times 10^{-4}$ Hz $F_{\text{covar}}$ (blue curve in Fig. 6.4 lower left panel) does not show the drop at $\sim 6$ keV.

6.4 Modelling the covariance spectrum

In this section we model the covariance spectra for the two frequency bands used for the lag-energy in Fig. 6.1, i.e low ($0.5 - 1.5 \times 10^{-4}$ Hz; LF) and high ($4.5 - 6.5 \times 10^{-4}$ Hz; HF). The models are simplistic descriptions of the data, trying only to capture the components that could be responsible for causing and delayed emission. For a given frequency band, we simultaneously fit each model across the three flux levels. All models give a reasonable fit to the data. In the we do not show the full details of the model fits. In each model we use an XSTAR grid (Bautista & Kallman 2001) to model the warm absorption. The column density is tied across flux, but the ionisation parameter $\xi$ is free to vary with flux. An angle of $30^\circ$ is assumed for all reflection models. All components are absorbed by a galactic column of $N_H = 4 \times 10^{20}$ cm$^{-2}$ using TBABS (Wilms et al.
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6.4.0.1 Neutral reflection and a separate soft X-ray excess

This model consists of a blackbody (BBODY), a separate soft X-ray excess component (COMPTT; Titarchuk & Lyubarskij 1995) as thermal Compton scattering of the blackbody seed photons, and then in turn provides seed photons to produce the coronal emission from Compton upscattering (NTHCOMP). This coronal emission illuminates the disc and produces a neutral reflection spectrum. The reflection is modelled with PEXMON (Nandra et al. 2007) convolved with KDBLUR (Laor 1991; Fabian et al. 2002) for the blurring from a region with inner radius fixed at $10R_g$. The resulting fit of this model to the LF and HF covariance spectra is shown in Fig. 6.5. This corresponds to model COMP-COMPTT in Jin et al. (2013) and is intended to represent a physical situation in which there is an optically thick comptonising medium between the cool disc and hot corona, which produces a smooth soft excess. For both the LF and HF covariance spectra the contribution of the COMPTT component relative to intrinsic power-law emission increase as the flux decreases.

6.4.0.2 Ionised reflection

This model consists of blackbody which provides the seed photons for the primary coronal component. The reflection is ionised (REFLIONX; Ross & Fabian 2005), which also produces the soft-excess component (from e.g. N, O, Ne and Fe L emission lines). The inner disc radius is fixed at $3R_g$ using the KDBLUR convolution model. The resulting fit of this model to the LF and HF covariance spectra is shown in Fig. 6.6. This corresponds to model REFL of Jin et al. 2013 and is intended to represent a physical situation in which the bulk of the soft excess flux is produced by reflection off a highly ionised accretion disc close to the black hole. For the LF covariance spectra, the contribution of the ionised reflection at soft energies increases as the flux drops. This is also evident in the HF covariance spectra.

6.4.0.3 Composite model

This model is identical to the ionised reflection model, except now we include an additional cooler Comptonisation component (COMPTT) to model the soft excess. The resulting fit of this model to the LF and HF covariance spectra is shown in Fig. 6.7. For both the LF and HF covariance spectra the relative contributions of the COMPTT and the primary power-law remain approximately constant as the flux decreases. The contribution of the ionised reflection increases as the flux level drops.
Figure 6.5: Neutral reflection model fits to covariance spectra as a function of frequency and source flux. The models are 'unfolded' using XSPEC and are plotted in $E^*F(E)$ style. The model consist of a blackbody (red), absorbed power-law (blue), neutral reflection (green) and a cooler comptonising component (light blue). The left panels are the LF and the right panels are the HF, with high to low flux from top to bottom.
Figure 6.6: Ionised reflection model fits to covariance spectra as a function of frequency and source flux. The models are ‘unfolded’ using XSPEC and are plotted in $E^4 F(E)$ style. The model consists of a blackbody (red), absorbed power-law (blue) and ionised reflection (green). The left panels are the LF and the right panels are the HF, with high to low flux from top to bottom.
Figure 6.7: Composite model fits to covariance spectra as a function of frequency and source flux. The models are 'unfolded' using XSPEC and are plotted in $E^*F(E)$ style. The model consist of a blackbody (red), absorbed power-law (blue), ionised reflection (green) and a cooler comptonising component (light blue). The left panels are the LF and the right panels are the HF, with high to low flux from top to bottom.
6.5 Modelling the lag-energy

In this section we model the low and high frequency lag-energy spectra using the spectral models used to fit the covariance spectra. For each model we take the fractional contribution of each component to the covariance spectrum. Each component is then scaled by some average lag in order to match the observed lag-energy spectra. We note that no lag-energy model fitting is performed here, the lag-energy models simply represent the lag prediction we would expect to see for the given spectral models. The predicted lag magnitudes for each component are adjusted to give the best description of the lag-energy data.

Fig. 6.8 shows the fractional contribution of each component for the neutral reflection model and the resulting lag-energy model for the LF data. For the high flux data the COMPTT component lags the BB by 100 s, with the power-law (PL) component 100 s after that. The reflection component lags the PL by a further 300 s. We can see that this model gives a reasonable description of the data. For the medium and high flux data (middle and right panels of Fig. 6.8) the softer energies are seen to lag the harder energies. As the PL dominates the harder energies assume therefore assume that the PL variations occur first, followed by the BB 150 s later, and the COMPTT component 100 s after that. Again the reflection follows the PL by 300 s. The data are described well at energies below $\sim 0.7$ keV and above $\sim 2$ keV. However, the model fails to reproduce the lag at energies between $\sim 0.7 - 2$ keV.

Fig. 6.9 shows the lag-energy model for the HF data. For the high and medium flux levels we assume the PL variations are followed by the BB with a 60 s lag, the COMPTT component follows 50 s after that and the reflection is 100 s behind the PL. Again, this model fails to describe the lags in the $\sim 0.7 - 2$ keV band. At low fluxes the BB and COMPTT follow the PL by 10 s, and the reflection follows the PL by 300 s.

The ionised reflection model prediction of the LF lag-energy spectra is shown in Fig. 6.10. We use the same lag magnitudes to the neutral reflection model, except no COMPTT component is used. The high flux data don’t appear to be described very well by this model at energies above 2 keV. Increasing the lag between the PL and reflection component produces too great a lag around 1 keV. The medium and low flux data are described reasonably well by this model, although again the model isn’t quite describing the lag at energies between $\sim 0.7 - 2$ keV. Fig. 6.11 shows the predicted ionised reflection lag-energy model for the HF data. The data are reasonable well described by the model, although the $\sim 0.7 - 2$ keV band in the high flux are not matched by the model. The magnitude of the lag at $\sim 0.6$ keV in the low flux data is too large, resulting from the large contribution of the reflection component at these energies.
Fig. 6.12 shows the composite model prediction for LF lag-energy data. Each component is given the same average lag as in the neutral reflection model. The high flux data is described quite well by this model, although the lag at high energies is not as long as in the neutral reflection model. The medium and low fluxes are well described, except around $\sim 0.7 - 2$ keV. Fig. 6.13 shows the composite model prediction for HF lag-energy data. At high and medium fluxes, the $\sim 0.7 - 2$ keV band is not well described by the data. At low fluxes, this model seems to predict a too long lag at $\sim 0.6$ keV and the lag in the iron Fe K$\alpha$ band is not large enough.
Figure 6.8: Neutral reflection model to low frequency lag-energy spectrum. The upper panels show the fraction of each component to the covariance spectrum fit, for the PL (red), BB (blue), COMPTT (green) and reflection (black). The lower panels show the resulting lag-energy model.
Figure 6.9: Neutral reflection model to high frequency lag-energy spectrum. The upper panels show the fraction of each component to the covariance spectrum fit, for the PL (red), BB (blue), COMPTE (green) and reflection (black). The lower panels show the resulting lag-energy model.
Figure 6.10: Ionised reflection model to low frequency lag-energy spectrum. The upper panels show the fraction of each component to the covariance spectrum fit, for the PL (red), BB (blue) and reflection (green). The lower panels show the resulting lag-energy model.
Figure 6.11: Ionised reflection model to high frequency lag-energy spectrum. The upper panels show the fraction of each component to the covariance spectrum fit, for the PL (red), BB (blue) and reflection (green). The lower panels show the resulting lag-energy model.
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Figure 6.12: Composite model to low frequency lag-energy spectrum. The upper panels show the fraction of each component to the covariance spectrum fit, for the PL (red), BB (blue), COMPTT (green) and reflection (black). The lower panels show the resulting lag-energy model.
Figure 6.13: Composite model to high frequency lag-energy spectrum. The upper panels show the fraction of each component to the covariance spectrum fit, for the PL (red), BB (blue), COMPTT (green) and reflection (black). The lower panels show the resulting lag-energy model.
6.6 Energy and flux resolved PSD

The PSD of the 2009 data was estimated using standard techniques (van der Klis 1989, see Section 2.3). The segment length (10 ks), binning (10 s) and count rate selection of flux intervals was the same as the lag-energy analysis in Section 6.2. Fig. 6.14 shows the resulting PSD estimates with absolute normalisation for 3 energy bands: 0.2–1 keV, 1–2 keV and 2–10 keV. The PSDs have been rebinned in geometrically spaced frequency bins which increase by a factor of 1.2. A higher frequency resolution is used for the PSD in order to pick out any structure that may be present. The Poisson noise was estimated as described in Table 2.1. For a given energy band, a clear change in the amplitude can be seen (in absolute units), however there is little change in shape. A peaked feature can be seen in the PSD at $\nu \sim 6.5 \times 10^{-4}$ Hz, which is most obvious in the medium flux PSD (middle panel of Fig. 6.14). The location of this peak is approximately consistent with the frequency at which the soft lags are observed in the high flux intervals (see Fig. 4.1). The significance of this peak is explored in Section 6.7.

In Fig. 6.15 we show the same data but with rms normalisation. The Poisson noise is again estimated as described in Table 2.1. Here we can clearly see how the power in the 0.2–1 keV band drops with source flux.

6.7 Bending power-law and Lorentzian profile fit to PSD

Motivated by the presence of a peak in the PSD we explore this feature with model fitting. Peaks in the power spectra of XRBs and AGN are QPOs, which are typically modelled in terms of Lorentzian line profiles in addition to a smooth continuum. In order...
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Figure 6.15: Power spectra (PSD) in rms units as a function of energy and flux for NGC 4051. PSD is shown for the 0.2–1 keV (red), 1–2 keV (green) and 2–10 keV (purple) energy bands.

to assess the significance of the peak we first fit a continuum model PSD. We fit only the 0.2–1 keV from the medium flux interval, as this shows the strongest evidence for this feature. McHardy et al. (2004) and Vaughan et al. (2011) found an adequate description to the data with a bending power law

\[ p(\nu) = \frac{N\nu^{\alpha_{\text{low}}}}{1 + (\nu/\nu_{\text{bend}})^{\alpha_{\text{low}}-\alpha_{\text{high}}}} \]

(6.1)

where \( \alpha_{\text{low}} \) is the low frequency slope, \( \alpha_{\text{high}} \) is the high frequency slope, \( \nu_{\text{bend}} \) is the bend frequency and \( N \) is a normalisation constant.

The model fitting was performed in XSPEC v12.8.1 using a \( \chi^2 \) fit statistic. Errors quoted on parameters correspond to 90 per cent confidence intervals. We first fit just the bending power-law model plus a constant component for the Poisson noise to the data. We fix \( \alpha_{\text{low}} \) at -1.1, since this has been well constrained from RXTE observations (McHardy et al. 2004). The best fitting values for the bending power-law model free parameters were \( \nu_{\text{bend}} = 1.77 \pm 1.10 \times 10^{-4} \) Hz and \( \alpha_{\text{high}} = -2.28 \pm 0.10 \). The fit statistic \( \chi^2 = 46.17 \) for 41 degrees of freedom (dof), giving a null hypothesis probability \( p = 0.27 \). These results are consistent with the PSD fitting in Vaughan et al. (2011).

We next add the Lorentzian component to the model, described by

\[ l(\nu) = \frac{K(\sigma/2\pi)}{(\nu - \nu_{\text{L}})^2 + (\sigma/2)^2} \]

(6.2)

where \( \nu_{\text{L}} \) is the centroid frequency, \( \sigma \) is the FWHM of the line profile and \( K \) is a normalisation constant. We again fixed \( \alpha_{\text{low}} \) at -1.1, and refit the free model parameters. The best fitting model parameters were \( \nu_{\text{bend}} = 1.01 \pm 1.27 \times 10^{-4} \) Hz, \( \alpha_{\text{high}} = -2.19 \pm 0.12 \), \( \nu_{\text{L}} = 6.6 \times 10^{-4} \) Hz, \( \sigma = 1.04 \pm 0.93 \times 10^{-4} \) Hz and \( K = 0.209 \pm 0.095 \). The fit statistic...
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Figure 6.16: Model fit to PSD including a bending power law and Lorentzian profile.

was $\chi^2 = 38.18$ for 38 dof, giving a null hypothesis probability $p = 0.46$. The model including the Lorentzian profile therefore has a $\Delta \chi^2 \sim 8$ for three interesting parameters. To estimate the significance of QPO we use the error on the Lorentzian normalisation, showing a $\sim 2.2 \sigma$ detection. The quality factor $Q = \nu_L/\sigma \sim 6$. Values of $Q \sim 5-10$ are typical values of high frequency QPOs in BH-XRBs (e.g. Remillard et al. 2002, 2003).

6.8 Discussion

We have studied the energy dependent X-ray time lags in the NLS1 galaxy NGC 4051. For a given frequency band, the lag-energy spectrum shows a strong dependence on source flux. At high flux and low frequencies, a positive (hard) lag is observed, with an approximately log-linear dependence on the lag with energy. This is characteristic of the low frequency lag-energy spectra observed in several AGN (e.g. Zoghbi et al. 2012; Zoghbi et al. 2013; Kara et al. 2013). As the flux drops, the direction of the lag above $\sim 1$ keV changes, now with softer bands lagging harder bands. At high frequencies, the high flux shows a more positive lag at softer energies and a possible iron K$\alpha$ feature is observed. In the medium and low flux levels, the softer bands are also seen to lag harder bands. The observed changes in flux are consistent with the flux dependence on lag-frequency presented in Chap. 4.

A positive lag can be seen between the 5–7 keV energy bands and adjacent bands, with an average time lag of $\sim 150$ s (see Fig. 6.1). It is tempting to associate this feature with an iron K$\alpha$ lag, as has been claimed in several sources (e.g. Kara et al. 2013). In Kara et al. (2013) they plot the observed magnitude of the iron K$\alpha$ lag for several sources
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as a function of black hole mass (see their Fig. 12). They find the sources are consistent with the reverberation taking place within the central $\sim 1 - 6R_{\text{g}}$. If the lag in this band in NGC 4051 is interpreted as a signature of reverberation then for $M_{\text{BH}} \sim 2 \times 10^6 \, M_{\odot}$ this corresponds to reverberation taking place on a size scale of $>6R_{\text{g}}$.

We modelled the covariance spectrum at frequencies of the observed lag-energy spectra using the sum of spectral components (modified by absorption). These models had either a cooler comptonising component for the soft excess, or ionised reflection, or both. All three models gave acceptable fits to the covariance spectra at LF and HF ranges. For each spectral model, a clear increase in the relative strength of the soft excess component is found as the flux decreases. This is matched by a decrease in the strength of the power-law component, which dominates the spectrum above $\sim 2$ keV, as the flux decreases.

For the first time, we have modelled the lag-energy spectrum of an AGN using the weightings of the components from fitting the covariance spectra, albeit in a simplified manner. Kara et al. (2013) and Zoghbi et al. (2011) constructed model lag-energy curves based on spectral components fitted to the time-average spectrum. Here we use model components based on fitting to the covariance spectrum, since this directly represents the spectra of the correlated, variable components. The three spectral models used all gave an equally good description of the data. The largest discrepancies in the lag-energy modelling occurs at energies around $\sim 0.7 - 2$ keV. One explanation for these discrepancies could be the fact that we use a constant time delay as a function of energy for the power-law spectral component. This component is likely to have a frequency and energy-dependent time lag, if these are intrinsic lags from the propagation of mass accretion rate fluctuations model (e.g. Arévalo & Uttley 2006). Increasing the time delay as a function of energy for the power-law component in the model may account for the observed discrepancy. This simplistic approach highlights the need to account for any lags that increase as a function of energy in the power law component, when using the weightings of spectral components to model the lag-energy spectrum.

The PSD in Fig. 6.15 shows evidence for two variability mechanisms, each with a different energy dependence. The process dominating at higher frequencies has a harder energy dependence. As we have known some time (e.g. Vaughan et al. 2003; Vaughan et al. 2011) that the PSD is flatter at higher energies. This is equivalent to saying the rms (or covariance) spectrum must get harder at high frequencies, as is observed in e.g. Fig. 6.7. This work is starting to disentangle the origin of this by explicitly modelling the covariance and lag-energy using spectral models. The strong change in the lag energy with flux could indicate that the variations in the hard band are dominated by some other emission component at the lowest fluxes. This component contributes flux and variability
power to the hard band, but is swamped by the softer (power law) continuum at higher fluxes.
The most exciting phrase to hear in science, the one that heralds new discoveries, is not ‘Eureka!’ but ‘That’s funny...’

Isaac Asimov
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X-ray time delays in the Narrow Line Seyfert 1 galaxy PG 1244+026

7.1 Introduction

A subset of NLS1s (the ‘complex’ NLS1s; Gallo 2006) can also show much more dramatic variability than seen in broad line Seyfert 1s (BLS1s), with deep dips in their X-ray light curves where their spectra appear dominated by reflection (Fabian et al. 2004; 2009). Hence these should give the clearest detections of reverberation lags, contrasting with the ‘simple’ NLS1, which show only moderate reflection and variability amplitude Gallo 2006. NLS1s typically show stronger soft X-ray excesses than broad line AGN (e.g. Boller et al. 1996; Middleton et al. 2007), so the soft lag signature should be strong in all these systems if the soft excess is from reflection. However, detailed spectral decomposition shows that the majority of the strong soft X-ray emission in NLS1s can be attributed to direct emission from the accretion disc, itself extending into the soft X-ray bandpass. There is still a ‘true’ soft X-ray excess (which can again be made from either ionised reflection or an additional component) in addition to the disc and coronal components, but it is actually smaller than in broad line objects (Jin et al. 2012a;2012b; Done et al. 2012; Jin et al. 2013; hereafter J13, cf Ross et al. 1992).

PG 1244+026 is one such ‘simple’ NLS1. Using a 120 ks XMM-Newton observation, J13 used frequency resolved spectroscopy (e.g. Revnivtsev et al. 1999) to study the origin of the ‘true’ soft X-ray excess in this source. The fastest variability (timescales
7.2 Observations and data reduction

PG 1244+026 was observed by XMM for ~ 123 ks in December 2011 (OBS ID: 0675320101). The timing analysis in this chapter uses data from the EPIC-pn camera (Strüder et al., 2001) only, due to its higher throughput and time resolution. The raw data were processed from Observation Data Files following standard procedures using the XMM Science Analysis System (SAS v13.0.0) with a 20 arcsec circular extraction region.

Figure 7.1: PG 1244+026 background subtracted light curves for the soft (0.3–7 keV), hard (1.2–4.0 keV) and total (0.2–10 keV) energy bands. The dark grey curve in each plot is the background count rate.

≤ 5000 s) has a spectrum in which the soft X-ray excess is less prominent than in the time averaged spectrum, as expected if the corona is closest to the black hole so has more rapid variability than the soft excess and disc emission (J13). However, little of this rapid variability of the soft X-ray excess is correlated with the 3–10 keV light curve. This seems to rule out an ionised reflection origin for the majority of the soft X-ray excess, since ionised reflection produces simultaneously the soft X-ray excess and the Fe Kα line and reflection continuum at higher energies (J13).

In this chapter we explore the time lags from PG 1244+026 as a function of frequency and of energy. We model the lag-frequency spectra using simple analytical transfer functions. The lag-energy spectra is modelled using simple simulations.
7.3 Lag as a function of frequency

7.3.1 The power spectrum

We use 0.3–0.7 keV as a soft band to maximise the disc and soft X-ray excess components, with little contamination from the hard X-ray coronal emission, and 1.2–4 keV as a hard band to maximise the coronal emission, with little contamination from the soft X-ray excess or reflected iron Kα emission (J13, see also Fig. 4a). These bands have mean count rates of 3.2 and 0.7 ct s⁻¹ respectively. The total (0.2–10 keV) energy band has a mean count rate of 6.6 ct s⁻¹. The light curve for the soft, hard and total (0. energy bands are shown in Fig. 7.1.

The upper panel in Fig. 7.2 shows the Poisson noise subtracted power spectra with rms normalisation for the hard (blue) and soft (black) bands, with the Poisson noise level
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Figure 7.3: Model fit to hard band PSD using a power-law model. The solid black line is the power-law component and the dotted black line is the Poisson noise estimate from the model fitting.

indicated by the dashed lines. So that we can perform Monte Carlo simulations using the properties of the observed light curves, we estimate the PSD using a simple power-law plus constant to model the Poisson noise: \( P(\nu) = A\nu^{-\alpha} + P_N \). As the hard band suffers more from the effects of Poisson noise, we estimate the PSD in this band. The model fitting was performed in XSPEC v12.8.1 using a \( \chi^2 \) fit statistic. Errors quoted on parameters correspond to 90 per cent confidence intervals. The best fitting values for the free parameters were \( \alpha = 1.31 \pm 0.11 \), \( A = 1.4 \pm 1.15 \times 10^{-4} \) and \( P_N = 1.31 \pm 0.03 \). The fit statistic \( \chi^2 = 21.9 \) for 24 degrees of freedom (dof), giving a null hypothesis probability \( p = 0.58 \). The best fit power-law model to the hard band PSD with absolute normalisation is shown in Fig. 7.3.

7.3.2 The observed lag-frequency

We compute cross spectra following the method outlined in Section 2.4. We estimated cross-spectral products by first averaging the complex cross-spectra values over non-overlapping segments of time series, and then averaging in geometrically spaced frequency bins (each bin spanning a factor \( \sim 1.3 \) in frequency). For the analysis in this paper we use segment sizes of 20 ks and time bins of 20 s, leaving 6 segments in total. We use these to calculate the coherence between the hard and soft both before (blue) and
after (black) Poisson noise correction. The noise corrected coherence is high (\(\sim 0.9\)) for frequencies up to \(\sim 1.5 \times 10^{-4}\) Hz, showing that soft and hard band variations are very well correlated on timescales longer than a few ks, but then drops to \(\sim 0.5\) between \(\sim 1.5 - 10 \times 10^{-4}\) Hz, and becomes well correlated again at frequencies higher than \(\sim 1.5 \times 10^{-3}\) Hz.

The lower panel shows these frequency dependent time lags between the soft and hard bands, where we follow convention by using a negative time lag to indicate the soft band lagging behind the hard band (hereafter ‘soft lags’).

The lag-frequency spectrum shows a hard lag at frequencies below \(\approx 2 \times 10^{-4}\) Hz, whereas between \(\approx 3 \times 10^{-4}\) and \(2 \times 10^{-3}\) the soft emission lags the hard, with a maximum soft lag of \(\sim 250\) s at \(\sim 4 \times 10^{-4}\) Hz. This shape is similar to that seen in other sources, and seems to be quite common in low-redshift, X-ray variable AGN (e.g. Fabian et al. 2009; Emmanoulopoulos et al. 2011; De Marco et al. 2013b; Alston et al. 2013a).

### 7.3.3 Modelling the lag-frequency

In this section we model the lag-frequency spectra using simple analytical models. Following the approach of Alston et al. (2013a) (see also Chap. 6) we use a top hat (TH) response functions (or transfer functions when discussing the response function in the
Fourier domain), as well as a power law (PL) dependence on lag-frequency, to model the frequency dependent time delays. The response functions can be present in either the hard band, the soft band or both, together with a δ-function response to account for direct (unreprocessed) emission. We fit the lag-frequency data using standard \( \min(\chi^2) \) fitting techniques, integrating the model over the bin width, rather than fitting just at the bin centre.

A roughly power law (PL) frequency dependence of the hard X-ray time lag is well established in X-ray binaries (e.g. Miyamoto et al. 1988; Nowak et al. 1999; Pottschmidt et al. 2000), at least at low frequencies, and consistent results from AGN have been reported several times (e.g. Papadakis et al. 2001; Vaughan et al. 2003; McHardy et al. 2004; Arévalo et al. 2006). We therefore consider a PL model of the form \( \tau(f) = N f^{-\alpha} \) with \( \alpha \approx 1 \). However, a power law response function alone (with no δ function) for the hard band gives an unacceptable fit to the lag-frequency data \( (p < 10^{-8}) \), as this predicts only positive (hard) lags.

We next model the response of the system assuming a δ function in the soft band, and a δ function plus TH in the hard band. The parameters of the TH are start time \( t_0 \), width \( w \) and area \( S \) (which sets the intensity of delayed emission relative to the direct emission). This was used to model distant reflection by Miller et al. (2010), but the physical picture here is that it models the propagation time delays, as there is probably little reflection contributing to our ‘hard’ (1.2-4 keV) bandpass (see Alston et al. 2013a, J13). However, irrespective of the way this is interpreted, this can reproduce both positive and negative lags from ‘ringing’ in the Fourier domain as a result of the sharp edges of the impulse response function (Miller et al., 2010). This model also gives a poor fit to the data \( (p \sim 10^{-4}) \) as the resulting negative lag from ringing is too sharp to explain the broad frequency range of the observed soft lag (see also Zoghbi & Fabian 2011; Emmanoulopoulos et al. 2011).

We next considered models including an additional TH response in the soft band response, where this soft TH is now physically modelling a reverberation response to the direct emission, whereas the TH in the hard band is modelling propagation lags. Thus the total model is a δ function plus TH in both hard and soft bands, giving a total of 6 free parameters (3 for each TH). We find a good fit to the data with \( \chi^2 = 9 / 5 \) d.o.f \( (p = 0.1) \). The full resolution model is shown as the red solid line (Fig. 7.4). The hard response parameters are: \( t_0^h = 330 \pm 80 \)s, \( w^h = 1780 \pm 220 \)s, and \( S^h = 1.1 \pm 0.3 \), while the soft response parameters are: \( t_0^s = 0 \pm 100 \)s, width \( w^s = 1520 \pm 140 \)s, and scaling fraction \( S^s = 1.4 \pm 0.5 \).

The effect of the response functions can be separated out by calculating the resulting lag-frequency model assuming that the response function in the other band is simply a δ
function. If the soft band response is replaced by a $\delta$ function then the TH in the hard causes the hard band variations to lag the soft band variations (dashed line). Conversely if the hard band response is replaced by a $\delta$ function then the TH in the soft band causes the soft to lag the hard (dotted line), but the soft lag extends to higher frequencies due to the narrower width of the TH in the soft band than in the hard. The total response is the sum of these two segments.

The typical propagation lags of the hard band behind the soft band are $\sim 1000$ s, while the typical reverberation timescale lags of the soft band behind the hard band are of order $\sim 750$ s. It is this timescale which gives the size scale of the reprocessor, not the lag of $\sim 250$ seconds as given from the cross-spectrum as the latter does not include the effect of dilution of the lagged flux (TH) by the direct flux ($\delta$ function) (see e.g. Miller et al. 2010; Wilkins & Fabian 2013). Hence the reprocessing typically occurs on size scales of $15R_g$ for a black hole mass of $10^7 M_\odot$.

We note that the model still does not quite match the soft lags observed at the highest frequencies. We could improve the fit by adding another TH in the soft band, starting from $t_{0}^{2} = 0$ with width of $\sim$ few hundred seconds. This would skew the response more towards shorter timescales i.e. to weight the reverberation towards smaller distance material. Given the limited frequency resolution, such a complex model will over-fit the data.

### 7.3.4 Flux dependence of the lag-frequency

A dependence of the lag-frequency with source flux has been observed in the highly variable NLS1 galaxies NGC 4051 (Alston et al. 2013a) and IRAS 13224-3809 (Kara et al. 2013). In NGC 4051 the change with flux level was attributed to different spectral components dominating the broadband X-ray spectra at different flux levels. In IRAS 13224-3809 the change in lag-frequency with flux level was interpreted as arising from changes in the coronal geometry.

A flux dependence on the lag-frequency has been reported in several objects (NGC 4051; Alston et al. 2013a, IRAS 13224-3809; Kara et al. 2013; Ark 564; Chap. 5). In Fig. 7.5 we show the flux dependence on lag-frequency for PG 1244+026. The total (0.2–10 keV) energy band mean count rate is 6.2 and 5.1 ct s$^{-1}$ for the high and low fluxes respectively. Each flux bin contains only three 20 ks segments, and hence the large error bars. Despite this, a tentative change with flux is observed, with the frequency of the soft lag appearing to shift to higher frequencies as the flux level drops. Given the large error bars we do not attempt to model the lag-frequency spectra.
The frequency resolved lag-energy spectrum

The observed lag-energy spectra

A lag-energy spectrum can be calculated over a given range in frequency by estimating the cross-spectral lag between a light curve in each energy band with respect to the frequency resolved lightcurve over a broad reference band (e.g. Zoghbi & Fabian 2011). We take our reference band as the hard band in the previous lag-frequency work i.e. the 1.2–4.0 keV light curve minus the energy band for which the lag is being computed so that we never have correlated Poisson noise. A positive lag indicates the given energy bin lags the broad reference band (so soft lags are now positive). The lag has not been shifted to a zero level, so the lag represents the average lag or lead of that energy band to variability over this frequency range.

Motivated by the lag-frequency plot, we calculate the lag-energy over three frequency ranges, one focused on the hard lags \((0.8 - 2 \times 10^{-4} \text{ Hz}, \text{low frequency, hereafter LF})\), one centred around the most negative (soft) lags \((3 - 5 \times 10^{-4} \text{ Hz}, \text{high frequency, hereafter HF})\), and one spanning the remaining negative (soft) lags \((8 - 16 \times 10^{-4} \text{ Hz}, \text{very high frequency, hereafter VHF})\).

Fig. 7.6 shows the lag as a function of energy for the LF, HF and VHF frequencies. At LF (lower panel) the soft energies lead the 1.2–4 keV reference band, with the delay increasing with energy separation. This is consistent with results found in BH-XRBs (e.g.
Figure 7.6: Lag-energy spectrum for low (LF; $0.8 - 2.0 \times 10^{-4}$ Hz), high (HF; $3 - 6 \times 10^{-4}$ Hz) and very high (VHF; $8 - 14 \times 10^{-4}$ Hz) frequencies. A $1.2 - 4.0$ keV reference band was used. The red dashed and solid lines are the 90 and 95 per cent confidence intervals respectively, on the assumption of zero 'true' lag.

Miyamoto & Kitamoto 1989; Nowak et al. 1999) and AGN (e.g. Arévalo et al. 2008; Zoghbi & Fabian 2011; Kara et al. 2013). A possible (2σ significance) lag in the iron K band can be seen, which lags behind the 1.2–4.0 keV reference band by $\sim 500 - 1000$ s.

At HF (middle panel), the softer energies lag the reference band, in agreement with the lag-frequency spectrum in Fig. 7.4. The lag below $\sim 1$ keV is $\sim 200$ s behind the reference band. No iron Kα lag can be seen in the data.

At VHF (upper panel in Fig. 7.6) the soft energies (below $\sim 0.6$ keV) lag the reference band by up to 100 s. Also evident is a feature around iron Kα with a lag of $\sim 150$ s.

The difference in lag-energy between the two soft lag frequency ranges (HF and VHF)
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is surprising. This is the first time that the soft lags have been examined as a function of frequency, and the differences indicate that different processes may be dominating at these two different timescales. We assess the significance of this result firstly by assessing the significance of the lags in the VHF as this regime is more susceptible to Poisson noise, particularly at high energies. We use \(10^4\) Monte Carlo simulations of well-correlated light curves with zero ‘true lag’, with the properties (power spectra, count rates) of the real data. The 90 and 95 per cent confidence intervals are shown as the red dashed and solid lines in Fig. 7.6. The low energy continuum (below 0.6 keV) and iron line lags are both detected at \(\sim 2\sigma\) significance. We also show the 90 and 95 percent confidence intervals for the HF and LF in Fig. 7.6. The soft lag is detected at \(> 2\sigma\) confidence at energies below 1 keV in the HF. At LF, the soft lead at energies below \(\sim 0.8\) keV is detected at \(> 2\sigma\), as well as the lag in the iron Kα band.

### 7.4.2 Modelling the lag-energy spectra

J13 presented several spectral models to explain the time averaged spectrum and the covariance spectra. In this section we re-examine these models in terms of their lag-energy predictions. We model the resulting lag-energy spectra using simulations, similar to the method of Kara et al. (2013). We simulated identical sets of light curves for each energy bin, including independent Poisson noise in each. The light curves of each component (at each energy) were time-shifted and then combined weighted by the strength of the component in the mean spectrum at a given energy. This is clearly a simplification of the effects of an impulse response function on each spectral component, but allows us to approximate the shape of the lag-energy spectrum resulting from the combined effects of multiple components.

#### 7.4.2.1 Neutral reflection and a separate soft X-ray excess

We first use the spectral components identified in J13 (see Fig. 7.7a), where there is a blackbody from intrinsic disc emission (red), a separate soft X-ray excess component (green) which provides seed photons to produce the coronal emission from Compton up-scattering (blue). This coronal emission illuminates the disc and produces a (mostly) neutral reflection spectrum (black) from a region with inner radius of \(\sim 15R_g\) (The spectral fitting shown here was performed by C. Done).

For slow variability, where we are seeing propagation time delays, we assume that the blackbody disc emission leads, followed by the soft X-ray excess, followed by the corona. This gives a good match to the LF lag-energy spectra if the soft excess lags 400 seconds behind the blackbody, and the corona lags by 1500 seconds behind the blackbody. The
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Figure 7.7: a) Left: neutral reflection model: blackbody (red solid), an absorbed power-law emission (blue dot-dashed), separate soft excess component (green dashed), and neutral reflection (orange dotted). b) Right: ionised reflection model including a blackbody (red solid), absorbed power-law emission (blue dot-dashed), a separate soft excess component (green dashed), and ionised reflection (orange dotted). The data are the ‘unfolded’ time-averaged EPIC spectra (see J13). The spectral fitting shown here was performed by C. Done.

soft band emission then leads the hard band by $\sim 1000$ seconds, as required by the lag-frequency fits (see Fig. 7.4). These simulated LF lag-energy spectra are shown in the lower panel of Fig. 7.8.

The HF lag energy can be matched by assuming that some part of the soft excess emission is reprocessed on short timescales, so that it lags behind the corona by 300 seconds (middle panel in Fig. 7.8). No iron K$\alpha$ is seen in the data at this frequency, but we include a 300 second lag for this feature. If an iron K$\alpha$ reflection feature is observed at VHF, and at LF with a longer delay than in the VHF, then we might also expect to see this feature at HF. Its presence in the LF suggests this feature has not been smeared out over the timescale of interest, and hence why we expect to observe it at HF.

An iron line is instead seen in the VHF lag-energy plot. This can be well described if some fraction of the reflected emission lags 200 seconds behind the fastest coronal variability. However, this cannot reproduce the low energy lag seen in the VHF (blue simulations in upper panel of Fig. 7.8). This is better fit by the shape of the blackbody disc. The green simulations in the upper panel of Fig. 7.8 show the VHF lag-energy prediction if both the blackbody and reflected emission lag 200 seconds behind the fastest coronal variability.
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**Figure 7.8:** a) Left: simulated lag-energy spectra for the neutral reflection model, at low (LF; $0.8 - 2.0 \times 10^{-4}$ Hz), high (HF; $3 - 6 \times 10^{-4}$ Hz) and very high (VHF; $8 - 14 \times 10^{-4}$ Hz) frequencies. A 1.2–4.0 keV reference band was used. The green line represents the model including the black body, whereas the blue line does not include a lag from this component. b) Right: simulated lag-energy spectrum for the ionised reflection model, for the LF, HF and VHF ranges. The red line represents the models including the black body, whereas the blue line does not include a lag from this component.

### 7.4.2.2 Ionized reflection and a separate soft X-ray excess

The model above is an extreme interpretation of the spectrum. The reflector is likely to be ionized to some extent, so we explore how this might change the reverberation predictions. We allow reflection to be ionised in the fits. We describe this using the RFXCONV model (Kolehmainen et al. 2011), which is a convolution version of the Ross & Fabian (2005) ionized reflection models, but also include an additional soft X-ray excess as is required by the fast covariance spectra (J13). However, this gives a best fitting model to the time average spectrum for fairly low ionisation $\log \xi = 1.3$, which is again not highly smeared by relativistic effects ($R_{in} = 10R_g$ for standard emissivity of $\eta(r) \propto r^{-3}$). This does not produce much more low energy reflection than the original models, so instead we fix $\log \xi = 3$ to explore the impact of the maximal contribution of reflection at low energies. This requires $R_{in} = 3R_g$ in order to smooth the low energy
atomic features, and so implies high spin, in contrast to the intrinsic disc component in this source which implies low spin (Done et al. 2013). This spectral model is shown in Fig. 7.7b (The spectral fitting shown here was performed by C. Done).

The lag prediction from this maximal reflection model are shown in Fig. 7.8b, calculated using the same lags for each component as before. They are not dramatically different to those from neutral reflection, possibly because the ionised reflection is still a small fraction of the soft band flux, relative to the other components. The additional blackbody variability is still required in the VHF to match the soft lag seen in these data as the reflected emission follows the illuminating spectrum, and there is a downturn in the illuminating spectrum at low energies due to the seed photon energy for Compton upscattering being within the observed bandpass (J13). This downturn limits the amount of reflection at the lowest energies.

### 7.5 Discussion and Conclusions

We show that the X-ray time delays as a function of energy and Fourier-frequency can be constrained in the ‘simple’ NLS1 PG 1244+026 using a 120 ks XMM-Newton observation. The lag as a function of frequency between a hard (1.2–4.0 keV) and a soft (0.3-1 keV) energy band shows the now well established switch from a hard lag at low frequencies to a soft lag at high frequencies. The maximum soft lag of \( \sim 200 \) s is at \( \sim 4 \times 10^{-4} \) Hz but there is also evidence for a second negative lag of \( \sim 100 \) s at \( \sim 1.2 \times 10^{-3} \) Hz.

Modelling the lag-frequency spectrum with simple response functions gives an acceptable fit if both hard and soft bands contain both direct emission (modelled using a \( \delta \)-function response) and a smoothed, time-delayed response (approximated by a top hat response function). We interpret the lagged response in two different ways in the two different bands, with the hard band lag being a result of propagation time delays while the soft band lag results from reprocessing of the primary X-ray spectrum. The soft band response function has a maximum time delay of \( \sim 1500 \) s. For a black hole mass of \( \sim 10^7 M_{\odot} \), this corresponds to reprocessing within \( \sim 20R_g \) of the illuminating source.

We consider the lag as a function of energy in three frequency ranges. The lag-energy data are consistent with the interpretation above. The lowest frequency lag-energy spectra shows the long timescale variability has a lag which increases systematically with energy (Fig. 7.6). This is expected from propagating fluctuations through the accretion flow, where the disc, soft excess and harder X-ray emission from a spatially extended corona are produced at progressively smaller radii. The slow variability originates in the disc, propagates to the soft excess, then propagates to the corona. Each component has its own
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lag, but the smoothly varying change in the contribution of each component with energy results in a smooth lag-energy spectrum.

On shorter timescales, we would not expect the propagating fluctuations to correlate at all across the spectrum, as the disc and soft X-ray excess probably cannot vary much intrinsically on these timescales. The soft lag at these frequencies is therefore interpreted as reprocessing of the intrinsic power-law emission. We split the frequency band over which the soft lag is seen into two, and find evidence for a change in the lag-energy spectra with frequency. The high frequency (HF) variability appears to show a stronger reprocessing response in the soft excess rather than in the reflected component; there is no significant lag at iron Kα, but only at energies below 1.2 keV. The VHF has a lag at iron (and redward) energies, but this is accompanied not by the soft excess but by the blackbody.

The hard X-ray emission from the corona is consistent with an origin in inverse-Compton scattering. The downturn below 0.8 keV in the covariance indicates that the source of seed photons is the soft X-ray excess (J13). This strongly limits the amount of reflection which can contribute to the spectrum below 1 keV. Thus reflection alone is not the only source of lags in this object. An obvious additional source is thermal reprocessing - the thermalisation of the non-reflected, absorbed emission, which leads to heating of the disc and soft X-ray excess regions as they respond to increased illumination. This could give a physical explanation as to why these components are seen to reverberate along with the reflection component. However, it is strange that the soft excess emission requires typically longer to respond to the coronal illumination than the blackbody and iron line. The propagation lags clearly show that the soft excess region lags the blackbody, so is smaller and closer in than the blackbody. We would expect its reprocessed signature to be more evident at higher frequencies than the blackbody as it is closer to the coronal emission region. It may be that the region producing the soft excess has little reflected or reprocessed flux (perhaps because it is too highly ionised), but that it responds to the corona via propagation lags on the blackbody disc response.

The hard band PSD (Fig. 7.2) shows weaker variability power than the soft band at frequencies below $\sim 2 \times 10^{-4}$ Hz (LF). At frequencies above $\sim 2 \times 10^{-4}$ Hz (HF) the power in each band is comparable, with the hard showing a slight excess in power. The hard band shows an obvious excess in power exactly where the VHF soft lag occurs. The coherence also drops to $\sim 0.5$ just above the HF band. This drop in coherence is most easily explained as due to the ‘cross over’ between two independently varying components with quite different energy spectra. At LF and VHF bands, where one component dominates the PSD in both bands, the coherence is high since each component is correlated with itself.
Conclusions and future work

8.1 Summary of work presented in this thesis

In this thesis I have presented several studies on the variability properties of Narrow Line Seyfert 1s (NLS1s). Here we briefly summarise the main results of each chapter.

In Chap. 3 we studied the correlated variability between the UV and X-ray emission in NGC 4051. UV variability is detected on short and long time scales, however the fractional rms amplitude is smaller than that in the X-rays. Fitting the UV PSD with a simple power-law model found a slope of index $\alpha = 2.62 \pm 0.48$. A $\sim 3$ ks UV time lag behind the X-ray variations was detected, indicating a scenario where $\sim 25\%$ of the UV variance is caused by thermal reprocessing of the incident X-ray emission, placing the UV reprocessing region at an annulus of $\sim 300R_g$. However, the analysis was limited by the short lengths of each observation (which means the UV varies only a little within each observation) and uncertainties in the OM photometry.

In Chap. 4 we studied the inter-band X-ray time lags as a function of frequency between a soft and hard band as a function of source flux in NGC 4051, including modelling with simple analytical response functions. We found that in order to model the lag-frequency data we needed to include delayed components in the response functions for both hard and soft bands, and the weighting of the hard reprocessing component was found to decrease with source flux. This result is consistent with reprocessing/reflection on the disc within $\sim 60R_g$ of the central illuminating power-law continuum source. The change in the reprocessing with source flux is consistent with the continuum of spectral variability observed in NLS1s.

In Chap. 5 we apply the response function modelling of Chap. 4 to a sample of NLS1. We found the lag-frequency spectra for each object require two lagging components, one in the hard band and one in the soft. This has strong implications for the distant reflector model, as this would require a response function with a narrow width to lie along the line
of sight in each object. We searched for a flux dependence on the lag-frequency spectra in each source. The only object, in addition to NGC 4051, to show a significant flux dependence was Ark 564.

In Chap. 6 we studied the energy dependence of the X-ray time lags in NGC 4051. As with the lag-frequency in Chap. 4, a strong dependence on source flux was observed. Using simple spectral models, we modelled the covariance spectra at frequencies where we compute the lag energy, and use the weightings of the spectral components to model the lag-energy. The model fitting indicates that the changes in the lag-energy spectrum with flux can be associated with the increase in the soft excess component, and subsequent decrease in the power law component as the flux level drops. This is also observed in the power spectrum, with the harder component dominating the variability as the flux drops. The lag energy models did not give a full description of the data, suggesting that the intrinsic energy dependence of the primary power law component needs to be accounted for.

In Chap. 7 we studied the X-ray time delays as a function of energy and Fourier-frequency in the NLS1 PG 1244+026, a source with $L/L_{\text{Edd}} \sim 1$). We found remarkable time delay properties despite using only a 120 ks XMM-Newton observation. The lag-frequency spectra showed the now well established hard lags at low frequencies, with a switch to soft lags at higher frequencies. Modelling the lag-frequency with simple response functions we found the reprocessing to occur within $\sim 20R_g$ of the illuminating source. The lag-energy spectra revealed lags consistent with the low-frequency intrinsic propagation delays. At higher frequencies only a soft lag is seen. At the highest frequencies, a soft lag is seen, along with tentative evidence for iron Kα reverberation. Simple modelling of the lag-energy spectra found that both ionised and neutral reflection was consistent with the data. A blackbody component was also required to model the lowest energies, as well as a component for the soft excess.

8.2 Future work

X-ray timing studies of AGN are proving to add valuable information to our understanding the emission processes from the inner regions of accreting black holes. Time delays between X-ray energy bands hold the key to decoding the causal connection between the various emission and absorption components, as well as understanding the geometry and location of the central source. Studies of this kind are vital if we wish to make precise spin measurements, and understand strong gravity near black holes. However, our understanding of the intrinsic time delays and reverberation signature is still in its infancy.
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In this thesis I modelled the lag-frequency spectrum using simple response functions. To derive more physical insight from this data they need to be modelled with realistic response functions (e.g. Wilkins & Fabian 2013). Although, as we have seen, simple models are capable of describing the data well, meaning higher resolution lag-frequency spectra are required in order to distinguish more complex models. Ultimately, this relies on longer observations of the same sources with observatories such as *XMM-Newton*, to improve the signal to noise. The signal-to-noise of the lag-frequency is determined by the number of segments being averaged. Repeated, long observations are therefore needed to extend our coverage of the lag-frequency spectrum down to lower frequencies, and to increase the frequency resolution. As has been known for some time, the lower frequencies appear to be dominated by a different reprocessing mechanism. Having a better estimates of the time lags at these frequencies is essential for constraining the intrinsic reprocessing component, and performing detailed modelling of the reverberation signature at higher frequencies.

Different analysis methods may also prove valuable in understanding the low frequency time delays. Recently, Zoghbi et al. (2013) have developed the method of Miller et al. (2010) for producing time lags from ‘gappy’ data. This may result in better low-frequency time delay estimates from satellites in low-Earth orbits, such as *Suzaku* and *NuStar*, which are subject to more frequent orbital gaps. These methods may even be applicable to contiguous *XMM-Newton* observations.

The recently launched *NuStar* telescope (Harrison et al. 2013) provides X-ray coverage from $\sim 3 - 79$ keV. Combined *NuStar* and *XMM-Newton* observations could provide lag-frequency and lag-energy data at energies $>10$ keV. Understanding the X-ray time lags at higher energies will improve our understanding of the separate variability components. Constraining the shape of the lag-energy spectrum at higher energies will provide an additional way to distinguish between the distant reprocessor model and disc reprocessing model for the origin of the soft lags.

The *ASTROSAT* satellite is currently scheduled for launch in 2014. This will carry both soft and hard X-ray instruments, as well as twin UV/optical telescopes. This will provide an excellent resource for inter-band variability studies, such as was presented in Chap. 3. These studies prove to be an excellent tool for studying the constraining the origins of the variability, and probing the disc—corona geometry of the central engine.

Future missions such as *Athena+* (Nandra et al. 2013) would provide very high count rate light curves. This would enable lag-energy and lag-frequency studies at much higher energy and frequency resolution. The higher S/N means we will be able to studies up to much higher frequencies.
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There is still much more insight that can be gained from existing and forthcoming XMM-Newton data. Understanding the soft lags in wider range of objects, with a broader range in $M_{BH}$ and $L/L_{Edd}$, will help explore the soft-lag–$M_{BH}$ relation found in De Marco et al. (2013b), providing more insight into the reverberation origin. A flux dependence has been confirmed in three sources (NGC 4051; Alston et al. 2013a, IRAS 13224–3809; Kara et al. 2013, Ark 564; Chap. 5) and tentatively seen in PG 1244+026 (Chap. 7). As we saw in Chap. 4, this improves the modelling of the lag-frequency spectra, particularly when the frequency resolution is low. Longer exposure on these sources is required to capture a broader range in flux levels, in order to fully understand this flux dependence.

As the exposure sources receive increases, this will also allow us to explore the energy dependence of the time lags at a higher frequency resolution. Indeed, this is currently possible with some of the sources presented in Chap. 5. I plan to follow up the lag-frequency sample study with a detailed systematic look at the lag-energy spectra in these sources. Of course, better techniques to model the lag-energy spectra are required before more physical insight can be gained, and allowing us to break the degeneracies in spectral models.

As the reprocessing components have an energy-dependence as well as frequency dependence, response functions which account for this energy dependence are required for a complete description of the time delays across the whole X-ray band. The development of energy dependent response functions, $RESP(E, f)$, is currently work in progress. A number of related timing analysis diagnostics are currently used to understand the underlying variability in accreting black holes. A model which simultaneously makes predictions for the PSDs, lag-energy, lag-frequency and coherence would provide a valuable test of the variability process and reprocessing components.

8.3 A final remark

The work presented in this thesis highlights the use of time-delay studies in understanding the central engine in AGN. Simultaneous UV and X-ray variability studies provide an excellent probe of the disc—corona geometry, and the origins of the variable emission. The time lags between X-ray bands reveal the causal connection between the X-ray emission components, and help break the degeneracies in spectral modelling. A consistent picture is beginning to emerge in which the high frequency soft X-ray lags arise from the reprocessing of the primary X-ray emission in the innermost regions of the accretion disc. However, the exact details of the reprocessing remain uncertain. It is clear that the high frequency X-ray time delays offer a powerful, new probe of the direct vicinity of black holes, that which is affected most by strong gravity.
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