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We must not forget that when radium was discovered no one knew that it would prove useful in hospitals. The work was one of pure science. And this is a proof that scientific work must not be considered from the point of view of the direct usefulness of it. It must be done for itself, for the beauty of science, and then there is always the chance that a scientific discovery may become like the radium a benefit for humanity.

*Maria Curie* (1867 - 1934), *Lecture at Vassar College, May 14, 1921*

Nothing occurs at random, but everything for a reason and by necessity.

*Leucippus* (5th century B.C.)
On the composition, properties ad physiological roles of K⁺ currents found at a central auditory synapse

Jamie Johnston

The medial nucleus of the trapezoid body forms part of the circuits involved in sound source localisation. It receives the synapse called the calyx of Held and rapidly transmits this information to other neurons in the circuit. This thesis characterises the composition and properties of the K⁺ channels found in the medial nucleus of the trapezoid body neuron and shows how they regulate action potential firing.

I have shown that a large K⁺ leak current (0.8nA at +10mV) contributes to the resting membrane potential and action potential repolarisation. Kv1 channels open with small depolarisations and prevent the medial nucleus of the trapezoid body from firing multiple action potentials in response to its giant synaptic input. Kv3 channels make a large contribution to the outward current and promote brief action potentials by rapid repolarisation. A smaller A-type current is also present, mediated by a Kv4 subunit. However this current is largely inactivated at rest.

I show that the major conductance contributing to the outward K⁺ current in the medial nucleus of the trapezoid body is mediated by Kv2.2 containing channels. These channels are localised to the initial segment of the axon. Due to their slow kinetics, they contribute little to a single action potential. Rather their activity accumulates through high frequency trains, providing a hyperpolarisation of the inter-spike potential, necessary to promote recovery of Nav channels from inactivation. Thus the Kv2.2 channels facilitate sustained high frequency firing.
Major findings of this thesis

- Kv3 channels in the mouse MNTB have a more negative $V_{1/2}$ than previous reports.

- Kv1 channels in the mouse MNTB are entirely composed of Kv1.1/Kv1.2 heteromers.

- The mouse MNTB neurons possess an A-type current (in contrast to the rat).

- The A-current is mediated by a Kv4 subunit and may be involved in integration of inhibitory inputs.

- Kv2.2 containing channels mediate the predominant outward current in MNTB neurons.

- Kv2.2 channels are located in the initial segment of the axon.

- The slow kinetics of Kv2.2 mean that it only activates through high frequency trains, resulting in a hyperpolarisation of the inter-spike potential.

- The hyperpolarisation by the Kv2.2 containing channels promotes prolonged high frequency firing by preventing accumulation of inactivation of the Nav channels.

- The Kv2.2 current is tonotopically distributed with higher magnitude current in lateral neurons.

- The Kv2.2 current increases with development.

- A K2p current makes a significant contribution to outward $K^+$ current and sets the resting membrane potential.

- The K2p current is likely mediated by TWIK and/or TREK channels.
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Chapter 1 – Introduction

This chapter aims to provide a background to the relevant topics of this thesis. In this study I have examined the K⁺ channels that contribute to excitability of principal neurons of the medial nucleus of the trapezoid body (MNTB) in mice. This synapse is part of the auditory brainstem; it functions as a high fidelity inverting relay in circuits involved with sound source localisation. MNTB neurons are amenable to voltage-clamp as they have few processes (Kuwabara & Zook, 1991) allowing good voltage control (i.e. few problems with space clamp) and the calyx of Held is also accessible to whole cell recordings (Forsythe, 1994). Together these factors make an attractive model for studying the function of native ion channels. Previous work in this laboratory has examined the role of two voltage-gated K⁺ currents in the rat MNTB, one a high voltage-activated and one a low voltage-activated current (Brew & Forsythe, 1995). The low voltage-activated currents, found to be mediated by Kv1 channels have been studied in more depth both pre (Dodson et al., 2003) and post-synaptically (Dodson et al., 2002). Here I have used the mouse as a model, originally with the aim to study Kv1.1 and Kv1.2 knockouts. However, I noticed that there was a slight species difference and that a considerable proportion of the current was not mediated by the previously characterised currents in the rat.

I will begin by introducing the auditory system, focusing on the central auditory brainstem and the MNTB. I will then go on to describe the ion channel families relevant for understanding the physiology of this region i.e. the voltage-gated K⁺ (Kv) and Twin-pore K⁺ (K2p) channels.
The Auditory system

Sound transduction in the ear

Sound waves arrive at the outer ear, pass along the auditory canal and cause vibration of the tympanic membrane. This vibration is amplified in the middle ear by the ossicles (maleus, incus and stapes), then passes across the oval window to the cochlea. The vibration in the fluid-filled cochlea causes movement of the basilar membrane, which in turn moves the hair bundles (stereocilia) of hair cells. Hair cells encode two properties of sound, frequency and intensity. There are two types of hair cells: outer hair cells, which are concerned with frequency tuning and amplification of sound through their interaction with the tectorial membrane and efferent systems, and inner hair cells, which are concerned with sound transduction. Hair cells are arranged in linear arrays along the basilar membrane (Kandel et al., 2000).

Deflection of the hair bundle of an inner hair cell towards the tallest stereocilia opens ion channels, which allows influx of potassium from the potassium rich endolymph, depolarising the cell body. Depolarisation induces calcium influx which triggers release of neurotransmitter onto type 1 spiral ganglion cells. These spiral ganglion cells fire action potentials along axons (the VIII nerve) projecting to the cochlear nucleus (it is inner hair cells that transduce sound waves into electrical activity, i.e. APs). Since the basilar membrane becomes less stiff along the cochlea moving away from the oval window, high frequency sounds will resonate at the base of the basilar membrane and low frequency at the apex (Liberman & Oliver, 1984; Fettiplace & Hackney, 2006). Therefore hair cells which are arranged all along the spiralling cochlea will sense different frequencies of sound depending on their location. This transformation of sound frequency to special location is known as tonotopy and is preserved along most of the auditory pathway (Kandel et al., 2000). Intensity is coded as the rate of action potential firing of the VIII nerve as a result of the transmitter released from the inner hair cells.
The Binaural Auditory Brainstem

The Cochlear Nucleus

Each axon of the VIII nerve branches as it enters the cochlear nucleus. The ascending branch terminates in the ventral cochlear nucleus (VCN) while the descending branch innervates the dorsal cochlear nucleus (DCN). It is the VCN that projects to the binaural auditory brainstem so I shall focus on this rather than the DCN, which is concerned with spectral features of sound and compensating for movements of the head and pinna (Forsythe, 2002).

The VCN contains four cell types classified by their morphology, firing pattern and projections (Oertel, 1983). Of these, it is the spherical and globular bushy cells that project to the binaural brainstem. They are termed ‘bushy cells’ due to the sparse dendrites that form numerous fine branches at their ends. Spherical bushy cells (SBC) receive up to four giant glutamatergic synapses (end bulbs of Held) and project excitatory synapses bilaterally to the medial superior olives (MSO) and ipsilaterally to the lateral superior olive (LSO). Globular bushy cells (GBCs) receive afferent synaptic input from 20-40 fibres. This larger number of inputs helps to eliminate jitter in the timing signal (Joris et al., 1994). They have a primary-like firing pattern (i.e. follow the auditory nerve, Forsythe, 2002). GBCs are of particular interest as they send a single large excitatory synapse (calyx of Held, Held, 1893) to the ipsilateral MNTB.

The superior olivary complex (SOC)

The SOC appears at the level of the 7th nerve and in the mouse extends rostrally around 500µm bilaterally. It is the first level of binaural sound-source localisation in the brain and consists of several nuclei specialised for this role: the MSO, LSO and a fast inverting relay synapse, the MNTB (Figure 1-1).
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Figure 1-1. The Binaural Brainstem: A schematic diagram in the transverse plane illustrating the pathways and nuclei involved in sound localisation in the brainstem. SBCs project bilaterally to the MSO and ipsilaterally to the LSO. Axons from the GBCs project contralaterally to the MNTB which innervates its neighbouring MSO and LSO, which is crucial for sound localisation.

The Medial Nucleus of the Trapezoid Body (MNTB)

The MNTB is so named because of its position among trapezoid body axons. It primarily contains principal neurons (Kuwabara & Zook, 1991), which are easily identified by their spherical or elliptical cell bodies (~20μm in diameter) and their eccentric nucleus (Banks & Smith, 1992; Forsythe & Barnes-Davies, 1993). MNTB neurons usually have one or two small dendrites that extend only a short distance (20-40 μm). Together these properties make the MNTB ideal for voltage-clamp, as there will be little space clamp error. The MNTB is tonotopically organised with medial neurons receiving the lowest frequencies and lateral neurons receiving higher frequencies (Smith et al., 1998).

As previously mentioned the MNTB receives one huge secure glutamatergic synaptic input (the calyx of Held) from the globular bushy cells of the VCN (Forsythe, 1994). The synaptic terminal and postsynaptic cell are specialised to faithfully preserve the temporal pattern of action potentials from the GBCs of the VCN (Forsythe & Barnes-Davies, 1993; Brew & Forsythe, 1995), which in turn preserve that of the auditory nerve. The output from the MNTB forms inhibitory synapses on the adjacent LSO and MSO, this output matures from GABAergic to glycinergic between postnatal day 3 and day 12.
(Kotak et al., 1998; Smith et al., 2000). Therefore the MNTB acts as high fidelity, fast inverting relay from one cochlear nucleus to the contralateral MSO and LSO (Figure 1-1). Since the MNTB participates in a specific function (sound localisation) and there is accessibility to good voltage clamp and patch-clamp access to its presynaptic terminal (Forsythe, 1994), the MNTB is an attractive model to study the expression and function of ion channels in the central nervous system.

The Lateral Superior Olive (LSO)

In a transverse slice the LSO appears as a distinct S or U shape (depending on the species, S in rats, U in mice) and is easily seen in brain slices under low magnification (Figure 1-1). The folds in the nucleus are the major sites of afferent axons entering the LSO. The LSO is comprised of numerous cell types, but the most abundant (~70%, Wu & Kelly, 1991) are the principal neurons, which are arranged in transverse sheets perpendicular to the transverse axis of the LSO. The dendrites of the principal neurons are multipolar with discoid organisation.

The LSO is biased toward higher frequency sounds (>2kHz Guinan et al., 1972) and is tonotopically arranged with frequencies increasing from medial to lateral. The primary role of the LSO is to discriminate the interaural level difference (ILD) of sound between the two ears (i.e. volume differences). As previously mentioned the LSO receives excitatory inputs from the spherical bushy cells in the ipsilateral VCN and inhibitory inputs via the MNTB from the contralateral VCN. It acts as an ILD detector by integrating the contralateral inhibition and ipsilateral excitation (Tollin, 2003).

The Medial Superior Olive (MSO)

Similar to the other SOC nuclei, the MSO is tonotopically organised with low frequencies located dorsally and higher frequencies ventrally. However in contrast to the LSO, the
MSO is biased to lower frequency sounds (<3 kHz, Smith, 1995), a consequence of its functional role as will be discussed later.

The MSO appears as a ladder-like structure in transverse slices as the cell bodies are arranged in a vertical band each with bipolar dendrites extending medially and laterally (Figure 1-1). The lateral dendrite receives excitatory synapses from the SBCs of the ipsilateral VCN, and the medial dendrites receive excitatory input from the SBCs of the contralateral VCN (Lindsey, 1975). MSO neurons also receive an inhibitory input from the ipsilateral MNTB (Kuwabara & Zook, 1991). The primary role of the MSO is in discriminating interaural timing differences (ITDs, Joris et al., 1998). Note the MSO in the mouse is hard to detect due to its small size, which is likely due to the small size of its head, which results in little phase differences between the ears of a mouse.

**Sound Source Localisation**

Our ability to discriminate the location of a sound source has been crucial to our evolution and that of many other species. The first clue to how we may do this was the observation that a sound originating to the left will be louder in the left ear than in the right, due to shadowing by the head (ILDs, Strutt, 1877). Later the idea was put forward that we also use timing differences (ITDs, Strutt, 1907). These two different mechanisms are known as the Duplex Theory of sound localisation. The superior olivary complex is, at least in part, responsible for these functions, each of which will be discussed in turn.
Figure 1-2. The Duplex theory of sound localisation. Left sound arriving perpendicular to the axis of the ears will have the same intensity and timing. Right sound arriving off centre will be louder in the closest ear due to shadowing of the head, and there will be a phase difference between the ears.

**Processing of Interaural Level Differences (ILDs) in the LSO**

LSO principal neurons receive contralateral inhibition and ipsilateral excitation, therefore firing is determined by summation of excitatory and inhibitory post synaptic potentials (EPSP and IPSP respectively). A sound arriving at the ipsilateral ear will cause a large short latency EPSP and a smaller longer latency IPSP, which will result in the neuron firing (Tollin, 2003). However in the opposite LSO the IPSP will be larger, causing a shunt of the EPSP, resulting in no firing.

In comparing the relative weights of excitation versus inhibition, the refractoriness of the input needs to be minimal to aid the coding of intensity. The MNTB (being the
inhibitory input) is specialised for high frequency firing in a number of ways (e.g. rapid AMPA receptors, fast Kv3 channels, for review see Forsythe, 2002) and has been reported to fire up to 800Hz in vitro (Taschenberger & von Gersdorff, 2000) and in in vivo (Kopp-Scheinpflug et al., 2003).

As previously mentioned the LSO is skewed to higher frequencies (>2kHz). This fits well with a role in detecting intensity differences as it is not possible to detect level differences with low frequency sounds (Strutt, 1907).

**Processing of Interaural Timing Differences (ITDs) in the MSO**

The arrival of a sound at one ear (versus the other) may only vary by a few microseconds as the speed of sound at sea level is 343m s⁻¹, yet mammals and birds use this information to discriminate the origin of lower frequency sounds (<3kHz). A model to describe how this may be achieved was published in 1948 (Jeffress, 1948) and was based on the presence of delay lines and coincidence detectors. However recent evidence from mammals suggests a slightly different mechanism.

**Delay lines and coincidence detectors**

The Jeffress model is based on the presence of coincidence detectors and delay lines. Figure 1-3 is a schematised representation of the model. The delay lines in the model are created by the path length of the axons, and the coincidence detectors are the cells 1-5 which fire maximally in response to simultaneous bilateral excitation. This will occur when interaural time difference is exactly compensated by the delay line introduced by the pattern of innervation. For example, neuron 1 (Figure 1-3) will fire maximally when the sound originates far to the left ear, as the path length from the left ear is longer than that of the right, whereas neuron 3 will fire maximally when the sound is equidistant from the ears as the path lengths are equal. Therefore these cells will act as place cells for auditory space (Joris et al., 1998).
Figure 1-3 Delay lines and coincidence detectors: Representation of the Jeffress model. MSO neurons act as coincidence detectors only firing when they receive concurrent excitation. MSO neuron 1 will fire in response to a sound originating far to the left of the head, although sound reaches the left ear first, the path length introduces a delay, whereas the right only introduces a small delay, resulting in simultaneous excitation of neuron 1.

The barn owl has been shown to possess delay lines mediated by the axons of the nucleus magnocellularis and coincidence detectors mediated by cells of the nucleus laminaris (Sullivan & Konishi, 1986; Carr & Konishi, 1988, , 1990). In mammals the equivalent of the nucleus magnocellularis and nucleus laminaris are the VCN and the MSO respectively. However recent evidence does not support a delay line in mammals (Brand et al., 2002).

The role of inhibition in mammalian ITDs

Recent work (McAlpine et al., 2001; Brand et al., 2002) has led to a new model being postulated, where instead of single neurons encoding auditory space, the brain uses the
relative firing rate across the whole MSO from each side to determine the lateral position of a sound (McAlpine & Grothe, 2003; McAlpine, 2005).

An interesting fact raised by these data is the vital role of inhibition, in coding ITDs. It has been known for some time that the MSO receives inhibition from the contralateral ear (Figure 1-4 A, Kuwabara & Zook, 1991), but its role has only just been realised. When strychnine (a glycine receptor antagonist) is applied to the MSO it abolishes ITD discrimination (Figure 1-4 C) causing all the neurons to fire maximally when a sound is equidistant from the ears. However, in control conditions the maximum firing rate is shifted to the right (i.e. contralaterally). The timing of the inhibition is crucial for this, as illustrated in Figure 1-4 B. Sound originating at the ipsilateral ear causes a short latency EPSP and a longer latency IPSP which minimises the depolarisation, whereas, contralateral sound causes a short latency IPSP followed by a lagging EPSP which results in more depolarisation.
Figure 1-4 Role of inhibition in mammalian ITD discrimination: A) The pathways involved in ITD discrimination. B) The effect of contralateral versus ipsilateral sounds on the post synaptic potential of the MSO, highlighting the importance of the timing of the inputs. C) The effect of blocking the inhibitory input on the ability of neurons to code for ITD.

Obviously the timing and accuracy of the inhibition is crucial in this pathway. It is achieved at multiple stages along the pathway, which include the large diameter axons of the GBCs that terminate in a calyceal synapse, triggering the MNTB with high fidelity and short latency. The MNTB then rapidly and faithfully couples to the MSO cell bodies.
Ion channels

Excitable membranes

Every cell is surrounded by a phospholipid bilayer which has numerous proteins inserted into it, the cell membrane. The membrane is essential for retaining the components of the cell separate from their environment. In performing this role, the cell membrane also restricts diffusion of charged molecules (due to its hydrophobic centre). This presents a problem, as the movement of ions is important for numerous cellular processes such as: division of energy, neurotransmitter release, electrical conduction, contraction of muscle and release of hormones to name a few. Consequently all cells have developed specialised pathways for moving essential ionic species across the membrane. These pathways are mediated by integral proteins which span the membrane and act as ion channels and/or transporters.

Ion channels share a few basic properties: Firstly they form an aqueous pore through the lipid bilayer permitting rapid movement, and generally show some selectivity for a particular species of ion. They are passive, so once open, ions flow down their electrochemical gradient. Lastly their conductance is regulated. The regulation can be via a number of stimuli such as voltage, mechanical stress, binding of external ligands or internal regulators. In all cases the channel undergoes a conformation change which shifts the probability that it will open, and hence conduct.

Transporters differ from ion channels in that they do not possess an aqueous pore, rather they undergo a conformational change to physically shift molecules, and therefore movement is not as rapid. However they can move large molecules (e.g. neurotransmitters), and can also actively move ions up their concentration gradient, requiring energy, either from ATP (e.g. Na/K ATPase) or from the electrochemical gradient of another ionic species (e.g. Na/Ca exchanger).

Ion channels can be loosely divided into two categories, those that are activated by ligands and those that have another means of gating (which are mainly comprised of
voltage-sensitive channels). I will briefly discuss the latter and then go into greater detail on potassium channels.

**Ligand-gated ion channels**

Ligand-gated ion channels are specialised for mediating fast chemical synaptic transmission. They generate electrical signals (flux of ions) in response to a number of specific neurotransmitters: glutamate, glycine, acetylcholine, γ-aminobutyric acid (GABA), purines (i.e. ATP, ADP & adenosine) and 5-hydroxytryptamine. A functional ligand-gated ion channel is the combination of 3-5 separate proteins depending on the type (e.g. P_{2X} = 3, glutamate = 4, nicotinic acetylcholine receptor = 5). Interestingly non NMDA glutamate receptors have the same stoichiometry as K^+ channels and resemble an inverted K^+ channel (Kuner et al., 2003).

The major excitatory neurotransmitter in vertebrates is glutamate and every cell in the central nervous system is likely to receive glutamatergic excitation (Hille, 2001). Indeed the calyx of Held / MNTB is a glutamatergic synapse, which has a specialised glutamate gated ion channel of the α-amino-3-hydroxy-5-methyl-D-aspartate (AMPA) family, GluRD_{0} (Geiger et al., 1995). This particular variant of AMPA receptor has extremely fast kinetics, 2-3 times faster than other GluR subunits and displays rapid recovery from desensitisation (Raman et al., 1994), properties which facilitate the MNTB's role of high frequency transmission.

**Voltage-gated channels**

The voltage-gated super family is chiefly composed of Na^+, K^+ or Ca^{2+} permeable channels, whose primary role is transmission of electrical signals, either along axons/dendrites or triggering synaptic transmission (Ca^{2+} channels). The main focus of
this thesis is on potassium channels; nevertheless I will briefly discuss the other members.

Voltage-gated sodium (Nav) channels

The Nav family has little diversity with only nine genes expressed in mammals. A functional Na\(^+\) channel is formed by a single \(\alpha\) protein with four analogous repeats of six transmembrane domains each, further limiting functional diversity as only one gene can encode a functional channel. Nav channels classically open rapidly (<1ms) and then quickly inactivate.

Opening of a Nav channel causes influx of Na\(^+\) ions, resulting in depolarisation. In axons Nav channels generate the rapid regenerative upstroke of the action potential. In other membranes they can also contribute to pacemaker activity and sub-threshold potentials (Hille, 2001). Nav1.6 and or Nav1.1 predominate in the MNTB (Leao et al., 2005a; Leao et al., 2006a), whereas only Nav1.6 appears to be predominant at the calyx of Held (Leao et al., 2005a). In the Calyx recovery from inactivation is rapid (\(\tau<2\)ms), whereas in the MNTB recovery is bi-exponential with a fast component (\(\tau\sim 2\)ms) and a smaller much slower component (\(\tau\sim 80-90\)ms, Leao et al., 2005a) measured at 25-27\(^\circ\)C. These slight differences in the properties pre and post synaptically may be explained by accessory subunits. Once more the properties of the intrinsic channels of the MNTB aid high frequency firing, in this case the rapid recovery from inactivation.

Voltage-gated calcium (Cav) channels

As with the Nav family, Cav channels are formed from a single \(\alpha_1\) protein with four analogous repeats of six transmembrane domains (Catterall et al., 2003b). Cav channels are usually accompanied by an intracellular \(\beta\) subunit and a transmembrane \(\alpha_2\delta\) subunit which modulates channel properties. However, the pharmacology and electrophysiological diversity arises mainly from the \(\alpha_1\) subunit (Catterall et al., 2003b).
There are 10 different $\alpha_1$ genes encoding 5 functional families: Cav1.1 -1.4 (L-type), Cav2.1 (P/Q-type), Cav2.2 (N-type), Cav2.3 (R-type) & Cav3.1 -3.3 (T-type). L-type channels are the main Ca\textsuperscript{2+} channels in muscle and endocrine glands, where they are associated with contraction and secretion respectively. They are also found in neurons. T-type channels activate at modestly depolarised voltages, are transient (i.e. inactivate) and are found in numerous neuron types where they shape action potentials and control repetitive firing (McCormick, 2003). The remaining high voltage-activated N, P/Q and R type channels are found in dendrites, cell bodies and also at fast central synapses where they initiate transmitter release (Catterall et al., 2003b).

The Cav channels present at the immature (around postnatal day 7, ~P7) calyx of Held are a mixture of N, R and P/Q-type channels but at around P10 there is a marked switch to P/Q type (Iwasaki et al., 2000). Interestingly this developmental shift only happens at the terminal; at the GBC cell body there still remains a mixture of Cav channels (Doughty et al., 1998). The role this switch plays is unknown but similar developmental changes are seen at other fast synapses (e.g. GABA terminals of Purkinje cells onto deep cerebellar nuclei and terminals of the recticular nucleus thalami, Iwasaki et al., 2000).

**Hyperpolarisation activated (HCN/lh) channels**

Four HCN genes are known to encode hyperpolarisation cyclic-nucleotide gated channels, which mediate the current $i_h$. HCN channels are similar to $K^+$ channels in that they are tetrameric, however they lack the selectivity of the other voltage gated channels. They are permeable to both Na\textsuperscript{+} and K\textsuperscript{+} ions with a permeability ratio of 0.2:1 (Hille, 2001), which gives them an equilibrium potential of around -30mV. As their name suggests they open with hyperpolarisation and close at depolarised potentials. Their voltage sensitivity is positively shifted by direct action of cyclic nucleotides (Ludwig et al., 1998). Therefore when a cell experiences hyperpolarisation, these channels will open and act to depolarise. It is this property that enables them to act as pacemaker channels.
in heart and brain (Santoro et al., 1998). HCN channels also have roles in dendritic integration (Magee, 1999) setting the resting membrane potential (Meuth et al., 2006) and possibly long term potentiation (Mellor et al., 2002). HCN1 is absent from the MNTB but HCN2 is strongly expressed (Koch et al., 2004). Additionally $I_h$ in the MNTB has been shown to be modulated by noradrenalin acting via cAMP (Banks et al., 1993). It has been suggested that $I_h$ may help to prevent temporal summation in the MNTB (Leao et al., 2005b). $I_h$ is also present at the calyx of Held where it is modulated by cAMP (Cuttle et al., 2001), although no effect on synaptic transmission was found.
The Super-family of Potassium channels

Structural Divisions

The super family of $K^+$ channels contains over 80 different subunits, which are involved in many processes and they vary markedly in structure and function. They can be broadly divided into 3 groups based on structural similarities (Figure 1-5).

![Figure 1-5. Structural divisions of the $K^+$ channel family](image-url)
The first group, known as the inward rectifiers are made up of channels that contain only the 2TM pore forming domains. The second, termed leak or K2p channels possess 4TM domains; each subunit containing two pore regions. The third and largest group have 6TM domains with the pore region making the 5th and 6th TM domains. They are mainly composed of the voltage-gated channels, the first 4 TM domains being involved in the voltage sensing and gating.

**K⁺ channel properties**

**Ion permeation and selectivity**

The common feature of all K⁺ channels is their ability to pass K⁺ ions rapidly (~162 million ions per second for BKCa channels, Hille, 2001) while simultaneously excluding other ions, including Na⁺, which has both a smaller ionic radius and hydration energy (Hille, 2001). The highly conserved region TXGYG (Heginbotham et al., 1994, Figure 1-6 D) was presumed to be involved with selectivity. Much speculation on how this actually occurred preceded the crystallisation of the K⁺ channel, KcsA from S. lividans (Doyle et al., 1998). KcsA is essentially a potassium selective pore that lacks a voltage sensor; it forms as a tetramer and appears as an inverted tepee in the membrane. Each identical subunit is formed by 2 transmembrane domains linked by a P-loop (Figure 1-6A). The narrow selectivity filter located at the outer edge is only 1.2nm long, the rest of the pore is wider and lined with hydrophobic amino acids.

K⁺ ions are extremely stable in water, with 8 water molecules surrounding each K⁺ ion with the negative oxygens orientated inwards. K⁺ channels possess 4 features that bestow the exquisite selectivity and near diffusion-limited rates of conduction. First, the pore is initially wide containing a large amount of water (the aqueous vestibule) into which K⁺ ions can diffuse whilst still in their hydrated form (Yellen, 2002). Secondly they achieve some cation selectivity by the dipole moment of the α-helices in the P-loop (Figure 1-6 A) which also help to stabilise cations at the mouth of the selectivity filter.
(Doyle et al., 1998). Thirdly, the selectivity filter mimics the coordination state of a $K^+$ ion in water by presenting a tunnel of oxygens (provided by the carbon backbone of the conserved sequence, Figure 1-6 B, C & D).

Figure 1-6. The crystal structure of KcsA reveals the basis of ion permeation and selectivity: A) Two opposite subunits (green and magenta, cartoon) with 4 $K^+$ ions (orange) in the selectivity filter (ball & stick). B) close up of the box in A, showing the selectivity filter and a $K^+$ ion still surrounded by water (cyan) in the aqueous vestibule. C) The selectivity filter provides a tunnel of oxygens (red) to stabilise the $K^+$ ions (one subunit removed for clarity). D) The conserved sequence (stick) TXGYG is arranged to provide carbonyl oxygens to line the pore. (Pictures produced from the crystal structure of KcsA using protein explorer, PDB 1K4C).

This specific organisation of the oxygens results in dehydration and rehydration energies for $K^+$ close to zero (Morais-Cabral et al., 2001), whereas for the smaller $Na^+$ ion greater
energies are required, thus providing the basis of selectivity (confirming the postulation of Armstrong (1974), that selectivity is based upon hydration energies). Finally, to prevent the K⁺ ions from sticking in the pore, the mutual electrostatic repulsion of the K⁺ ions spaced ~0.7nm apart destabilise the K⁺ ions in the pore pushing them along (Zhou et al., 2001), rather like the balls of a Newton’s cradle.

Voltage sensing and activation

Members of the 6TM domain family contain an additional 4TM domains which precede the pore region. The domains are usually named S1-S6, S5 and S6, form the pore and S1-4 the voltage-sensing domain (Figure 1-7A). As with all K⁺ channels the pore has four fold symmetry (Figure 1-7 B), the 4 subunits join together at the teteramization domain (T1, Figure 1-7 A & C).

At rest (i.e. ~70mV), the majority of Kv channels are closed (i.e. non-conducting); this is a result of the pore being occluded by the bundle crossing of the intracellular tip of S6 (see Figure 1-6 A). A conformational change must occur in order for the channel to open which removes this occlusion. Some channels have an extensive intracellular C-terminus which is involved in sensing intracellular messengers (e.g. BKCa channels sense Ca²⁺). Binding of the internal ligand causes movement of the bundle crossing and opens the pore (Jiang et al., 2002). However the majority of the 6TM domain channels use voltage as a means of activation.

The voltage sensing domain is made up of four TM domains, the fourth (S4) has positive amino acid residues (arginines or lysines) at every third position and is conserved amongst the other voltage sensitive channels (i.e. Nav and Cav). It has been shown that these charges are crucial for voltage sensing (Aggarwal & MacKinnon, 1996; Seoh et al., 1996). This voltage sensing region is coupled to channel opening by the S4-S5 linker and the C-terminus of S6 (Lu et al., 2002). However there still remains some contention over the exact mechanism of voltage-sensing and coupling to activation.
The voltage sensor has long been known to physically move across the electric field of the membrane, as it is possible to measure the charges moving when conduction is blocked (Armstrong & Bezanilla, 1973; Schneider & Chandler, 1973). It was therefore postulated that this movement causes a conformational change in the channel resulting in opening of the pore. Several different lines of evidence showed that charges are
masked when the channel is at rest and then become exposed to the extracellular environment when the channel is activated (Larsson et al., 1996; Seoh et al., 1996; Yusaf et al., 1996). These movements were thought to be small (<0.5nm), although the crystal structure of KvAP (Jiang et al., 2003) raised some controversy. They postulated a 'flipper' mode of gating where the S1-S4 domain moved considerably through the membrane. At present it is thought that the model put forward by Jiang et al is incorrect (possibly due to the method of crystallisation), a more recent structure of mammalian Kv1.2 is in closer agreement with previous functional data (Long et al., 2005a, 2005b). In summary the voltage sensor moves in response to a change in the membrane potential, which results in a new channel conformation where the bundle crossing is more likely to open and thus conduct.

**Inactivation**

In addition to deactivation (the inverse of activation, i.e. the voltage sensor moving back to the resting position and closure of the channel), Kv channels can inactivate. This process is distinct from activation/deactivation and can be caused by two methods, one generally fast (i.e. N-type) and one generally slower (C-type).

**N-Type inactivation**

N-type inactivation is also termed "ball and chain" inactivation because it is caused by the positively charged N-terminal "ball" peptide moving into the mouth of the channel occluding the pore. Binding sites in the internal mouth of the pore and on the T1 domain have been identified (Figure 1-8 A, Long et al., 2005a). The inactivating domain can be supplied by the Kv α subunit or by accessory β subunits (Robertson, 1997). As Kv channels are composed of 4 α subunits and up to 4 β subunits there is potentially up to 8 inactivating peptides present. A greater number of peptides tends to speed the rate of inactivation (Xu et al., 1998) even though only 1 is required for inactivation. Interestingly,
Kv1.6 possesses an N-terminal inactivation prevention (NIP) domain, which tethers the ball peptide "out of the way" (Roeppe et al., 1998), and thus prevents N-type inactivation. N-type inactivation is generally rapid and usually occurs within 20ms (Coetzee et al., 1999), however it is not always complete. This may reflect the position of the binding site for the inactivating peptide; in some channels the peptide may not entirely occlude the pore.

![Figure 1-8. Inactivation of Kv channels: A) N-type inactivation involves the N terminus (red ball & chain) moving in and plugging the pore, brown region shows putative binding site for N-terminal peptide provided by T1, binding sites are also located at the mouth of the pore. B) C-type inactivation involves collapse of the selectivity filter.](image)

**C-Type inactivation**

C-type inactivation is caused by collapse of the selectivity filter, which results in a no conductance (Figure 1-8 B, Yi & Jan, 2000). It varies with external [K⁺] (Baukrowitz & Yellen, 1995). It is thought that K⁺ helps to stabilise the selectivity filter. Consistent with this proposal, the partial collapse of the selectivity filter has been observed in the crystal structure of KcsA when the [K] was low (Zhou et al., 2001). C-type inactivation is generally slow, however in some Kv channels (e.g. ERG) C-type inactivation can be rapid (Tristani-Firouzi & Sanguinetti, 2003).
2TM domains / Inward rectifiers

The 2TM domain family, known as the inward rectifiers (Kir, Coetzee et al., 1999) are formed as tetramers. They form a K⁺ selective pore in the membrane, however as the name suggests they prefer to pass inward current and do not pass much outward current in voltage-clamp. The basis of this rectification has been known for some time; polyamines and/or intracellular Mg²⁺ occlude the pore when current passes in the outward direction. The actual mechanism was realised with the crystallisation of the Kir3.1 intracellular domain (Nishida & MacKinnon, 2002). The intracellular part of the channel extends 3.2nm (the same length as the transmembrane portion) with a width of ~1.5nm. It holds the pore continually open and is lined with negatively charged amino acids providing binding sites for polyamines and Mg²⁺. However under normal physiological conditions the membrane potential is rarely more negative than $E_K$, therefore current is normally outward but only at negative voltages.

Kir channels are involved in stabilising resting membrane potentials (Hille, 2001) but their rectification prevents shunting of any depolarising influences (e.g. EPSP). The Kir6 subfamily is the most extensively studied of the inward rectifiers as, together with the sulphonylurea (SUR) receptor, this forms the $K_{ATP}$ channel. $K_{ATP}$ channels link the membrane potential to the metabolic state of the cell by opening when [ATP]ᵢ is low, therefore hyperpolarising cells that are low on energy. They have received, much interest as they provide a degree of protection against ischemic insult in the heart (Kane et al., 2005), and are involved in type II diabetes mellitus (Proks & Lippiat, 2006). All of the Kir channels are sensitive to low concentrations of extracellular Cs⁺ (Coetzee et al., 1999).

4TM domains / Twin-pore channels

Background current or 'leak' has been a part of electrophysiology almost since the beginning of recording; it was used to explain the negative resting potential of neurons
(Hodgkin & Huxley, 1952). Today the term leak is applied to channels that are open at rest and seem to instantaneously reach a new steady-state level with a change of voltage. However, only recently has a molecular correlate been identified, first in yeast (Ketchum et al., 1995) and the following year in Drosophila melanogaster (Goldstein et al., 1996). To date there are 15 mammalian “leak” genes (Figure 1-9) encoding channels that are selective for $K^+$ and are open at rest.

According to the international union of pharmacology (IUPHAR) these channels should be named after their gene names i.e. KCNK1 = K2p1.1. However a more useful nomenclature exists, which is based on the channel’s properties and actually divides them into structurally similar families. For example: K2p1.1 is known as TWIK1 (Tandem of P domains in a Weak Inward rectifying $K^+$ channel), whereas K2p3.1 is known as TASK1 (Two-pore Acid Sensitive $K^+$ channel). Figure 1-9 shows how structurally and functionally related channels are easier to determine with the functional nomenclature.
Figure 1-9 Family tree of the K2p members: Dendrogram showing the structural relations among the K2p channels, reproduced from Patel & Lazdunski (2004).

As the name implies these channels have 4TM domains comprised of two pore regions. Uniquely among the K⁺ channels, a functional K2p channel is formed as a dimer rather than a tetramer (Goldstein et al., 2001). They are essentially K⁺ selective pores that are open at rest, show no voltage-dependence and do not display the strong inward rectification seen in the Kir family. Instead they display some outward rectification in physiological [K⁺], explained by the Goldman-Hodgkin-Katz current equation (Equation 2-9), which disappears in symmetrical [K⁺]. Additionally nearly all members show some form of modulation (Patel & Lazdunski, 2004).

The modulation of these channels is extensive and a complete description is beyond the scope of this thesis (for review see, Goldstein et al., 2001; Patel & Lazdunski, 2004), however some of the salient features are outlined in (Table 1).
Table 1: Salient features of the K2p families

<table>
<thead>
<tr>
<th>Family</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tandem of 2 pore domains in a Weak Inward rectifying K+ channel</td>
<td>Weak inward rectification, silenced by SUMO (small ubiquitin-like modifier protein)</td>
</tr>
<tr>
<td>Twik REIated K+ channel</td>
<td>Potentiated by: intracellular acidosis, halothane, chloroform arachidonate, stretch, cGMP Inhibited by: cAMP, PKC. Blocked by extracellular acidosis, modulated by metabotropic receptors</td>
</tr>
<tr>
<td>Twik related Acid Sensitive K+ channel</td>
<td>Inhibited by halothane, potentiated by arachidonate</td>
</tr>
<tr>
<td>Twik related Halothane Inhibited K+ channel</td>
<td>Absent in the brain. Potentiated by extracellular alkalization</td>
</tr>
<tr>
<td>Twik related Alkaline sensitive K+ channel</td>
<td>Exclusive to the spinal cord, inhibited by arachidonate</td>
</tr>
<tr>
<td>Twik REIated Spinal cord K+ channel</td>
<td></td>
</tr>
</tbody>
</table>

The K2p channels are relatively insensitive to classical K+ channel blockers (e.g. TEA and 4-AP) but all show some sensitivity to low mM concentrations of Ba^{2+} (Patel & Lazdunski, 2004).

**6TM domains / voltage-gated and Ca^{2+}-activated channels**

The 6TM domain family comprises the largest of the K+ channels (the subfamilies are outlined in Figure 1-10); they have an extra 4TM domains per subunit (as discussed earlier), which endows them with the ability to sense voltage; some have additional properties that are bestowed by extensive C-terminal intracellular motifs. I will briefly talk about these members before moving on to the Kv channels.
Figure 1-10. The subfamilies of the 6 transmembrane domain K⁺ channels

Calcium-activated K⁺ channels (K₉a)

The K₉a family can be further divided into distinct but distantly related groups. The first group contains the 3 small conductance channels (K₉a 2.1, 2.2 & 2.3 or SK1-3) and the intermediate conductance channel (K₉a 3.1 or IKC₉a). All of these channels are insensitive to voltage, activated by low concentrations of intracellular Ca²⁺ (<1μM), and the SKs are sensitive to apamin (100pM-10nM, Stocker M., 2004). These channels do not bind calcium directly rather they have calmodulin constitutively bound to their C-terminus (Xia et al., 1998). IKC₉a is mainly expressed in blood and epithelial cells whereas the SK channels are predominantly expressed in the nervous system where they contribute to the medium duration after hyperpolarisation (mAHP, Stocker, 2004).

The second group contains 4 genes that form structurally related channels and unlike the first group are sensitive to voltage. The most extensively studied of these is K₉a1.1 also known as BK₉a for its large (Big) conductance, around 260pS. BK₉a channels
bind Ca\(^{2+}\) directly which causes a leftward shift in their voltage dependence (Cox et al., 1997). These channels have been extensively studied in numerous brain regions. The other 3 members of this group K\(_{Ca}\)5.1, K\(_{Ca}\)4.1 & 4.2 are rather unfortunately named as they are not in fact Ca\(^{2+}\) sensitive; they were grouped in this family before their properties were fully understood. K\(_{Ca}\)5.1 is sensitive to internal alkalization (Schreiber et al., 1998), whereas K\(_{Ca}\)4.1 and 4.2 are sensitive to Na\(^{+}\) and Cl\(^{-}\) (Bhattacharjee & Kaczmarek, 2005).

**KCNQ / Kv7 / M-channels**

The KCNQ/Kv7 subfamily has 5 members that form channels structurally similar to the Kv channels. They mediate slowly activating delayed rectifier currents. They are highly modulated and have extended C-termini (the length varies depending on the subunit) where the modulatory sites are located (Jentsch, 2000; Robbins, 2001).

KCNQ1 was first discovered in the heart where it co-assembles with KCNE1 (called IK\(_{sa}\)), mutations in this channel lead to a form of long QT syndrome (Camm et al., 2000). KCNQ2, 3 and 5 can form channels as homomers and/or heteromers which give rise to the M-current (muscarine inhibited, Wang et al., 1998a). KCNQ4 is expressed highly in the auditory pathway; (including the LSO but apparently absent from the MNTB, Kharkovets et al., 2000) it has a role in K\(^{+}\) cycling in the cochlea (Jentsch, 2000). Recent work has demonstrated the presence of KCNQ channels at nodes of Ranvier (Schwarz et al., 2006) and in unmyelinated axons (Vervaeke et al., 2006), where they may contribute to excitability at very high frequencies. All of the KCNQ channels are sensitive to low concentrations of linopiridine (<20μM, Gutman et al., 2003).

**Ether-à-go-go (EAG) channels**

Mutations in a K\(^{+}\) channel of Drosophila resulted in leg shaking when anaesthetised with ether, which earned the K\(^{+}\) channel its unusual name, ether-à-go-go. Since their discovery there have been two other related subfamilies ERG and ELK (EAG related gene and EAG like K\(^{+}\) channel, respectively). In mammals they are widely expressed in
the heart and brain, including the SOC (Saganich et al., 2001). EAG and ELK1 channels mediate an extremely slowly activating delayed rectifier, whereas ERG and ELK2 channels have unusual gating (Bauer & Schwarz, 2001). The most widely studied of these channels is ERG1, as it is involved with repolarisation of the cardiac action potential and is prone to block by many pharmacological agents which can result in fatal arrhythmias. The ERG channels inactivate rapidly, so when the membrane is depolarised little current passes through these channels, however as the membrane starts to repolarise the inactivation is rapidly removed resulting in large transient currents which deactivate slowly (Bauer & Schwarz, 2001).

The voltage-activated $K^+$ (Kv) channels

The Kv channels form the largest family of all the $K^+$ channels; they are named after their encoding genes: KCNA = Kv1.1-8, KCNB = Kv2.1-2, KCNC = Kv3.1-4, KCND = Kv4.1-3, KCNF = Kv5.1, KCNG = Kv6.1-4, KCNV = 8.1-2 and KCNS = Kv9.1-3. As illustrated in Figure 1-10 they can be divided in to two groups.

Delayed rectifiers and A-Currents

The Kv1s, Kv2s, Kv3s and Kv4s can form hommeric or heteromeric channels but only within their own subfamily (e.g. Kv1.1 and Kv1.2 can form channels but not Kv1.1 and Kv3.1, Coetzee et al., 1999), with the exception of the Kv2s.

Kv1 sub-family

The Kv1 family form low voltage-activated currents, usually of the delayed rectifier phenotype (depending on the subunit, Figure 1-11). Therefore they tend to open at sub action potential thresholds (i.e. more negative than Nav channels, Coetzee et al., 1999), the functional role of these channels will be discussed in detail later.
**Kv2 subfamily**

Although Kv2 subunits have been identified as major components of delayed rectifier current in several neurons (Baranauskas et al., 1999; Murakoshi & Trimmer, 1999), the physiological roles of Kv2 channels in the brain are still poorly understood. The Kv2 subunits can form heteromeric channels with the electrically silent subunits (see later). Kv2 channels form delayed rectifier currents which have varying ranges and rates of activation and inactivation depending on the composition of the channel but in generally their activation rate is considered slow.

**Kv3 subfamily**

Kv3 channels form rapidly activating high voltage-activated channels; they only open after considerable depolarisation (~30mV). Due to their high voltage-activated nature, their function is restricted to repolarisation of action potentials since they only open after Nav channels. Depending on their subunit composition they can form inactivating currents or delayed rectifiers (Figure 1-11, Rudy & McBain, 2001) e.g. Kv3.1 is very slowly inactivating delayed rectifier whereas Kv3.4 resembles an A-type conductance.
**Kv4 subfamily**

Members of the Kv4 subfamily rapidly inactivate (τ 10-100ms), which can be mediated by C-type and / or N-type (Birnbaum et al., 2004). This rapid inactivation results in them mediating transient outward (A-type) currents, they are usually activated by modest depolarisations (~50mV) and display sizeable steady state inactivation (>1/2 at resting membrane potentials, Figure 1-11, Birnbaum et al., 2004).

**The silent subunits (Kv5, 6, 8 &9)**

The remaining four families are termed the “electrically silent” subunits as they are unable to form functional homomeric channels in expression systems (for review see Robertson, 1997). The reason for their non-conducting function appears to be due to retention in intracellular organelles, unless associated with a Kv2 subunit (Salinas et al., 1997b). The silent subunits are also known as “modifier” subunits due to their ability to alter both the biophysical and pharmacological properties of Kv2.1 and Kv2.2 (Post et al., 1996; Salinas et al., 1997b; Kerschensteiner & Stocker, 1999; Sano et al., 2002).

**Accessory subunits**

In addition to α subunits which by them selves form the functional channels, β-subunits also exist. These are intracellular proteins which bind to the T1 domain (Gulbis et al., 2000). They can act to increase surface expression (Fink et al., 1996), speed inactivation (McCormack et al., 1995) and shift voltage dependence of activation (Heinemann et al., 1996). The physiological roles of these β-subunits are still poorly understood.
Chapter 2 – Methods

This chapter describes the methods and will give more detailed background where necessary. Where particular experiments differ from the methods outlined here, they will be described in the relevant results sections.

Tissue preparation, maintenance and visualisation

Solutions

An artificial cerebrospinal fluid (aCSF) was made to mimic physiological CSF, the composition is summarised in Table 2-1. The aCSF was continuously bubbled with 95%O₂/5%CO₂ (carbogen) to buffer the pH to 7.4. Divalents were added after ~10mins of bubbling to prevent precipitation with the HCO₃ (Forsythe, 1994). For the majority of experiments an artificially low concentration of Ca²⁺ was used (i.e. CaCl₂ 0.5mM which was replaced with MgCl₂ 2.5mM). This was to minimise any contribution from Kᵥ channels and / or Cav currents (Brew & Forsythe, 1995). This solution is termed Low Ca²⁺ aCSF.

For dissecting and slicing a modified slicing CSF was made, the composition is summarised in Table 2-1. This was also bubbled with carbogen. NaCl was replaced by sucrose to reduce Na⁺ overload that arises during the low temperature slicing conditions. A higher Mg²⁺ and lower Ca²⁺ concentration were used to reduce Ca²⁺ entry through NMDA receptors, among others, which would have a neuroprotective effect. This solution is termed slicing aCSF.
<table>
<thead>
<tr>
<th></th>
<th>Slicing aCSF</th>
<th>Low Ca(^{2+}) aCSF</th>
<th>Patch solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>KCl (mM)</td>
<td>2.5</td>
<td>2.5</td>
<td>32.5</td>
</tr>
<tr>
<td>Kgluconate (mM)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>KOH (mM)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NaCl (mM)</td>
<td>-</td>
<td>125</td>
<td>-</td>
</tr>
<tr>
<td>CaCl(_2) (mM)</td>
<td>0.1</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td>MgCl(_2) (mM)</td>
<td>4</td>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>Ascorbic acid (mM)</td>
<td>0.5</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td>NaH(_2)PO(_4) (mM)</td>
<td>1.25</td>
<td>1.25</td>
<td>-</td>
</tr>
<tr>
<td>Myo-inositol (mM)</td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>Na pyruvate (mM)</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Glucose (mM)</td>
<td>10</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>NaHCO(_3) (mM)</td>
<td>26</td>
<td>26</td>
<td>-</td>
</tr>
<tr>
<td>HEPES (mM)</td>
<td>-</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>EGTA (mM)</td>
<td>-</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>Sucrose (mM)</td>
<td>250</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>pH</td>
<td>7.4</td>
<td>7.4</td>
<td>7.2</td>
</tr>
<tr>
<td>Osmolarity (mOsM)</td>
<td>310-320</td>
<td>310-320</td>
<td>290-300</td>
</tr>
</tbody>
</table>

Table 2-1 The compositions of the most commonly used solutions

The composition of the patch solution used in the majority of experiments is summarised in Table 2-1. The pH was titrated to pH 7.2 with KOH and the osmolarity was adjusted to ~294 mOsM by the addition of sucrose. This results in the final solutions having a different osmolarity, the internal being ~10-20 mOsMoles lower than the external. This aids cell survival by preventing cell swelling.

**Dissection**

CBA/J P10-19 mice were humanely killed by decapitation in accordance with the Animals (Scientific Procedures) Act 1986. Following decapitation the head was submersed in iced slicing aCSF (~0°C).

The skin was cut using a scalpel (size 26 blade, Swann-Morton, UK) from the forehead, caudally to the spinal cord and folded out of the way. The skull was pierced at the midline and fine scissors were used to cut rostrally to the olfactory bulbs, followed by further cuts perpendicular from the central incision, to just caudal of the eye sockets. A cut was made from the base of the skull rostrally to the initial piercing, which allowed the skull to be carefully folded to either side with a spatula, revealing the brain.
The brain was then removed from the skull by cutting the olfactory bulbs followed by severing of the blood vessels and nerves on the ventral surface with fine scissors.

**Tissue Block Preparation**

To obtain thin slices, a tissue block is required. This has to be orientated in such a way that when mounted on the stage of the tissue slicer (Integraslice 7550PSDS, Campden Instruments Limited, U.K., Figure 2-1 A & B) horizontal sections result in the appropriate brainstem slices.

To prepare a tissue block of the auditory brainstem, the dissected brain was transferred to fresh iced slicing aCSF, placed dorsal surface down. Fine forceps were used to remove the meninges and blood vessels from the ventral surface of the brainstem. The cerebellum and brainstem were then removed by taking a cut at the base of the brainstem with the scalpel angled 20° from the vertical toward the spinal cord. This tissue block was picked up by skewering the cerebellar hemispheres with a pair of forceps spaced with a 5mm cube of sylgard, dabbed dry and glued to the slicing stage (Figure 2-1 A) with cyanoacrylate glue (Super Grip, Ripmax, U.K.).
**Figure 2-1 Slicing equipment:** A) The tissue block was glued down to the stage and the chamber was packed with iced slicing aCSF. B) The chamber was then attached to the integraslice tissue slicer where slices were collected. C) Perspex incubation chamber where slices were maintained until use. D) The chamber was bubbled continuously with carbogen; the flow created by the bubbles rising up one side holds the slices in place.

**Slice Collection**

Around 200mls of slicing aCSF was rapidly frozen into a fine grained slush by briefly stirring it in the bucket of an ice cream maker (Magimix, U.K.). Once the tissue block was glued down to the slicing stage, the iced slicing aCSF was packed around the stage in the slicing chamber (Figure 2-1 A). The slicing chamber was then mounted on the tissue slicer (Figure 2-1 B), where cold slicing aCSF was added to the chamber to cover the
tissue block. The chamber was continuously bubbled with carbogen throughout slice collection.

Slice collection started immediately above the area of interest and between 2-6 slices were cut with a thickness of ~120μm using a stainless steel blade (7550/1/SS, Campden Instruments Limited, U.K.) set to vibrate in the horizontal plane at 80Hz and to advance at 0.04mm s⁻¹.

Slices were removed using a large bore blunt fire polished pipette and placed in a holding chamber (preincubated to 37°C) containing low Ca²⁺ aCSF (Figure 2-1 C & D). The slices were incubated for 1 hour at 37°C after which the chamber was allowed to cool to room temperature.

**Experimental Setup**

**Experimental microscope**

A Nikon E600FN upright microscope (Nikon, Japan) was used for visualisation. It was fitted with differential interference contrast (DIC) optics and 60x (N.A. 1.00) water immersion objective and a 4x (N.A. 0.1) dry objective. A CCD camera (Cohu, San Diego) and monitor (JVC, Japan) were used for visualisation without needing to look down the eyepieces. The environmental tissue bath was fitted to a wide fixed stage plate to provide greater stability (Figure 2-2), to which the Burleigh PCS-500 micromanipulators (EXFO Burleigh products, NY) were mounted (Figure 2-2). The micromanipulators accommodated the amplifier head stage and allowed the very fine motor control necessary for patch clamping. The microscope was fixed to a remotely controlled x, y translation table, designed and constructed by the biological sciences workshop (University of Leicester, U.K.).
**Figure 2-2 Experimental setup:** Shows the layout of the setup, the upright microscope is moved independently of the fixed stage. The micromanipulators are fixed to the stage plate to provide maximum stability.

The translation table allowed the microscope to be moved around the slice independently of both the slice and the recording electrode (Figure 2-2). The microscope and stage plate were supported by a vibration isolation table (TMC, UK). This configuration gives the maximum stability for patch recording. A Peltier heat exchange temperature controller, designed and constructed by the biological workshop (University of Leicester, U.K.) was also fixed to the underside of the stage plate (Figure 2-4 C).
Differential Interference Contrast Optics

Visualisation of neurons on the experimental microscope was achieved with differential interference contrast optics (DIC, also known as Nomarski optics). The use of DIC optics affords non-absorbent objects a degree of contrast, allowing visualisation of cells without the use of dyes.

Light is passed through an infrared filter (as red light penetrates further through tissue) and is then linearly polarised before passing through the first Nomarski prism where a single beam is split into two parallel waves; the ordinary and extraordinary, which are very slightly spatially separated (Figure 2-3 A & B). The two parallel waves are then focused on the specimen by the condenser and collected by the objective, before being recombined by passing through the second Nomarski prism (Figure 2-3 C-F).

If on their way through the specimen the two waves experience different optical path differences (i.e. pass through part of the tissue with different refractive indices e.g. the edge of a cell), then on recombination by the second Nomarski prism elliptical polarisation of the wave occurs.

On passing through another linear polarizer (the analyser, Figure 2-3 G) which is orientated 90° from the initial polarizer, light that has not been elliptically polarised will not pass through the analyser. Only a portion of an elliptically polarised ray will pass through the analyser giving a finite amplitude, which allows construction of contrast in the image plane.
Figure 2-3 Differential Interference Contrast (DIC) optics: A) Normal light is passed through a linear polarizer and infrared filter. B) The polarised infrared wave is then split by the first Normarski prism into 2 waves termed ordinary and extraordinary, which are slightly spatially different. C) The condenser then focuses the two waves on the specimen. D) A phase difference may be introduced by optical path differences of the specimen. E) The waves are then collected by the objective and (F) recombed in the 2nd Normarski prism, where elliptical polarisation occurs if the waves are of different phase. G) A portion of the elliptical polarised light will pass through the analyser, giving a finite amplitude, ultimately allowing intensity in the image plane.
Fluorescence Microscopy

Fluorescence microscopy was used on the experimental microscope to verify presynaptic recordings, or to estimate axon length in MNTB neurons. The fluorochrome sulforhodamine 101 (~1mg/ml, Molecular probes, OR, USA) was included in the patch pipette. Fluorescence microscopy was achieved without the use of a xenon lamp by removing the infrared filters (Figure 2-3 A & G) and placing an excitation filter (510-560nm, Nikon, UK) over the conventional light source and having an emission filter (590nm, Nikon, UK) in the filter cube unit (Figure 2-3). Maximal light penetration was ensured by removal of the infrared filters and analyser, and ensuring the field and aperture diaphragms were fully opened (Figure 2-3).

Perfusion and drug application

Slices were transferred as required to the environmental chamber and held down by a platinum harp. This consists of a piece of platinum wire bent into a U shape and flattened in a vice, with spaced nylon threads glued across it (thus resembling a harp). The tissue bath was continuously perfused at the rate of ~1ml min⁻¹ with low Ca²⁺ aCSF by way of a peristaltic pump perfusion system (Gilson minipulse III, France, Figure 2-4 A). Drugs were bath applied using individual perfusion lines to avoid contamination. Drug lines were first flushed with carbogen and then primed prior to experimentation to decrease "dead" space (~3mins for an un-primed line) and ensure no change in pH.

In order to prime a line, it was first flushed with carbogen and then low Ca²⁺ aCSF was perfused until it reached the bath. A bubble was allowed into the line followed by the drug containing aCSF. The bubble trap was then monitored for the bubble coming through; once this occurred the line was clamped to prevent any drug from reaching the bath and control solution was sucked back using the attached syringe to maintain a head of solution (Figure 2-4 B).
Figure 2-4 The perfusion system: A) aCSF bubbled with carbogen is pumped through gas impermeable tubing to bubble traps via a peristaltic pump. B) The aCSF drips through the bubble traps (previously flushed with carbogen) and the pressure pushes it through the tubing to the Peltier heat exchanger located on the bottom of the experimental stage. C) On reaching the Peltier heat exchanger the aCSF passes through teflon tubing. The teflon tubing is covered in heat-sink compound and winds its way though tracks in a metal plate. The metal plate is in contact with two Peltier devices, which exchange heat with the experimental stage, allowing temperature control of the perfusing solutions. D) The aCSF then passes through a hole in the experimental stage and into the tissue bath, where it flows over the tissue and is sucked out through the suction needle via another bubble trap by the pump to a waste container. N.B. Images are not to scale.

The bubble traps were in place for three reasons. Firstly they ensure perfusion is smooth by smoothing peristaltic flow. Secondly they prevent any bubbles from passing into the bath by always maintaining a head of solution in the trap. Finally they reduce electrical noise in recordings by acting as an electrical break in the perfusing salt solution, which would otherwise act as an aerial.
Figure 2-5 The suction needle: The suction needle in cross section, has a slit cut up one edge and the end is blocked with a piece of sylgard to set the level of solution.

The solution then passes through the peltier device (Figure 2-4 C) where it is heated to the required temperature before passing into the environmental tissue bath and across the tissue (Figure 2-4 D). Solution is removed by the suction needle via the peristaltic pump to the waste container. The suction needle has a piece of sylgard blocking its end so that it creates a smooth flow and is used to set the level of the bath solution (Figure 2-5).
Electrophysiology and patch-clamp recording

Principles of electrophysiology

Electrical Properties of Cells

The cell membrane, being composed of a lipid bilayer, insulates the intracellular ionic milieu from the extracellular ionic environment, and also has restricted ionic pathways (ion channels). Accordingly, the cell membrane has two important electrical properties, membrane resistance and membrane capacitance.

Membrane Resistance

Cell membranes possess a resistance that is inversely proportional to membrane conductance (Equation 2-1). Conductance in biological cells occurs through open ion channels. Therefore many open ion channels will reduce membrane resistance.

\[ R = \frac{1}{G} \]

Equation 2-1 Where R is resistance in Ohms and G is conductance in siemens

Ohms law (Equation 2-2) relates membrane potential (V) to current (I) flow through the membrane resistance (R). Thus, for a particular voltage, if few ion channels are open i.e. I is small, then membrane resistance will be high.

\[ V = IR \]

Equation 2-2 Where V is voltage in Volts, I is current in Amperes and R is resistance in Ohms.
Membrane Capacitance

Capacitance arises when two conductors (intra and extracellular milieu) are separated by a dielectric or insulator (cell membrane). Capacitance, measured in Farads, is proportional to the thickness and the surface area of the dielectric. Since lipid bilayers generally have a constant width, the specific membrane capacitance is \( \sim 1 \mu \text{Fcm}^{-2} \). Accordingly, capacitance can be used to estimate cell size.

Capacitors store charge, and importantly require time to charge and discharge. For a constant voltage, no current passes across a capacitor, however for a voltage change (\( \delta V \)), a capacitive current arises, given by Equation 2-3.

\[
I_c = C \frac{\delta V}{\delta t}
\]

Equation 2-3 Where \( I_c \) is the capacitive current, \( C \) is the capacitance in Farads, \( V \) is the voltage and \( t \) is time.

The current flowing across the membrane for a rapid change in voltage, such as a voltage step, is therefore a result of both capacitive and ionic current (Equation 2-4).

\[
I_m = I_i + I_c
\]

Equation 2-4 Where \( I_m \) is the total membrane current, \( I_i \) is the ionic current and \( I_c \) is the capacitive current.

Therefore to examine fast ionic currents it is necessary to minimise the capacitive current. This is achieved electronically, as will be discussed later.

Membrane Time Constant

Since the membrane acts as a resistor and capacitor in parallel, applying a given current (e.g. a square pulse or synaptic current) will change the membrane potential.
exponentially rather than instantly. The time constant of the exponential is given by Equation 2-5.

\[ \tau = RC \]

**Equation 2-5** Where \( \tau \) is the membrane time constant, \( R \) is the membrane resistance and \( C \) is the membrane capacitance

Since cell membrane capacitance is generally constant, it is apparent from Equation 2-5 that membrane resistance and hence the number of open ion channels, is central for determining synaptic potential decay times.

**Ionic Equilibrium Potentials**

The cell membrane has an unequal distribution of ions across it. Inside there is a high concentration of proteins (negatively charged) which is balanced by a high concentration of \( K^+ \) ions. On the outside the principal cation is \( Na^+ \), which is balanced by a high concentration of \( Cl^- \) and a low concentration of \( K^+ \). This ionic gradient arises and is maintained by the Na-K-ATPase.

Therefore there are two opposing gradients across the membrane: a chemical (concentration) gradient and an electrical gradient. The membrane potential at which these gradients balance, known as the reversal potential \( (E_{rev}) \), is given by the Nernst equation (Equation 2-6). My solutions contained 143mM internal and 2.5mM external \( K^+ \), giving a Nernstian reversal potential of -103mV for \( K^+ \) ions.

\[ E_{rev} = \frac{RT}{zF} \ln \left( \frac{[ion]_{out}}{[ion]_{in}} \right) \]

**Equation 2-6** Where \( E \) is the ionic reversal potential, \( R \) is the gas constant, \( T \) is temperature in Kelvin, \( z \) is the valency of the ion and \( F \) is the Faraday constant.
The Nernst equation can be used to calculate the $E_{rev}$ of a channel. However there are limitations, as it assumes that the channel is only permeable to one ion, which is generally not the case. A more useful equation for predicting the $E_{rev}$ of a channel is the Goldman-Hodgkin-Katz (GHK) voltage equation (Equation 2-7), which takes into account the different permeability ratios of permeating ions.

$$E_{rev} = \frac{RT}{F} \ln \frac{P_K[K]_o + P_{Na}[Na]_o + P_{Cl}[Cl]_o}{P_K[K]_i + P_{Na}[Na]_i + P_{Cl}[Cl]_i}$$

**Equation 2-7** Where $R$ is the gas constant, $T$ is temperature (°K), $F$ is the Faraday constant and $P_{ion}$ is the permeability ratio of the ion.

**Voltage Clamp**

In general this technique allows ion flow across a cell membrane to be measured as electric current, while the membrane voltage is held under experimental control by a feedback amplifier. Voltage clamp was first developed in the study of the squid giant axon (Hodgkin et al., 1952), where two electrodes were used (two-electrode voltage clamp); one to pass current and one to measure the membrane voltage. The technique was later developed for use with a single electrode that alternates between passing current and voltage measurement (discontinuous single-electrode voltage clamp, Wilson & Goldner 1975). An alternative method for voltage clamp was developed in the 1970-80s for use at both the single channel level and for whole cell recording (Neher & Sakmann 1976); this is called the patch clamp. This method uses a single electrode to simultaneously measure voltage and pass current.
The Patch Clamp Technique

The general principle of patch clamp recording is the formation of a high resistance seal (usually 1-10 GΩ) between the tip of the glass pipette and the cell membrane, so that the majority of the current flowing through the membrane flows into the pipette and to the patch clamp amplifier, allowing high signal to noise recording.

To obtain a giga-ohm seal from a cell in a brain slice, positive pressure is applied to the back of the pipette by a 10ml syringe (0.5mls for terminals, 1.5mls for cortical neurons and 2.5mls for MNTB neurons). The pipette is then advanced using the micromanipulators until it forms a dimple on the cell, at which point the pressure is gently released. The positive pressure serves several purposes. It keeps the tip clean from debris that may be in the solution, blows tissue and debris clear that may be on top of the cell of interest and cleans the cell membrane. The holding potential of the pipette is then set to -70mV and gentle suction is applied, aiding seal formation which is assessed by a 5mV square pulse (the seal test). Once a giga-ohm seal is established (cell attached) there are several configurations of the patch clamp technique that can be employed (Figure 2-6). The majority of the experiments performed in this thesis were in the whole cell mode. Whole cell recordings were achieved by applying short pulses of suction by mouth to rupture the membrane under the tip.

The whole cell configuration allows chemical and electrical access to the interior of the cell, and as a result the cell contents are dialysed with the patch solution. Cell dialysis is useful as it allows the control of the intracellular ion concentration and hence the reversal potentials for various ions. With my patch solution the Cl⁻ reversal potential was -35mV, which is beneficial when studying K⁺ currents which reverse at -103mV. A potential disadvantage to cell dialysis is the loss of intracellular messengers (e.g. cAMP) and ATP and GTP, which are required for receptor signalling.
Figure 2-6 Patch-clamp configurations: Once a Giga ohm seal is established by slight suction, the cell attached mode is achieved, further suction leads to rupturing of the membrane under the pipette, giving whole cell access. Membrane patches can be formed by pulling back either in cell attached mode (giving inside-out) or in whole cell mode (giving outside-out).

A way to overcome this disadvantage is to use the perforated patch configuration, which requires including a pore forming antibiotic in the patch solution. On forming a giga-seal the antibiotic slowly inserts itself in the membrane and forms pores allowing electrical access with limited dialysis (e.g. amphotericin B forms pores permeable to monovalent cations and chloride, whereas gramicidin D forms cation only permeable pores).
From the whole cell configuration, pulling the pipette back gently allows formation of an excised outside-out patch. The advantage of an excised patch over whole cell mode is greater voltage control due to less membrane being clamped. It also provides information to the location of ion channels (e.g. the non release face versus the release face of a terminal). A potential disadvantage is that the signal to noise ratio will decrease as less channels are recorded from, but with careful earthing of equipment, noise can be limited.

Measurement of ionic currents in whole cell patch-clamp

Ion channels are studied by measuring the current being conducted through them. However, to study them we can only measure the current through the cell membrane, which as Equation 2-4 points out is composed of both ionic current and capacitive current. Additionally the patch electrode also has a capacitance current associated with it.

In order to record the ionic membrane current in isolation the other capacitive currents need to be electrically cancelled (or "compensated"). To summarise: Once a tight seal has formed between the glass and the cell, the pipette capacitance (which is fast) is cancelled using circuitry in the patch amplifier. After rupture of the membrane under the pipette the capacitance of the cell becomes apparent (this is slower). This is then compensated by circuitry in the amplifier, which basically injects extra current through the pipette (but bypassing the headstage op amp, therefore it does not appear on the output) to charge this capacitance.

Another potential problem with whole cell recordings is the pipette resistance, which is in series with the membrane resistance. Furthermore the access to the cell is usually less than the size of the pipette tip, resulting in an even greater resistance associated with the pipette (together termed $R_s$, series resistance). The result of $R_s$ is to create a voltage drop across the pipette when current is passed (effectively a voltage divider), resulting in the cell being a different voltage to the pipette. This is a particular problem when passing large currents across a sizeable $R_s$; For example, if 4nA of current
is passing across a $5\text{M}\Omega$ $R_s$ when trying to hold the membrane at $+20\text{mV}$, the voltage drop would be $20\text{mV}$, which is obviously unacceptable. To partially overcome this problem electrical compensation of $70\text{-}85\%$ of $R_s$ is applied, achieved by scaling the command voltage to compensate for the predicted voltage drop. Therefore with $R_s$ compensation the voltage drop is now only $4\text{mV}$. The $R_s$ compensation also prevents filtering of the measured current, which would otherwise occur due to the pipette having a capacitance and resistance (i.e. a low pass filter). The average series resistance from 28 recordings was $6.0 \pm 0.4\text{M}\Omega$.

**Liquid junction potentials**

In patch recording the pipette is first "zeroed" near the cell before sealing. However when the patch solution differs from the bath solution a liquid junction potential (LJP) arises at the tip, which is then absent after the seal is made. LJPs are due to different mobilities of ions at the interface of the liquids, the junction potential is the voltage required to balance the difference in charge arising from the quicker diffusion of some ions versus others (Neher, 1992). Therefore the actual voltage of the pipette is given by Equation 2-8.

\[
V_{\text{pip}} = V_{\text{com}} - (LJP)
\]

Equation 2-8 Correction for the liquid junction potential

Junction potentials can be estimated by measurement or by calculation. Using an agar bridge, a pipette is placed in the bath containing the patch solution. The pipette is then zeroed (as there is now no LJP because the solutions are the same) in $l=0$ mode on the amplifier. The low Ca$^{2+}$ aCSF is then washed into the bath, and the LJP is read from the meter once the solutions have fully exchanged. For my standard pipette solution I found the junction potential to be $\sim 6.6\text{mV}$ when measured experimentally and $7\text{mV}$ when calculated (using JPCalcW). As calculation is considered more accurate (Barry, 1994) all voltages have been corrected for calculated LJPs post hoc.
Electrode preparation

Patch pipettes were made from filament containing thick walled borosilicate glass capillaries (GC150F 7.5, Clark Electromedical, UK). Pipettes were produced by pulling the capillaries on a vertical two-step puller (PC-10, Narishige, Japan). Pipettes were then filled with patch solution that was filtered by a 0.22μM filter (Millipore, UK). Final pipette resistances measured in low Ca²⁺ aCSF in the bath were 2.5-4MΩ for postsynaptic recordings. Occasionally pipettes were fire polished with a microforge (F-830, Narashige, Japan).

Patch clamp recording equipment

All experimental patch-recordings were made using an Optopatch amplifier (Caim Research, UK). Data was digitized by a Digidata 1322A (Molecular Devices, USA) and recorded to a PC (Centreprise, UK) using pClamp 9.2 software (molecular devices, USA) for acquisition and analysis (Figure 2-7). Data were filtered at 2-10 kHz using an 8-pole Bessel filter on the amplifier. Data were digitized at 10-50 kHz (always at least 3 times the filter) for voltage clamp or 50-100 kHz for current clamp. See Figure 2-7 for details.
Figure 2-7 Patch-clamp recording equipment: Voltage commands are given by the computer via the digital to analogue converter (DAC) which is then applied to the pipette through the amplifier and its headstage. The response to the voltage commands are simultaneously monitored by the headstage and amplifier which then gets sent to the computer via the ADC where they recorded to the hard drive. An oscilloscope is also connected for continuous monitoring of cell viability and to check series resistance throughout protocols.
Amplifier headstage design

Conventional patch clamp amplifiers use a feedback resistor ($R_f$) in the headstage to pass current, as arranged in Figure 2-8. Any difference between $V$ command and the pipette causes a current to be passed across $R_f$ in such a way as to oppose the difference.

![Diagram of conventional resistive headstage](Image)

**Figure 2-8 Conventional resistive headstage:** OA1 is an operation amplifier, $R_f$ is feedback resistor, OA2 is an operational amplifier.

The current passing through $R_f$ causes a potential difference to appear across it, which can be measured by subtracting the command voltage from the output (in OA2 Figure 2-8). To be effective $R_f$ has to be large i.e. $>10\Omega$ (to improve the signal to noise ratio), but this limits the bandwidth of the headstage and capacitive transients become a problem.

In the Optopatch current is passed by shining light directly onto miniature photodiodes connected between the differential inputs of the operational amplifier (Figure 2-9). In this circuit any difference between the command and the pipette voltage generates a
voltage at the amplifier output (OA Figure 2-9). This provides the input to the optical current passing device, which generates a photodiode current that acts to restore the input voltage (Thomas, 2000). The amplifier output is a direct measure of the current, meaning the command voltage does not appear on the output of the amplifier and thus does not need to be subtracted.

![Diagram of Optopatch head stage]

**Figure 2-9 The Optopatch head stage:** OA is operational amplifier

The advantage of the Optopatch's configuration is that the thermal noise associated with $R_t$ is removed, and there is a greater bandwidth due to lack of restriction from the $R_t$. Additionally true current clamp can be achieved with the optical head stage by simply inverting the output of the OA in Figure 2-9 and feeding it back into the command input, which effectively switches the polarity of the OA and thus gives a voltage follower circuit (Thomas, 2000). Other patch-clamp amplifiers e.g. axopatch, do not allow accurate current clamp (Magistretti et al., 1996).
Stimulation

For electrical stimulation of axons a bipolar platinum electrode was used (Figure 2-10 A) and adjusted into position using the attached coarse manipulators (Narishige, Japan). The stimulating electrode was connected to a DS2A isolated stimulating pack (Digitimer, UK) and axons were stimulated with a 0.2ms pulses of 3-10V. The stimulating pack was connected to a digital output on the Digidata 1332A, which allowed single stimuli or trains to be triggered through the acquisition software pClamp 9.2 (Molecular devices, USA). The electrode was placed with one prong underneath and one above the slice at the level of the midline (see Figure 2-10 B).

Figure 2-10 Stimulating electrode: A) Bipolar stimulating electrode constructed from Teflon coated platinum wire. Held by Narashigi coarse manipulators. B) Electrode positioning.
Data Analysis

Current voltage relationships (l/Vs) were analysed in Clampfit 9.2 (Molecular devices USA), and graphs were plotted in Microsoft Excel (Microsoft USA). Current records for figures were produced in Clampfit and exported to Microsoft PowerPoint (Microsoft USA). In general l/Vs were constructed by plotting the current 40ms into each test step against the holding potential. Data are expressed as means ±SEM. As discussed previously all data was corrected for the liquid junction potentials. Figures are examples from single cells unless otherwise stated. No leak subtraction was performed on K+ channel data, as all conventional leak subtraction fails to subtract all the "leak", as K+ mediated leak is non linear and described by Equation 2-9, the importance of which becomes apparent in (Figure 4-10).

\[ I = P_z z V^2 \left[ K \right]_{in} - \left[ K \right]_{out} \frac{\exp(-zFV/RT)}{RT} \frac{1 - \exp(-zFV/RT)}{RT} \]

Equation 2-9 The Goldman-Hodgkin-Katz current equation: Symbols have their usual meaning, and P is a permeability factor.

When I have demonstrated only a K+ leak remains (chapter 4) the residual current is fit with the GHK equation (Equation 2-9) using Microsoft Excel and the least squares method of fitting, with P as the only free variable.

Determining voltage dependence of inactivation

To determine voltage dependence of inactivation the current normalised to the maximum is plotted versus voltage and the least squares method was used to fit a Boltzmann distribution (Equation 2-10) giving the \( V_{1/2} \) and k.
Equation 2-10 Inactivation Boltzmann: Where $k$ is the slope factor.

Determining voltage dependence of activation

To determine the voltage dependence of activation from $K^+$ $I/V$s the data has to be normalised to take into account the current's dependence on the driving force. A common method for this normalisation has been to use an “ohmic” normalisation i.e. $1 / (V-E_{rev})$. However this assumes the single channel current has a linear dependence on driving force, which is incorrect (Clay, 2000). The single channel current is better described by the GHK equation (Equation 2-9). Therefore the current was corrected for the driving force using Equation 2-9 where $P$ is an arbitrary normalisation factor (which is irrelevant as it is later re-normalised).

Once the $I/V$ data has been normalised for the driving force a Boltzmann distribution (Equation 2-11) was fit using the least squares method.

\[
\frac{G}{G_{max}} = \frac{1}{1 + \exp \left( \frac{V-V_{1/2}}{k} \right)}
\]

Equation 2-11 The Boltzmann equation: Where $k$ is the slope factor

Note that when this method of normalisation is used the units are theoretically siemens (G). However since a normalisation factor is applied the units are effectively meaningless, which is not important as they are normalised to the maximum in Equation 2-11.

The effect of using an ohmic normalisation versus the GHK method is demonstrated in Figure 2-11. The ohmic normalisation returns a voltage-dependence with a shallower slope and therefore a more positive $V_{1/2}$ than the GHK method. Also note that this discrepancy between the two methods of normalisation is only observed in physiological solutions (i.e. asymmetric $K^+$).
Figure 2-11 Method of normalisation for driving force affects $V_{tz}$: Data taken from the Kv3 activation from cell in Figure 3-5, demonstrates the error associated with erroneous Ohmic correction (red) vs GHK correction (black).

**Exponential fits**

When exponential functions were fitted to data they were of the form shown in Equation 2-12, and were fit using the least squares method either in an Excel spreadsheet or in Clampfit.

$$f(t) = Ae^{-t/\tau} + C$$

*Equation 2-12 Exponential fits*: Where $t$ is time, $A$ is the area of the fit and $C$ is a constant

**Immunohistochemistry analysis**

Image J (NIH) was used for analysis of immunohistochemical data. To assess the pixel intensity an oval was drawn round the MNTB and the gray level was measured. In every
case the control image (blocking peptide or primary antibody omitted) was also analysed. An unpaired t-test was then used to determine if the immunofluorescence was significantly above background.

**Statistical tests**

In the majority of cases two-tailed t-tests were used to assess significance, paired or unpaired where appropriate. One way ANOVAs were used to assess significance where there were more than two comparisons. All tests were performed using either Microsoft Excel or InStat 3 (Graphpad Software Limited).

**Immunohistochemistry**

Information on the histological and sub-cellular expression of specific target proteins can be determined using fluorescently labelled antibodies. Specific antibodies are produced by inoculating an animal (e.g. a rabbit) with the desired antigen. The animal then produces antibodies against this foreign antigen.
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Figure 2-12 Principles of immunohistochemistry: Cell membranes are permeabilised with a detergent. The primary antibody recognises the epitope on the protein of interest and binds with high affinity. However some non-specific binding may occur (which is lower affinity). The fluorescently tagged secondary antibody is applied and binds to the primary.

The most common method of immunohistochemistry is indirect (Figure 2-12) i.e. using a primary antibody raised in one species, and then using a fluorochrome conjugated second antibody from a second species (raised against antibodies from the 1st species). This provides amplification of the signal along with more efficient production of antibodies.

Immunohistochemistry methods

Brainstems were removed as described previously, transferred to Tissue Tec (Sakura) and rapidly frozen in Hexane and dry ice. 12-20μm cryostat sections were taken (at -12°C) and transferred to polylysine-coated slides. The slides were then fixed in 2-4% paraformaldehyde for 10-20mins. Fixed sections were washed in 100mM phosphate buffered saline (PBS) PBS with 0.5% Triton X-100 (PBS-T) for 15mins 3 times.
In some cases antigen retrieval was conducted at this point, which consisted of
the slides being treated with citrate buffer (pH6.0) for 20min at 95°C, then rewashed in
PBS-T.

Sections were blocked with 1% BSA, 1% serum (from the second species e.g.
antigoat) in PBS-T for 1h at 20°C, and incubated with the primary antibody in blocking
buffer overnight at 4°C.

Sections were washed with PBS-T and the secondary antibody was applied for
2hr at 20°C, and then mounted with Vectashield (Vector Labs). In some cases DAPI
(which binds to DNA) was included to visualize cell nuclei.

Images were obtained using either a Zeiss LSM 510 Meta confocal microscope, a
Leica DM2500 or an Olympus fluoview confocal microscope. Control sections underwent
identical procedures; either with the primary antibody omitted or were preincubated with
the blocking peptide.

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Epitope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kv1.1</td>
<td>HRETE GEEQA QLLHV SSPNL ASDSD LSRRS SSTIS KSEYM EIEED MNNSI AHYRQ ANIRT GNCTT ADQNC VNKS</td>
</tr>
<tr>
<td>Kv1.2</td>
<td>YHRET EGEEQ AQYLQ VTSCP KIPSS PDLKK SRSAE TISKS DYMIEIQEVNSNFREEDLANTNVLTAN</td>
</tr>
<tr>
<td>Kv1.4</td>
<td>PYLPS NLLKK FRSSS SSSLG DKSEY LEEME LCGKE EKCQG KGDDS ETKN NCSNA KAETD</td>
</tr>
<tr>
<td>Kv1.5</td>
<td>HRETDEEQAAKKEEQGQHQRESLTGGQKVSCKSAFHKTG GPLESTDIRGSCPLEKCHLKAKSNVLDLRLAYALCLDTSRER</td>
</tr>
<tr>
<td>Kv1.6</td>
<td>NYFYH RETEQ EQGQ QTETH CGQPT PDKLA TDNGL GKPDK AEASR ERSS YLPTP HRAAYE EKRM TEV</td>
</tr>
<tr>
<td>Kv3.1b</td>
<td>CKEQPVIAKYMTEAVRVT</td>
</tr>
<tr>
<td>Kv3.2</td>
<td>DLGGKRLGIEDAAGLGGPDGK</td>
</tr>
<tr>
<td>Kv3.3</td>
<td>VTQASPQPGAPPENITNVC</td>
</tr>
<tr>
<td>Kv3.4</td>
<td>EAQDEDELALQLQGPHEG</td>
</tr>
<tr>
<td>Kv2.2</td>
<td>CRQDIYQAVGEVKK</td>
</tr>
<tr>
<td>Kv4.1</td>
<td>CKRRAIRLANSTAS</td>
</tr>
<tr>
<td>K4.2</td>
<td>CSNQLQWSDEPAFVK</td>
</tr>
<tr>
<td>Kv4.3</td>
<td>CNEALELTGTPEGEEHMKG</td>
</tr>
</tbody>
</table>
Table 2-2 Antibody epitopes. All antibodies were obtained from Alomone labs (Israel), except Kv3.3 which was a kind gift from Dr. T. Perney.

Confocal microscopy

The advantages of confocal microscopy are the elimination of out of focus light and the ability to collect serial optical sections. It can really only be used for fluorescently labelled specimens as the signal has to be very intense. As an intense signal is required a laser is used to excite a point in the plane of focus, the emitted light from the fluorochrome is then visualised. Importantly, only the light at the point of focus is visualised due to confocal apertures (pin holes), which both limit the area being excited and block out of focus light. To build a picture the point of excitation has to be scanned across the specimen (which is time consuming), which then creates an optical section of the specimen.

Western blot for anti-Kv2.2

In chapter 4 a new antibody raised against a peptide corresponding to the C terminus of Kv2.2 is used and we performed a western blot to test the antibody’s specificity. Whole brains were dissected as described earlier, homogenized with 100 mM Tris, 0.1% Triton X-100 and loaded into a 10% Tris-Glycine gel (20μg per lane). After electrophoresis the samples were transferred onto a nitrocellulose membrane and blocked in 5% skimmed milk in TBS-0, 5% Tween 20 (TBS-T) for 1 hour at room temperature. After washing (3 X 10 min in TBS-T) the membranes were probed with a rabbit anti-Kv2.2 primary antibody (1:1000, Sigma) for 2h at room temperature in 5% skimmed milk. The membranes were washed (3 x 10 min in TBS-T) and the HRP conjugated secondary antibody was applied (1:1000, Vector Labs) for 90 min at room temperature. The membrane was washed (5 x 10 min) and the signal detected using an HRP substrate (Pierce).
Reverse transcription PCR

Qrt-PCR is used to assess how much of a gene is transcribed within a given tissue. Firstly RNA is extracted from the tissue and treated with DNAase to remove all the genomic DNA (Figure 2-13 A). The complementary DNA (cDNA) is then produced from all of the RNA using a reverse transcriptase enzyme (Figure 2-13 B). This cDNA is then used for the PCR reaction.

The polymerase chain reaction is a method that allows logarithmic amplification of short DNA (or cDNA) sequences within a longer double stranded DNA molecule. The double stranded DNA is split, and a pair of primers (each ~20 nucleotides), that are complementary to a selected sequence on each of the two strands of the DNA anneal.
Figure 2-13 Principles of reverse transcriptase PCR: A) RNA is extracted from the tissue of interest and genomic DNA is degraded with DNAase. B) All the mRNA is converted into cDNA by reverse transcriptase. C) The PCR reaction doubles the amount of specific product with every cycle.

The annealed primers are extended by a DNA polymerase so that a copy is made of the intervening sequence of interest. After making this copy, the same primers can be used again, not only to make another copy of the input DNA strand but also of the short copy made in the first round of synthesis (Figure 2-13 C). This leads to a logarithmic amplification.
The whole PCR reaction takes place in one tube with the same substrates (the enzymes, sample, specific primers and oligo dT primers). The reactions are controlled by temperature. Raising the temperature to ~90°C separates the two cDNA strands. The temperature is then lowered to the annealing temperature of the primers (usually ~55°C). The temperature is then raised to ~70°C where a thermo-stable DNA polymerase (Taq) extends the cDNA strands from the primers. This process is then cycled to produce amplification of a specific product (Figure 2-13 C).

**Quantitative real-time rtPCR**

In traditional PCR the reaction is stopped at a set point (Figure 2-14 A) and the products are run on a gel. If the cDNA of interest was present it shows up at its corresponding molecular weight. Figure 2-14 shows how the PCR reaction proceeds for two dilutions of the same cDNA (on an arithmetic scale, blue and a logarithmic scale, red. The lighter colours represent a more dilute cDNA). Obviously the reaction cannot go on forever so it eventually tails off to a plateau phase. This highlights that traditional PCR methods are unable to determine the relative amount of starting cDNA.

To combat this, the reaction has to be measured when it is still logarithmic, which can only be achieved with real time measurements (hence the name). Here this was achieved by using a dye (Sybr green) that fluoresces brightly when bound to double stranded DNA but very weakly when bound to single stranded DNA. Therefore as the product increases the fluorescence will increase, allowing real time measurement of the PCR reaction.

An arbitrary threshold level was set on the logarithmic part of the reaction (Figure 2-14 A) called the cT (Threshold cycle). Different concentrations of cDNA will now have different cT values (Figure 2-14 A). If the DNA concentrations differ by a factor of 2 then the difference in cT will be 1 (since each cycle doubles the amount of product), and if the difference were ten times, the difference in cT would be 3.33.
Since Sybr green will bind to all double stranded DNA, how can we check that the fluorescent is due to dsDNA from our specific DNA fragment? For example it may contain dimmers of primers and/or non-specific fragments. Luckily the melting temperature of DNA depends on its base composition and length. So the fluorescence is monitored as the temperature is raised (Figure 2-14 C). If the fluorescence is only due to the fragment of interest it will have a single melting point (since it will be homogenous).

**Relative quantification**

All reactions were performed as triplicates. The efficiency of each primer was assessed by serial 10 fold dilutions of DNA, the cT value was plotted against log concentration of RNA and fit with a linear regression which always had a $R^2$ of >0.99 (e.g. Figure 2-14 B).

If the primers have 100% efficiency the slope of the line would be 3.33 (as 10 fold dilutions were used). Primers were designed to have similar efficiencies (see Table 2-3. β-Actin was used as a reference gene, the ΔcT of each target was found relative to β-actin (Equation 2-13, which normalises for differences in RNA loading). This allows us to compare the relative amounts of different mRNA expression, for example if Kv3.1 had a ΔcT of 2 and Kv2.2 had a ΔcT of 5.33 there would be 10 times as much Kv3.1 mRNA as Kv2.2 mRNA.

\[
\Delta cT = cT_{target} - cT_{actin}
\]

**Equation 2-13 Normalising for different loading amounts**

As the efficiencies are all equal this allows us to compare different genes, for example in chapter four Kv2.1 and Kv2.2 are compared relative to Kv3.1 (see Figure 4-15).
Figure 2-14 Real time PCR methods: A) Schematic diagram illustrating that with real time PCR it is possible to discriminate between different starting concentrations of DNA whereas it is not with traditional PCR. B) Left, Example of serial dilution to determine the efficiency of the Kv3.1 primers (on a log scale). Right, plot of the cT vs RNA concentration gives the efficiency. C) Example of a melting curve for Kv3.1 showing a single peak, indicative of specific amplification.
QrtRTPCR procedure

RNA extraction was conducted from a pooled homogenate of MNTBs dissected from 8 mice (P12-P14) using RNeasy lipid tissue mini kit (Qiagen) samples were DNAse treated (DNAfree, Ambion).

Reverse transcription was performed on 1–2μg of the RNA sample with SuperScript III first strand synthesis kit (Invitrogen) using oligo-dT primers.

The resultant cDNA was then used for fluorescence real time PCR (Power SYBR Green PCR Master Mix, Applied Biosystems and ABI PRISM 7000 thermal cycler). Amplification occurred under the following conditions: 50°C 2min, 95°C 10min, followed by 95°C 15s and 60°C 60s for 40 cycles.

<table>
<thead>
<tr>
<th>Primer</th>
<th>Forward</th>
<th>Reverse</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actin</td>
<td>TGCTCCTCCTGAGCGCAAGTACTC</td>
<td>CGGACTCATCGTACTCCTGCTTGC</td>
<td>101.9</td>
</tr>
<tr>
<td>Kv2.1</td>
<td>TGGAGAAGCCCAACTCATC</td>
<td>CAATGGTGGAGGACAATG</td>
<td>102.1</td>
</tr>
<tr>
<td>Kv2.2</td>
<td>CACCTGGCTTGAACAGAAAG</td>
<td>TTGCTTCGATAATGTCCAC</td>
<td>101.3</td>
</tr>
<tr>
<td>Kv3.1</td>
<td>TGAACAAGACCGAAATCGAG</td>
<td>CGAAGGTGAACCAGACCAC</td>
<td>100.1</td>
</tr>
</tbody>
</table>

**Table 2-3 Table of primers:** All primer were obtained from Sigma.
Chapter 3 – Results 1

Kv3 and Kv1 currents in mouse MNTB

The MNTB is an inverting relay nucleus that codes sound localisation cues. This information is encoded within trains of precisely timed action potentials. A neuron fulfilling the role of transmitting precisely timed action potentials must have several specialisations, which include:

1. A short latency response to its presynaptic input
2. The ability to fire at high frequencies
3. Fidelity of transmission i.e. 1 to 1 firing

This chapter will look at each of these attributes in turn, focusing on the underlying ion channels, which endow the MNTB with these properties.

Properties concerned with short latency responses

The MNTB receives the giant presynaptic terminal, the calyx of Held directly onto its soma (Figure 3-1 A). This morphological specialisation avoids delays associated with cable properties of dendritic processes. Additionally the calyx encapsulates ≈40% of the soma (Satzler et al., 2002), which will result in the somatic membrane charging fairly uniformly.

The postsynaptic response to a single unitary synaptic stimulus is the largest known in the brain, with EPSCs of -7 ±1.2nA at -60mV (n=8, Figure 3-1 B). The large size of the EPSC serves several purposes; firstly it ensures fidelity of transmission. The postsynaptic MNTB has a threshold for action potentials of between 200-250pA (measured by current steps of 50pA increments, cells fired with 224 ±18.6pA, n=23, Figure 3-1 D). With such a large safety factor the MNTB always fires in response to a presynaptic action potential (Figure 3-1 C).
Figure 3-1 Somatic supra-threshold synaptic currents generate a single action potential: A) Top, MNTB neuron with presynaptic calyx (red arrow). Middle, the presynaptic terminal from above filled with sulforhodamine 101 and artificially coloured (Note presynaptic axon, white arrow). Bottom, above images merged. B) Example EPSC at -60mV. C) A single AP generated by orthodromic stimulation of the cell in B. C) Step depolarisations of the same neuron in B, showing a typical single AP response except at higher current injections (green) where 2 AP are evoked.

Secondly it ensures minimal latency. The membrane time constant measured at -60mV is 3.0 ±0.3ms (n=10) meaning that an input just above threshold could take ~15ms (5 x tau) to generate an action potential. However, the EPSC generated by the calyx is 31 times threshold (7nA / 0.224nA), which effectively supercharges the membrane, resulting in an extremely short response latency.

The huge EPSC will also help to speed the output from the MNTB as it is likely to depolarise a considerable length of the efferent axon, possibly explaining why the efferent axon remains unmyelinated for considerable distances (>20µm, Leao et al., 2005a).
Developing a method to study isolated synaptic action potentials

Current steps are commonly used to study action potential properties; however as can be seen in Figure 3-1 C & D the response to step depolarisation is qualitatively different from orthodromic synaptic stimulation. There is a delay to onset as the membrane charges, the rate of depolarisation is slower, as it is only mediated by the Nav channels. Furthermore the membrane potential does not return to rest after spikes (Figure 3-1 D). To study the roles of K+ channels in the MNTB we sought to look at more physiological action potential waveforms i.e. those generated by calyceal EPSPs. However, due to the presence of presynaptic K+ channels (Dodson et al., 2003; Ishikawa et al., 2003), pharmacological studies of orthodromically stimulated action potentials would be contaminated by presynaptic K+ channel effects, for instance TEA will block Kv3 channels located in the presynaptic terminal resulting in larger EPSCs (Ishikawa et al., 2003), as well as blocking postsynaptic Kv3 currents.

To overcome this problem I decided to use a simulated synaptic current, directly injected through the pipette. This method has two advantages: 1. It avoids quantal fluctuation inherent in orthodromic stimulation. 2. It generates responses similar to physiological stimuli.

The current flowing through the ligand-gated channels at each time point is dependent on the conductance and the driving force for that channel. To generate this simulated waveform, the conductance was obtained by averaging at least 5 EPSCs recorded at -60mV and -70mV (Figure 3-2 A). From these, the average conductance was calculated (Figure 3-2 B). From the same cell the orthodromic action potential waveform was then recorded in true current clamp for the same synaptic stimulation (Figure 3-2C). The average conductance was then multiplied by the action potential waveform resulting in the simulated synaptic waveform in Figure 3-2 D.
**Figure 3-2 Generating a synaptic current waveform:**

A) EPSCs were recorded at different voltages, example of EPSC at -60mV. B) The average conductance was then calculated from the EPSCs in A (current / driving force). C) The action potential waveform was recorded from the same cell in A. D) The conductance calculated in B was then multiplied by the voltage in C, inset shows expanded scale EPSC in A (red) and calculated synaptic current (blue). N.B. Time base in B applies to A, B, C & D. E) Direct injection of the synaptic current (blue) generates an action potential (red) qualitatively similar to one via orthodromic stimulation. Synaptic recordings were carried out with assistance from M. Postlethwaite.

Injection of the simulated synaptic current overcomes synaptic variability as well as avoiding unwanted presynaptic affects. As the MNTB receives its presynaptic input directly onto its cell body (Figure 3-1 A) it is reasonable to directly inject the simulated
synaptic current into the soma and expect it to reproduce an action potential similar to orthodromic stimulation, which is the case as demonstrated in Figure 3-2 E.

**Properties concerned with high frequency firing**

MNTB neurons have been reported to fire at up to 800Hz *in vivo* (Kopp-Scheinpflug *et al.*, 2003), in order to achieve these rates (1 AP every 1.25ms) their action potentials must be extremely brief. I will now examine two ion channels involved with producing brief action potentials.

**Sodium current**

An inward (depolarising) Na⁺ current is the primary drive of nearly all mammalian action potentials (Hille, 2001). It causes the initial upward deflection of the membrane voltage during an action potential.

Under voltage-clamp, MNTB neurons evoke a rapidly activating inward current when the voltage is stepped to -37mV (Figure 3-3 A). A -97mV pre-pulse was used to remove any steady-state inactivation; under these conditions the inward current had a peak amplitude of 5.8 ±0.6nA (n=7, Figure 3-3 A & D). This rapid inward current was blocked by 1µM TTX (n=7, single example in Figure 3-3 A&B) indicating that it is mediated by a Nav subunit, but excluding 1.5, 1.8 or 1.9 based on there relative insensitivity to TTX (Catterall *et al.*, 2003a).

The TTx-sensitive current can be fit with an exponential decay (Figure 3-3 A, black – red trace gives the trace in C), which has a tau of 0.26 ±0.02ms (n=7). Also note that the Na⁺ current does not completely inactivate (Figure 3-3 C). These values which give an idea of the rapidity of the Na⁺ current are likely to be underestimates, as these recordings were filtered at 2 kHz causing: 1. attenuation of the peak amplitude and 2. rounding of the
signal resulting in a slower measure of the inactivation time constant. These problems may be overcome by filtering at higher frequencies.

**Figure 3-3 Estimating parameters of the Nav current in MNTB neurons:**

A) The inward Na⁺ current (black) evoked at -37mV is blocked by 1μM tetrodotoxin (TTx, red). B) Time course of block by TTx for the cell in A. C) The subtracted TTx sensitive current from the cell in A is fit with a single exponential decay. D) Averaged data (n7) for the peak Nav current measured at -37mV and the inactivation time constant of the TTx sensitive current. N.B. These values are likely to be underestimates, see text for details.

More quantitative studies of Nav channels would require excised patches or reducing the size of the Na current by lowering the Na⁺ concentration or using low concentrations of TTx (e.g.,~1nM). The latter may be the best method as pulling a patch may disrupt accessory proteins. Nevertheless, these data gave an indication of the magnitude and rapidity of the Nav current expressed in the MNTB. The rapidity of inactivation is crucial.
for brief APs and hence for high frequency firing. In all other voltage-clamp experiments 1μM TTx was included to isolate the K⁺ current. (See chapter 4 for further experiments pertaining to Nav channels)

High voltage-activated K⁺ current

The large Na⁺ current in the MNTB is responsible for the upstroke of the action potential and its rapid inactivation will favour brief action potentials. However the membrane potential also needs to be rapidly repolarised to facilitate brevity. It is known that K⁺ channels of the Kv3 family promote rapid action potential repolarisation (Rudy & McBain, 2001).

Figure 3-4 A (blue trace) shows the total outward K⁺ current evoked by giving test pulses between -107 and +18mV, preceded by a 750ms pre-pulse to -97mV (to remove any steady state inactivation, Figure 3-4 B). The mean current amplitude from 21 neurons measured at +28mV was 8.3 ±0.4nA. To assess the contribution of Kv3 channels to this current, we used the classical K⁺ channel blocker tetraethylammonium (TEA), which has an IC₅₀ of 0.09-0.2mM for all four of the Kv3 subunits when expressed in cell lines (Coetzee et al., 1999).

Application of 1mM TEA resulted in a 38.5 ±7.7% (n=3) reduction in the current measured at +28mV. We also tested 3mM TEA, which reduced the current at +28mV by a similar amount, 36.6 ±3.7% (n=3). As the percentage block at 1 and 3mM were not significantly different at all of the measured voltages (p= 0.83 at 28mV), we pooled the data from the two concentrations.
Figure 3-4 A high voltage-activated $K^+$ current is blocked by TEA: A) The total (blue) and TEA insensitive (green) outward $K^+$ current in response to the protocol in B, red line indicates current at -42mV. C) Average data pooled from 3 cells each at 1 and 3mM, blue=control, green=TEA. * = 95% significance, ** =99% significance.

The I/V relationship of the pooled data is shown in Figure 3-4 C, and a single example from one cell in control and the presence of 3mM TEA is shown above in Figure 3-4 A.
Note that a rapidly activating high voltage-activated current is blocked by TEA (0.07nA blocked at -42mV vs 3.1nA at 28mV and red line in Figure 3-4 A), consistent with block of Kv3 channels. To assess the $V_{1/2}$ of the Kv3 channels we corrected the TEA-sensitive currents for GHK nonlinearity and then fit the currents with Boltzmann functions (see methods).

Once more we found no significant difference between the two concentrations of TEA ($P = 0.21$ for the $V_{1/2}$s) so the data was pooled. Figure 3-5 shows a single example of the current sensitive to 3mM TEA fit with a Boltzmann, the maximal conductance was $31.2 \pm 0.3 \text{ nS}$, the $V_{1/2}$ was $-20.3 \pm 2.4 \text{mV}$ with a $k$ of $-9.1 \pm 1.0$ (n=6).

Figure 3-5 The voltage dependence of activation for the Kv3 current: Boltzmann functions were individually fit to 6 cells, an example of one is shown above. Together they gave an average $V_{1/2}$ of $-20.3 \pm 2.4 \text{mV}$ and $k$ of $-9.1 \pm 1.0$.

The $V_{1/2}$ obtained for the Kv3 current was more negative than expected (values in expression systems are $\sim 10 \text{mV}$). At these concentrations of TEA any Kv1.1 homomeric channels would be partially blocked. However, we are reasonably confident that this difference is not due to a population of Kv1.1 homomers (which have a more negative $V_{1/2}$) as the normalised current exampled in Figure 3-5 would display a "kink" since it
would be the sum of two activation curves with differing $V_{1/2}$s, (For further evidence see Figure 3-15). The fact that the $V_{1/2}$ reported here is more negative than that form expression systems may be explained by the erroneous method used by (Rudy & McBain, 2001) for normalising the currents for the driving force; they corrected for an ohmic conductance instead of GHK rectification which returns a more positive $V_{1/2}$ (see methods and, Clay, 2000).

**Kv3 subunit composition**

As there is no pharmacological means to differentiate between Kv3 channel composition (BDS-I was thought to be selective for Kv3.4 but was recently shown to affect Kv3.1 and Kv3.2, Yeung et al., 2005) we used an immunohistochemical approach. Immunoreactivity was detected in the MNTB nucleus for Kv3.1, Kv3.3 and Kv3.4. whereas Kv3.2 was not significantly above background (Figure 3-6 A & B). On closer examination of single optical sections shown in Figure 3-6 C it appears that Kv3.4 is mainly presynaptic, whereas Kv3.1 seems to be located both pre and postsynaptically, both consistent with staining from Ishikawa et al. (2003). Kv3.3 appears to be mainly postsynaptic, although may also be presynaptic. Co-localisation with a synaptic protein (such as synaptotagmin) would be required for conformation. These data would suggest that the Kv3 mediated current in the MNTB is composed of Kv3.1 and Kv3.3 homomers and or Kv3.1/Kv3.3 heteromers; however there is no complementary evidence to corroborate these conclusions. More extensive conformation of the subunit composition will prove difficult as; if one tried co-immunoprecipitation the sample would be contaminated by the presynaptic Kv3 channels.
Figure 3-6 Immunoreactivity for the Kv3 family: A) 10x pictures showing positive immunostaining for Kv3.1, 3.3 and 3.4 and low Kv3.2. B) Plot of the mean gray level above control shows that Kv3.1, 3.3 and 3.4 are all extremely significant whereas Kv3.2 is not (n=3). C) Single optical sections show that Kv3.1 is present pre and postsynaptically whereas Kv3.4 appears to be mainly presynaptic, while Kv3.3 is likely only postsynaptic. N.B. control levels of fluorescence = in the absence of primary antibody. Immunohistochemistry performed by M. Barker.
Construction of dominant negative subunits and transfection into cultured MNTB neurons seems the most appealing option; however one would have to assume no change in expression and or subunit composition during culture, a factor which has been reported for other K⁺ channels (Watkins & Mathie, 1996; Aller et al., 2005).

The physiological role of Kv3 channels

The role of Kv3 channels in the MNTB has been extensively studied in both rat and mouse MNTB (Brew & Forsythe, 1995; Wang et al., 1998b; Brew & Forsythe, 2005; Song et al., 2005).

![Figure 3-7 Block of Kv3 channels results in action potential broadening. A) Action potential evoked by a 450pA current step in the presence (red) and absence (black) of TEA. B) Action potential evoked by a simulated synaptic current in the presence (red) and absence (black) of TEA. Note that in both A & B the action potential broadens in the presence of TEA. Similar results were observed in at least 3 cells.](image)

However to highlight their most obvious role we applied either current steps or synaptic currents under true current clamp. Neurons were held ~-70mV (by a DC current injection if required, and if greater than 300pA was required to do this, cells were excluded).

Application of 3mM TEA resulted in action potential broadening in all cases along with removal of the fast after hyperpolarisation (Figure 3-7 A & B), which is consistent with block of a fast high threshold K⁺ current.
Properties concerned with fidelity of transmission

As shown in Figure 3-1 C & D the MNTB fires just a single action potential in response to supra-threshold current injections. This single action potential phenotype is characteristic of the MNTB and has been showed to be mediated by low-threshold currents belonging to the Kv1 family (Brew & Forsythe, 1995; Dodson et al., 2002).

Figure 3-8 Sequential pharmacology of the low voltage-activated current. A) Average time course of drug application. The current measured 40ms into each -37mV pulse was normalised to control. The plot shows the average (n=3) normalised amplitude of current evoked 40ms into a -37mV step, during sequential application of TEA and DTX-I. TEA blocked 13 ±0.03% of the current, 10nM DTX-I blocked a further 51 ±0.04%, no further block was seen with 100nM DTX-I. B) Example current traces after application of each drug form one cell.

To characterise this current in mice, we examined the outward current active on steps to moderately depolarised levels i.e. -37mV, using dendrotoxin-I (DTX-I). DTX-I blocks Kv1.1
1.2 and 1.6 containing channels with IC\textsubscript{50}s in the low nanomole range (Robertson et al., 1996; Hopkins, 1998; Harvey, 2001) and blocks all the low voltage-activated current in rat (Brew & Forsythe, 1995).

As can be seen in Figure 3-8 application of 3mM TEA blocks 13 ±0.03% (n=3) of the current at -37mV, this is likely due to block of Kv3 channels, which begin to activate around -45mV (for further evidence see Figure 3-15).

Subsequent application of 10nM DTx-I reduces the current by a further 51 ±0.04% (n=3). Increasing the DTx-I concentration to 100nM did not block any further current (P=0.7495), indicating that 10nM DTx-I causes a maximal block of all Kv1-sensitive channels.

In contrast to data from the rat (Dodson et al., 2002) the mouse MNTB shows considerable current at low voltages in the presence of TEA and DTx-I, we thought that this may be mediated by Kv1 subunits that did not contain Kv1.1, 1.2 or 1.6 subunits. To assess if Kv1.3 or 1.4 mediated any of the remaining current I applied CP 339 818, a selective blocker of Kv1.3 and 1.4 channels at concentrations <10\textmu M. CP 339 818 blocks channels externally, when in their C-type inactivated state (Nguyen et al., 1996). So during application the holding potential was set to -50mV and pulsed positive to -10mV every 10s to induce inactivation (Figure 3-9 B), this protocol has been shown to induce the quickest onset of block (Nguyen et al., 1996). We saw no effect on the DTx-I and TEA-insensitive current at any voltage when CP 339,818 was applied at concentrations of 5-10\textmu M (Figure 3-9, n=3). Indicating that the remaining current is not mediated by the DTx-I insensitive subunits Kv1.3 or 1.4.
Figure 3-9 The Kv1.3 and 1.4 antagonist CP 339,818 has no effect on the TEA and DTx-I insensitive current. A) DTx-I and TEA-insensitive current (purple) and after application of CP 339,818 (blue) from the same neuron. B) Time course of CP 339,818 application form cell in A, Note that during application $V_{\text{hold}}$ was -50mV (see text for details). C) $I/V$ of the cell in A before and after CP 339,818, current measured 40ms into test pulses. Similar results were obtained in 3 cells. N.B. the transient component is also unaffected.

**DTx-I sensitive low-voltage currents**

Having established that a small amount of Kv3 current is active at -37mV we decided to routinely block it by including 3mM TEA in the aCSF for future experiments. This also helps to reduce voltage errors associated with large current passing across the pipette.
Figure 3-10 DTX-I blocks a low voltage-activated current. A) Example I/V before (black) and after application of 10nM DTX-I (red). Inset shows response from a different neuron. B) Time course of DTX-I block for the neuron in A. C) Current traces for the TEA-insensitive current form the neuron in A. D) Current traces from the same cell after application of DTX-I (10nM). Blue dashed line indicates the control level of current at -37mV; arrows indicate the current plotted in A. Similar results obtained in 6 cells.

A time course was always recorded and analysed online when assessing toxin block to verify maximal block (e.g. Figure 3-10 B) before recording the final I/V. The time to onset of block was dependent on whether the perfusion lines were primed (see Methods). Figure 3-10 A shows the complete I/V for the affect of DTX-I (10nM) on the TEA-insensitive current. Note that the outward current at low voltages i.e. -50 to -20mV is attenuated, consistent with block of low voltage-activated Kv1 channels \(n=6\). However at more positive voltages i.e. >-10mV the current blocked by DTX-I appears to become
less; this phenomena was seen in all dendrotoxin applications, and in some cases the current in the presence of DTx-I nearly equalled that in control (see Figure 3-10 A inset).

When the dendrotoxin-sensitive current is isolated (by subtracting the current in the presence of DTx-I from the current in its absence) a 'kink' appears in the I/V as shown by the averaged data in Figure 3-11 A (n=6). The interpretation of this 'kink' will be discussed in the conclusion to this chapter. The kink prevents accurate determination of the voltage dependence of activation of the DTx-I sensitive current, which is assessed by converting the current to conductance, then normalising to the maximal conductance ($G_{\text{Max}}$) and fitting this with a Boltzmann function (see methods).

![Figure 3-11 The DTx-I sensitive current activation](image)

**Figure 3-11 The DTx-I sensitive current activation** A) The average subtracted DTx-I sensitive current (note the kink and the increase in error positive to -40mV). B) The data in A normalised for the GHK dependence on the driving force, shows that the DTx-I sensitive current activates from around -75mV.

Following this procedure, when the current is converted to conductance (taking account for the GHK dependence of the driving force, see methods) the conductance does not reliably plateau rendering determination of $G_{\text{Max}}$ impossible (Figure 3-11 B). Note that the scale in Figure 3-11 B is inconsequential as the GHK current equation (Equation 2-9) used to correct for the driving force requires input of an arbitrary normalisation factor, which is usually rendered irrelevant due to the subsequent
normalisation to $G_{\text{Max}}$. However I included this analysis as it shows that the Kv1 current begins to activate at -75mV.

**The physiological role of Kv1 channels**

To assess the physiological role of Kv1 channels in mouse MNTB, under true current-clamp I applied current pulses in 50pA increments similar to Figure 3-1 D. Application of DTx-I (10nM) resulted in action potential firing at lower current injections. The first action potential was observed with 116 ±33.3pA less current (Figure 3-12 A) than under control conditions. DTx-I lowered the firing threshold from -37.6 ±1.5 mV to -42 ±1.5 mV (n=3). More positive current injections of 250pA evoked 1 ±0 action potentials under control conditions and after DTx-I application this increased to 25 ±11 (Figure 3-12 A, n=3).

![Figure 3-12 Kv1 channels set threshold and prevent aberrant firing. A) Current steps of 100pA (bottom) and 250pA (top) in the presence (red) and absence (black) of DTx-I (10nM) B) Simulated synaptic current injection in the same cell as A in the presence and absence of DTx-I.](image-url)
When the simulated synaptic current was used, again in control conditions only 1 action potential was evoked with the characteristic after depolarisation (ADP). On application of DTx-I multiple action potentials occurred which rode on the ADP (Figure 3-12 B). These data are consistent with findings in the rat (Brew & Forsythe, 1995; Dodson et al., 2002) and the mouse (Brew et al., 2003).

Kv1 channel subunit composition
To probe the possible Kv1 channel subunit composition we used an immunohistochemical combined with a pharmacological approach. Figure 3-13 shows the immunoreactivity for 5 neuronal Kv1 family members (Kv1.7 is absent from brain, Kalman et al., 1998; Kashuba et al., 2001) Kv1.3 was omitted as there was no reliable antibody (the existing Kv1.3 antibody reacts with a Kv1.3 KO animal, Personal communication with L. K. Kaczmarek). We are in the process of obtaining a new Kv1.3 antibody and the Kv1.3 KO out mouse.
Figure 3-13 Immunoreactivity of the neuronal Kv1 subunits: A) Immunostaining shows the presence of Kv1.1, 1.2 and 1.5 at high levels. B) Mean gray level above control (n=3). N.B. control = preincubation with blocking peptide.

The images were analysed with Image J (NIH, USA) by drawing around the MNTB nucleus and analysing the mean gray level. Figure 3-13 B shows the mean gray level above control for each antibody. Kv1.6 was not significantly above control (P=0.13, n=3), while Kv1.4 was just above control (P=0.04, n=3) indicating that it may be expressed but if so is at very low levels. Kv1.1 and Kv1.5 showed the most robust staining, although Kv1.5 appeared to be in axons and processes rather than at the soma and may be
located presynaptically. Kv1.2 staining was also high. The higher levels of Kv1.5 than Kv1.6 contrasts with the rat where the opposite is the case (Dodson et al., 2002).

Figure 3-14 DTx-K inhibits a low voltage-activated current: A) Example I/V before (black) and after application of 100nM DTx-K (blue). B) Time course of DTx-K block for the neuron in A. C) Current traces for the TEA-insensitive current form the neuron in A. D) Current traces from the same cell after application of DTx-K (100nM); arrows indicate the current plotted in A. Similar example representing an n of 4.
The availability of subunit specific toxins for Kv1 channels allows pharmacological probing of subunit composition. DTx-K is extremely potent for Kv1.1 subunits and blocks in the low nanomole range (Robertson et al., 1996; Dodson et al., 2002). Application of 100nM DTx-K to the TEA-insensitive current reduced the current measured at -37mV by 39 ±8.2% (Figure 3-14, P=0.028, n=4), a similar percentage block as seen with DTx-I.

This indicates that the majority of Kv1 channels in the MNTB contain Kv1.1 subunits. To assess whether these channels are homo- or heteromeric we took advantage of the higher potency of TEA for Kv1.1 subunits (IC50 of 0.5mM for Kv1.1 homomers, Coetzee et al., 1999) whereas other Kv1 subunits are blocked at higher concentrations ~10mM (Coetzee et al., 1999). Furthermore the block induced by TEA is described by the energy additive model (Hopkins, 1998), meaning for every insensitive subunit in a Kv1.1 containing channel the IC50 increases exponentially and as a result, a Kv1.1 heteromer would be relatively insensitive to TEA.

**Figure 3-15 The absence of Kv1.1 homomers.** A) I/V curves constructed from the current 40ms into the example traces in B, after block of Kv1.1 containing channels, TEA still induces block at negative voltages, which almost completely washes out in 12mins. B) Current traces form the cell in A. Similar results seen in 3 cells.
TEA reduced the total outward current at -37mV by 0.15 ±0.048nA (Figure 3-4, n=6), which in light of the aforementioned pharmacological details may be due to a population of Kv1.1 homomers. To test this hypothesis I first applied DTx-I (10nM), which will block all Kv1.1 homomers (as well as others). Subsequent application of TEA blocked 0.26 ±0.13nA block at -37mV (Figure 3-15, n=3). Which is not significantly different from the amount blocked in the absence of DTx-I (P=0.35). What is important to note is that TEA still causes block, the fact that the block is greater is likely due to recruiting more axonal Kv3 channels once the Kv1 channels are blocked (as block of Kv1 channels will improve the length constant of the axon as mentioned earlier).

Together with the TEA-sensitive activation curve (Figure 3-5) this indicates that a population of Kv1.1 homomers is unlikely and therefore all Kv1.1 subunits are probably constituents of heteromeric channels.

Tityustoxin-Kα (TsTx) blocks channels containing Kv1.2 or Kv1.3 in a similar method to DTx-I, providing Kv1.4 is absent (Hopkins, 1998). Kv1.4 immunoreactivity is detected, although at low levels (Figure 3-13) and it does not contribute to the DTx-I insensitive current (CP-339, 818 Figure 3-9), therefore it is possible that it contributes to the DTx-I sensitive current. To take this into account either 100nM TsTx was bath applied or 500nM was applied by puffer pipette. Theses concentrations will block Kv1.2/kv1.4 heteromers by around 90% (Hopkins, 1998).

Tityustoxin-Kα applied to the TEA-insensitive current (Figure 3-16) produced a 53.2 ±6.5% block (at -37mV, n=4, P<0.05). In one case a wash off was recorded as shown in Figure 3-16 B.

TsTx produced a similar amount of block to DTx-K and Dtx-I, indicating that all Kv1 subunits in the mouse are composed of Kv1.1/1.2 heteromeric channels. Which differs from the rat where only 50% of the Kv1 channels have this subunit composition (Dodson et al., 2002).
Figure 3-16 TsTx blocks a low voltage-activated current A) I/V in the presence of TEA (black), after TsTx (100nM, red) and after 25 of wash (blue). B) Time course of antagonist application shown in A.
Discussion

In this chapter I have demonstrated how the calyx of Held/MNTB synapse fulfills some of the roles required of a fast auditory relay synapse: 1. It has a short latency response to its presynaptic input by having a large safety factor in the EPSC. 2. It has extremely brief action potentials due to expression of Kv3 channels. 3. It maintains fidelity of transmission (1 to 1) by expressing Kv1 channels to "manage" the huge EPSC. Each of these points will be discussed in turn below.

Short latency response to the presynaptic input

The large presynaptic calyceal terminal forms directly on to the MNTB cell body (Figure 3-1A) covering ~40% of the soma (Satzler et al., 2002), eliminating conduction delays associated with dendritic cable properties. This specialisation is seen in other fast relay synapses, such as the globular bushy cells in the cochlear nucleus (Neises et al., 1982) and the ciliary ganglion (Stanley, 1992).

The calyx of Held causes a massive postsynaptic response that is ~31 times threshold for action potential generation. This huge safety factor helps minimise response latency by effectively supercharging the membrane, overcoming the postsynaptic membrane time constant, which would normally act to slow the depolarisation rate. Additionally the magnitude of supra-threshold EPSC limits any latency fluctuations, which would result in distortion of the timing information this synapse is relaying.
High frequency firing

In order to relay sound source localisation information the MNTB must be able to follow high frequencies up to 800Hz in vitro (Taschenberger & von Gersdorff, 2000) and in vivo (Kopp-Scheinpflug et al., 2003), therefore the action potentials need to be extremely brief.

The MNTB achieves brief action potentials by having a large Nav conductance which rapidly activates and inactivates with a time constant of ~0.25ms, and a high-threshold K+ current which rapidly repolarises. The sodium current will be discussed in the final discussion as in Chapter 4 there are further experiments concerning this conductance.

High-threshold Kv3 channels

There are 4 members of the Kv3 sub family Kv3.1 - 3.4 and each member has at least two splice variants: Kv3.1a-b, Kv3.2a-d, Kv3.3a-d and Kv3.4a-c all of which result in altered C-terminal domains (Rudy & McBain, 2001). Of the Kv3 splice variants that have been studied in expression systems all activate at extremely depolarised potentials i.e. >-10mV and have positive V_{1/2}a (Rudy et al., 1999). It is now well accepted that Kv3 channels mediate rapid repolarisation of action potentials; indeed they are expressed in fast spiking neurons of the Globus Pallidus (Baranauskas et al., 1999), sub thalamic nucleus (Wigmore & Lacey, 2000) and hippocampus (Martina et al., 1998).

High-threshold Kv3 channels in the MNTB

The dogma in recent literature is that Kv3.1b mediates the MNTB Kv3 current (Elezgarai et al., 2003; Ishikawa et al., 2003; Macica et al., 2003; Kaczmarek et al., 2005; Song et al., 2005; Song & Kaczmarek, 2006). In large part this opinion has arisen due to positive in situ hybridisation (Wang & Kaczmarek, 1998) and the incorrect citation by Macica et al. (2003) of previous work apparently showing that the high threshold current in the MNTB is identical to Kv3.1b in CHO cells. However Kv3.1a has not been assessed.
Kv3.1b when expressed in mammalian cells generates a rapid activating and
deactivating sustained current with a $V_{1/2ac}$ of +15.5mV in CHO (Macica et al., 2003) or a
$V_{1/2ac}$ +7mV in HEK (Baranauskas et al., 2003) cells respectively.

So how does this previous work relate to the findings presented here? Firstly the
immunostaining of Figure 3-6 is consistent with Kv3.1b being present, but goes further
and rules out any contribution from Kv3.2, both findings being consistent with mRNA
expression (Weiser et al., 1994).

Second, Figure 3-6 also shows that Kv3.3 is expressed in the postsynaptic
neuron (and possibly also presynaptically) and is at equal levels to Kv3.1b (no significant
difference between 3.1 and 3.3, Figure 3-6 B). Surprisingly this is consistent with older
work showing the expression of Kv3.3 mRNA in the MNTB and many other auditory
neurons e.g. LSO & MSO (Li et al., 2001). Additionally it has been shown that Kv3.3 is as
abundant (Grigg et al., 2000) or even higher than Kv3.1 (Li et al., 2001) in the MNTB.

Figure 3-6 A & C also indicate that Kv3.4 is present, although it is likely to be
predominantly presynaptic. This conclusion is consistent with the absence of Kv3.4
mRNA in the MNTB (Weiser et al., 1994) but its presence in the ventral cochlear nucleus
(the location of the cell body of the calyx of Held, Weiser et al., 1994; Pal et al., 2005) and
with previous immunostaining (Ishikawa et al., 2003).

Finally the $V_{1/2ac}$ of the Kv3 current seen in the MNTB is considerably more
negative than that reported for Kv3.1b, -20mV vs ~+10mV. This difference will in part be
explained by the erroneous method of normalisation for driving force (as discussed in
chapter 2), but this will only account for ~10mV of the difference. Additionally I observed
no run down in current during recording so dephosphorylation is unlikely to contribute.

Considering the information presented here along with the previous mRNA studies, I think
it is unlikely that Kv3.1b homomers mediate the Kv3 current in the MNTB. Rather I would
expect that Kv3.1/Kv3.3 heteromers mediate the current. The argument for this being that
Kv3.3 seems to be at least as highly expressed as Kv3.1 (Grigg et al., 2000; Li et al., 2001) and Kv3.3, like Kv3.1b is preferentially found in the soma (Rashid et al., 2001).

Furthermore Kv3.1 and Kv3.2 channels are blocked voltage-dependently by internal Mg$^{2+}$, resulting in a negative slope conductance (Rudy et al., 1999). As Figure 3-5 shows this is not the case for the Kv3 current in the MNTB even though 1mM Mg$^{2+}$ was included in the patch solution for all recordings.

The presence of Kv3.1/3.3 heteromers may explain the more negative $V_{1/2ac}$ found here, as a splice variant of Kv3.3 has been shown to shift its $V_{1/2ac}$ by around -10mV in HEK cells giving a $V_{0.5ac}$ of -2.4mV, as well as altering its inactivation phenotype (i.e. preventing fast inactivation, Fernandez et al., 2003). Kv3.4a has been shown to have a much more negative $V_{1/2ac}$ and when it is incorporated into Kv3.1b results in the heteromeric channels with a negative shifted $V_{1/2ac}$ (Baranauskas et al., 2003). It is likely that one of the Kv3.3 splice variants also has a considerably more negative $V_{1/2ac}$, which may then result in heteromeric channels with $V_{1/2ac}$s similar to that observed here.

The relatively negative $V_{1/2ac}$ of the Kv3 current in the MNTB makes a lot of sense: The brief (~0.5ms) action potentials would activate little Kv3 if it had a $V_{1/2ac}$ of ~+10mV (that reported for Kv3.1b) and would be inefficient for rapid action potential repolarisation. Indeed in Globus Pallidus (GP) neurons the $V_{1/2ac}$ is more negative (~-15mV), and it has been shown that this negative $V_{1/2ac}$ is required for activation of the Kv3 current during a GP action potential (Baranauskas et al., 2003) which is considerably slower (half-width of ~1.5ms) than that of the MNTB.

It may be that the information that fast spiking neurons are encoding cause the neuron to "decide" which splice variant / subunit composition / post-translational modification of Kv3s it requires in order to provide an action potential of the appropriate duration. For example the MNTB, which is transmitting very high frequencies (~800Hz), has very brief action potentials and thus has a Kv3 with a more negative $V_{1/2ac}$ than a Globus Pallidus neuron which fires up to 100Hz (Kita & Kitai, 1991) and has longer action potentials (Baranauskas et al., 2003).
Origins and further misconceptions of Kv3.1 in the MNTB

The data that swayed the argument so much in favour of Kv3.1b accounting for all of the Kv3 current in the MNTB was the KO data, from (Macica et al., 2003), who showed that the high-threshold (Kv3) current "disappeared" in the Kv3.1 KO animal along with its ability to fire at high frequencies. However data from a Kv3.1 KO mouse, which examined the reticular thalamic nucleus (where, like the MNTB, Kv3.1 and Kv3.3 dominate), showed that there was very little change in its ability to fire at high rates, probably because the Kv3.1 is compensated by the Kv3.3. Indeed P. Dodson (personal communication) found that there was considerable high voltage activated current in the MNTB of the Kv3.1 KO mouse used by Macica et al (2003). Additionally no affect on binaural processing was seen in the Kv3.1 KO mouse (personal communication with A. Palmer).

Kv3.1b is certainly expressed in the MNTB; however Kv3.1a has been overlooked somewhat mainly due, again, to data from Macica et al (2003), who showed that Kv3.1b dominated in adult brain homogenate. However mRNA studies show that in the adult Kv3.1b is indeed at higher levels although it is only slightly higher (Liu & Kaczmarek, 1998). More importantly Liu & Kaczmarek (1998) also showed that in P8-15 animals (the age where the vast majority of the work is done in the MNTB) Kv3.1a was higher. The relative levels of Kv3.1 a vs b in the MNTB has never been assessed, therefore it is possible that Kv3.1a is as important as Kv3.1b and Kv3.3.

Subcellular localisation of Kv3

If one assumes that Kv3.1b is only present as heteromers with Kv3.3 it simplifies the conclusions that can be drawn from electron microscopy work by Elezgarai et al (2003). As well as Kv3.1 being on the non-release face of the calyx of Held, Elezgarai et al. show
that Kv3 is located in the cell soma and in the axon of the MNTB, where it is located extra-synaptically, i.e. between the fingers of the calyx.

The presence of Kv3 on the soma will help limit the duration of the EPSP generated by the huge EPSC, without attenuating the amplitude appreciably.

The exclusion of Kv3 channels from the synaptic cleft is likely to be of functional significance; since the synaptic cleft is a small volume (~28nm), extruded K⁺ would result in local depolarisation of the cleft membrane potential. This in turn would lead to aberrant signalling by NMDA receptors (as the depolarisation would cause less Mg²⁺ block and hence more charge entry via NMDA receptors).

**Tonotopic distribution of Kv3**

Kv3.1 immunostaining displays a medio-lateral gradient with higher staining seen in the high frequency-receiving medial neurons (Li *et al.*, 2001; Elezgarai *et al.*, 2003). The functional Kv3 current display the same gradient with large amplitude currents in the medial end of the MNTB vs the lateral and correspondingly the action potential half widths tended to be shorter in the medial neurons (Brew & Forsythe, 2005). This tonotopic gradient seems to be activity dependent as in mice which lose their hearing (e.g. C57B1/6) the gradient is absent in older deaf animals yet present in younger hearing animals. Yet the gradient is still present in older animals from a strain resistant to deafness (i.e. CBA, von Hehn *et al.*, 2004).

**Functional consequences of Kv3**

As already discussed it is well accepted that Kv3 channels promote brief action potentials, and Figure 3-7 shows that this is also the case in the MNTB, consistent with previous findings (Brew & Forsythe, 1995; Wang *et al.*, 1998b).

However it must be noted that this is only due to their negative $V_{1/2ac}$: as demonstrated by Baranauskas *et al* (2003) brief action potentials are unable to sufficiently activate Kv3.1b.
(V_{1/2ac} \approx +10\text{mV}), yet Klug & Trussell, (2006) show that considerable Kv3 current activates (1-3\text{nA}) with each action potential in the MNTB.

When Kv3 channels are blocked by TEA, MNTB neurons lose their ability to follow high frequency (>200Hz) trains of stimuli (Macica et al., 2003).

Recently it has been demonstrated that Kv3’s level of phosphorylation can control the MNTB’s ability to follow trains of stimuli over a range of frequencies (Song et al., 2005).

**High fidelity transmission**

As discussed earlier the calyx of Held generates a huge EPSC in the postsynaptic MNTB, which ensures the postsynaptic cell fires and provides an extremely short latency. However one detrimental effect of such a large response is that it may result in multiple action potentials for one EPSC (aberrant firing). One mechanism the calyx of Held / MNTB synapse implements to prevent aberrant firing is to ensure the EPSC is extremely brief (Taschenberger & von Gersdorff, 2000). Therefore the EPSC is mostly over with the same time course as the action potential, which will help to prevent a second spike. However having a brief EPSC is not sufficient, the MNTB also uses low-voltage activated (Kv1) channels.

**Low voltage-activated Kv1 channels**

There are 7 members of the Kv1 sub-family Kv1.1 – 1.7. Kv1.7 is absent in the brain (Kalman et al., 1998; Kashuba et al., 2001). Of the Kv1 channels expressed in the brain (Kv1.1-1.6) none have any splice variants (Coetzee et al., 1999). It is well accepted that Kv1 channels mediate low voltage activated currents (Coetzee et al., 1999; Southan & Robertson, 2000; Dodson et al., 2002; Brew et al., 2003; Dodson et al., 2003; Ishikawa et al., 2003; Shen et al., 2003; Gittelman & Tempel, 2006). In neurons Kv1 channels tend to be located in the axon hillock (initial segment / action potential initiation zone) and at
presynaptic terminals (Wang et al., 1993; Wang et al., 1994; Dodson et al., 2002; Dodson et al., 2003) and for review see (Dodson & Forsythe, 2004).

**Kv1 channels in the MNTB**

We find intense staining of Kv1.1 and Kv1.2 in the MNTB principal neurons (Figure 3-13), consistent with previous staining (Dodson et al., 2002; Brew et al., 2003; Ishikawa et al., 2003) and with mRNA expression (Grigg et al., 2000). However we also find that Kv1.6 is absent (Figure 3-13 A & B), this is in contrast to what is found in the rat (Dodson et al., 2002), which represents an interesting species difference. We also find that Kv1.5 is highly expressed, although it appears that the staining is mainly in processes. Kv1.5 is known to be expressed in oligodendrocytes (Attali et al., 1997; Chittajallu et al., 2002), therefore the stained processes may be those of oligodendrocytes, however this would require confirmation at higher magnification, possibly with double staining with myelin basic protein and or labelling of GFP-CNPase mice. Kv1.4 also appears to be present although at relatively low levels. Kv1.3 was not assessed as a satisfactory antibody was unavailable at the time; however there appears to be Kv1.3 staining in the MNTB shown with a new verified antibody (Gazula & Kaczmarek, 2006).

When the Kv3 channels were blocked with 3mM TEA, the current at -37mV was blocked by 44.6 ±5.1% with 10nM DTx-l (Figure 3-17), when the concentration of DTx-l was increased to 100nM no further effect was observed (Figure 3-8). DTx-l blocks Kv1.1, 1.2 and 1.6 containing channels (Hopkins, 1998), therefore it is possible that the remaining (antagonist insensitive) current is mediated by a DTx-l insensitive Kv1 channel. However, the Kv1.3 & Kv1.4 antagonist CP-339, 818 had no affect on the insensitive current, ruling out a population of Kv1.3 or Kv1.4 channels (Figure 3-9). Therefore it appears that all the Kv1 current is mediated by DTx-l sensitive subunit containing channels. Additionally the magnitude of the Kv1 current at -47mV (0.18 ±0.003nA, n=7) is comparable to that observed previously in mouse 0.2nA (Brew et al., 2003) but is considerably smaller when compared to the magnitudes reported from rat ~0.5nA.
(Dodson et al., 2002) and 0.36nA (Brew & Forsythe, 1995). This difference in the amount of Kv1 current likely explains the fact that mouse MNTB neurons tend to be more excitable than rats (i.e. occasionally more than 1 action potential is observed in mice, data not shown, Brew et al., 2003).

**Kv1 subunit composition**

As Figure 3-13 shows Kv1.6 is absent, therefore all the Kv1 subunits in the MNTB must contain at least one Kv1.1 or Kv1.2 subunit. The selective Kv1.1 blocker DTx-K was used to probe the contribution from Kv1.1 subunits and as Figure 3-17 shows the % block by DTx-I and DTx-K were similar, suggesting that all the Kv1 channels contain at least one Kv1.1 subunit. A population of Kv1.1 homomers is unlikely as the current blocked at -37mV by 3mM TEA (IC50 of 0.5 for Kv1.1 homomers, Coetzee et al., 1999), was insensitive to DTx-I (Figure 3-15, as discussed in the results). Hence all the Kv1 channels in the MNTB must be Kv1.1 containing heteromers, similar to rat (Dodson et al., 2002).

![Figure 3-17 Summary of % block by different Kv1 toxins.](image)

Furthermore TsTx-K (a Kv1.2/Kv1.3 blocker) was applied (Figure 3-16) which reduced the current by a similar amount to both DTx-I and DTx-K (Figure 3-17), which implies that all the subunits may be heteromers of Kv1.1/Kv1.2 and/or Kv1.1/Kv1.3 and/or
Kv1.1/Kv1.2/Kv1.3. Additionally, the fact that only 10nM DTx-1 is required to block all the Kv1 current favours the hypothesis that Kv1.1/Kv1.2 heteromers dominate, as Kv1.1/Kv1.3 heteromers would have less affinity for DTx-1 (Hopkins, 1998). However, this hypothesis does not take into account the immunohistochemical data which suggests the presence of both Kv1.3 (Gazula & Kaczmarek, 2006) and possibly Kv1.4 (though at low levels). The presynaptic terminals of the globular bushy cells (i.e. calyx of Held) express different ion channels to those at the cell body (Dodson et al., 2003), as do the terminals of basket cells in the cerebellum (Southan & Robertson, 2000). Thus, it is possible that the terminals of the MNTB have Kv1 channels that include Kv1.3 and maybe Kv1.4, and that the staining at the cell body observed here is solely cytoplasmic.

This subunit composition (i.e. Kv1.1/Kv1.2) is intriguing as it differs from the rat, where Kv1.1/Kv1.6 heteromers are also present but it is the Kv1.1/Kv1.2 heteromers (which contribute 50% of the total Kv1 current) that make the predominant contribution to physiology (Dodson et al., 2002). Bare in mind that rat has twice the magnitude of Kv1 current. It is likely to be no coincidence that both rat and mouse have similar amounts of Kv1.1/Kv1.2 heteromeric current, which in the rat has been shown to be the dominant contributor to physiology.

Subcellular localisation of Kv1

Although the Kv1 antibodies stain the cell body, the functional Kv1 currents are not on the somatic membrane, as when patches are pulled from the somatic membrane no DTx-1 sensitive current is observed (Dodson, 2003). Rather, immunostaining shows the Kv1 channels are on the initial segment of the axon (Dodson et al., 2002; Brew et al., 2003). This absence of Kv1 current in patches is also seen presynaptically at the calyx where they are located in the heminode (Dodson et al., 2003; Leao et al., 2005a). This localisation of Kv1 channels to the initial segment is also seen in other neurons e.g. cortical pyramidal neurons (Sheng et al., 1994; Inda et al., 2006).
Activation of Kv1 channels in the MNTB

As noted earlier the $V_{1/2}$ of the Kv1 channels in the MNTB is difficult to estimate, as when the activation curve is plotted there is a noticeable "kink" in it (Figure 3-11). This could be due to three possibilities, being:

1. The Kv1 channels are displaying inward rectification at positive voltages.
2. There are two populations of DTx-I sensitive Kv1 channels, with differing activation parameters.
3. A "space-clamp" phenomena is occurring due to the Kv1s subcellular location.

The inward rectification scenario is unlikely due to the shape of the "kink" (i.e. the "block" does not become more severe with increasing voltage). It is unlikely to be due to two populations of DTx-I sensitive Kv1 channels, based on the earlier subunit composition arguments. Additionally, the two populations would require vastly different $V_{1/2}$s to produce the observed kink. Therefore the third option seems most likely. But why does it make so much sense?

Firstly we know that Kv1 channels are located in the initial segment and not the cell body. Consequently the input resistance of the soma will be different to that of the initial segment (when Kv1s are open i.e. $>-75$mV). As it is the soma that is patched, the actual voltage of the initial segment will tend to be lower than the measured somatic voltage when Kv1s are open, but once blocked the axonal voltage will be under better control (as it will now have a similar input resistance) and hence greater currents will be apparent.

The second point to consider is that there is still considerable current remaining once Kv1s and Kv3s are blocked (see Figure 3-10). If only some of this "other" current was in the initial segment of the axon, more of it would be activated once Kv1s are blocked (as the axon would now be clamped better and hence be at higher voltages). This is what is seen at positive voltages, when Kv1s are blocked (see inset of Figure 3-10 A). This would obviously produce a kink, in the DTx-I sensitive I/V. Furthermore the kink develops as the
"other" current starts to activate which is indeed located in the initial segment (see chapter 4).

**Functional consequences of Kv1 channels**

Because of their low-voltage activated nature the function of Kv1 is more complex than that of the Kv3 channels. Due to Kv1 channels being located in the initial segment and the fact that they open at voltages more negative than the action potential threshold voltage, they will act as a high-pass filter. That is only rapidly rising and incidentally large voltage responses will be able to charge the initial segment to threshold. Kv1s therefore act to favour calyceal responses over the small slower rising inputs to the MNTB that were demonstrated by (Hamann *et al.*, 2003). Additionally the Kv1 channels limit the firing of the MNTB neuron in response to sustained stimulation such that only one or two action potentials can be evoked at the onset of a sustained depolarisation (Figure 3-12 A, and Brew & Forsythe, 1995; Dodson *et al.*, 2002). This has important consequences for synaptic stimulation, as can be seen in Figure 3-12 B, where Kv1 channels ensure that only one action potential is fired at the onset of a synaptic response, consistent with Brew & Forsythe, (1995).

The fact that DTx-1 appears to lower the voltage threshold for action potential initiation (Figure 3-12 A, bottom panel), complements the argument for a "space-clamp like" phenomena explaining the difficulty in obtaining the $V_{12ac}$. Once Kv1s are blocked a given current injection will cause a greater voltage change in the initial segment, which explains this apparent lowering of threshold.

Klug & Trussell, (2006) demonstrate that Kv1 channels in the MNTB activate rapidly with physiological action potential waveforms and deactivate within 0.25ms after the falling phase. Therefore Kv1 channels should contribute slightly to the action potential waveform, which is indeed what is seen in Figure 3-12 B, the peak of the action potential is slightly greater in DTx-1, as you would expect with increasing the input resistance.
Tonotopic distribution

Like Kv3 channels, Kv1 channels appear to be tonotopically distributed, however they have the opposite gradient. (Brew & Forsythe, 2005) reports greater Kv1 current magnitude in medial vs lateral neurons, however higher optical density of staining for Kv1.1 is seen in the lateral vs the medial end (Leao et al., 2006b). The gradient found by (Leao et al., 2006b) was only of the Kv1.1 subunit whereas that by (Brew & Forsythe, 2005) was of the functional current, a fact that may explain the discrepancies in these gradients.

(Leao et al., 2006b) also try to correlate the $V_{1/2ac}$ of the Kv1 current with location and suggests the medial neurons have a more positive $V_{1/2ac}$ than lateral neurons. However I would consider this with considerable scepticism based on the arguments outlined earlier, since evidence of the same kink is seen in their current traces, but the Boltzmann fits are not shown (see Figure 4A of Leao et al., 2006b).

In conclusion I show that the Kv3 channels have a more negative $V_{0.5ac}$ than previously thought, which is likely to be of importance to their physiological role. Furthermore I have demonstrated that the Kv1 channels in mouse MNTB differ in their subunit composition to those of the rat.
Chapter 4 – Results 2

The MNTB’s Lesser Known Kv currents

The previous chapter demonstrated the presence of both Kv1 and Kv3 mediated conductances in mouse MNTB neurons and identified their physiological roles. However, other uncharacterised K⁺ currents are expressed in the MNTB.

The non Kv1/Kv3 currents have been largely ignored in previous work and to my knowledge have only been mentioned twice. First, Brew et al 1995 noticed a third slowly inactivating conductance in the rat MNTB, which was insensitive to TEA and 4-AP. Second, Brew et al (2003) reported a small inactivating outward current in the mouse MNTB.

In this chapter I have characterised these unknown voltage-dependent conductances in MNTB neurons and report two distinct components: an A-type current and a slowly activating sustained current. Each of these conductances is examined in turn and their physiological roles are assessed.
Methods

The methods used in this chapter are identical to those described in chapter 2, except for the following modifications.

1. The majority of the data in this chapter was recorded in the presence of 3mM TEA and 10nM DTx-l, to eliminate the known Kv1 and Kv3 conductances.

2. The pipette solution used for recording sodium currents was composed of (in mM): 120 CsCl, 10 TEA-Cl, 5 4-aminopyridine (4-AP), 5 EGTA, 10 HEPES, 5 NaCl (pH 7.2 with NaOH). These pipettes had series resistances of 3-8 MΩ and junction potentials of 4mV.

3. When the pipette solution in 2 was used, spontaneous synaptic transmission became very evident. Therefore to eliminate mini-post synaptic currents from the current records, 20μM 6,7-Dinitroquinoxaline-2,3-dione (DNQX), 10μM bicuculline and 1μM strychnine were included in the perfusing low Ca²⁺ aCSF to block glutamatergic, GABAergic and glycinergic transmission respectively. 100μM CdCl₂, 3mM TEA and 1mM CsCl, was also included in the aCSF to block Cav channels and any Cs⁺ permeable Kvs.

4. P/N leak subtraction was used to eliminate capacitive artefacts from the sodium current recordings. As there was no K⁺ mediated leak in these conditions this was deemed satisfactory.

5. The sodium current data was filtered at 10 kHz and digitised at 50 kHz.

6. All the sodium current and physiological experiments (i.e. current-clamp) were conducted at 37°C.
Two additional $K^+$ currents to Kv3 and Kv1 in the MNTB

Figure 4-1 A (black traces) shows the total outward $K^+$ current and that remaining in the presence of Kv3 and Kv1 antagonists (TEA, 3mM & DTx-I, 10nM). As can be seen considerable outward current remains in the presence of the antagonists (Figure 4-1 A, red traces).

Figure 4-1 $K^+$ current not mediated by Kv1 or Kv3 channels: A) Example total outward current (black traces) and that current remaining in the presence of Kv1 and Kv3 antagonists (10nM DTx-I and 3mM TEA, respectively). B) Average I/V data recorded 40ms into the pulse (dashed lines in A) for 18 cells in control (black) and 18 different cells in the presence of 10nM DTx-I and 3mM TEA. N.B. Note the “appearance” of an inactivating component in A (black arrow).
There is 4.02 ±0.29nA (n=18) of outward current when the voltage is stepped to ~0mV with no K⁺ channel antagonists present. When both Kv1 and Kv3 channels are blocked the current is only reduced by 1.7 ±0.07nA (n=18, measured at the dashed lines in Figure 4-1 A, 40ms into the test step). The averaged i/V in Figure 4-1 B shows the current for 18 cells in control (black) and 18 different cells in the presence of 3mM TEA and 10nM DTx-I (red). Note that more than half of the sustained current is insensitive to the antagonists at positive voltages (>0mV).

On examination of the antagonist-insensitive current evoked at the more negative voltage steps, a small transient current is seen (Figure 4-1 A, arrow), suggesting that there may be two components to the remaining current.

**Figure 4-2** The antagonist-insensitive current is comprised of two components: A) A test step to -17mV from -37mV evokes only a slowly activating sustained component (blue trace), whereas stepping to -17mV from -117mV evokes an additional rapidly activating and inactivating component (green). B) Subtracting the blue from the green in A leaves the transient current which completely inactivates with a tau of 4.75 ±0.28ms (n=8). N.B. Dashed lines represent 0 current, all data recorded in the presence of 3mM TEA and 10nM DTx-I.
The two current components are distinguished by test steps to -17mV either preceded by a pre-pulse to -37mV or -117mV (Figure 4-2 A, n=8). Stepping to -17mV with a pre-pulse to -117mV results in a rapidly activating and inactivating current with a sustained component, whereas a pre-pulse to -37mV generates only a slowly activating sustained component.

Subtraction of the -37mV pre-pulse test step (Figure 4-2 A, blue) from that with the -117mV pre-pulse (Figure 4-2 A, green) results in the isolated rapidly activating and inactivating A-type current (Figure 4-2 B, yellow). This A-current shows complete inactivation which is fit by a single exponential decay with a time constant of 4.75 ±0.28ms (n=8). Therefore the current measured at 40ms and plotted in Figure 4-1 B is the sustained current, because at 40ms (>5 inactivation time constants) the A-current is completely inactivated.

The A-current

Biophysical Properties of the A-current

We examined the A-current in more detail by assessing its level of steady-state inactivation. The steady-state inactivation of the A-current was determined by a test pulse to -17mV, preceded by 200ms pre-pulses to voltages between -117 and -37mV (Figure 4-3 A). The zero current level in the test step was assumed to be where there was no rapidly activating instantaneous current (I am assuming that this current completely inactivates, which is a fair assumption based on Figure 4-2 B).

The peak A-current was then measured at -17mV and normalised to the maximal current, then plotted against the pre-pulse potential (Figure 4-3 B, green squares). A Boltzmann function was fit to the normalised inactivation data (Figure 4-3 B, Blue line) giving a voltage dependence of inactivation ($V_{1/2}$) of -76.9 ±0.9mV and a slope factor ($k_{in}$) of -7.0 ±0.3 (n=9). Classical A-currents, mediated by members of the Kv4 family
typically have a large amount of steady-state inactivation (Chen & Johnston, 2004), as seen here. However the inactivation rate here, is somewhat faster than reported values.

Figure 4-3 Voltage dependence of inactivation of the A-current: A) A test step to -17mV was preceded by pre-pulses between -117 and -37mV, the negative pre-pulses evoked the A-current whereas the more positive pre-pulses inactivated the A-current. B) The peak transient current in the test pulse in A was normalised to the maximum and plotted against voltage, which was then fit with a Boltzmann distribution giving a $V_{1/2m} = -76.9 \pm 0.9$ mV and a $k_{in}$ of $-7 \pm 0.3$ (n=9). The A-current was assumed to completely inactivate see text for explanation. N.B. All data recorded in the presence of 3mM TEA and 10nM DTx-I.
I next examined the A-current's voltage-dependence of activation. In order to do this I had to isolate the A-current from the slowly activating component. This was achieved by using a double pulse protocol as shown in Figure 4-4 A. Each test pulse (T) was preceded by a hyperpolarising pre-pulse to -117mV to remove all steady-state inactivation. T1 gives the total A-current along with the sustained current, whereas in T2 only the sustained current is evoked, because the A-current is completely inactivated by an additional 20ms pre-pulse to -37mV (Figure 4-4 A). The dashed line in Figure 4-4 A indicates that the sustained current remains unchanged in the two pulses. The peak transient current was found in T1 and the current at the equivalent time in T2 was subtracted, leaving the isolated A-current I/V (Figure 4-4 B). The latency to the peak decreased with depolarisation.

To obtain the voltage-dependence of activation from this isolated I/V, the current has to be corrected for the driving force. A linear ("ohmic") driving force is commonly used for correction, however this method is erroneous (see methods) therefore Equation 2-9 was used which corrects for the single channel current's dependence on GHK rectification (see methods, Clay, 2000).

As can be seen in Figure 4-4 C (purple squares) at positive voltages the conductance displays inward rectification, which is consistent with block by internal Mg$^{2+}$ of A-type conductances (Forsythe et al., 1992) and some other K+ channels e.g. Shaker B (Slesinger et al., 1993). Due to this inward rectification the data was normalised to the current at -7mV (i.e. prior the development of the inward rectification) and then fit with a Boltzmann distribution (Figure 4-4 C, blue line), which gave a half-activation voltage ($V_{1/2}^{ac}$) and $k_{ac}$ of -35.0 ±1.3mV and -6.7 ±0.3, respectively (Figure 4-4, n=9). It should be noted that these values are only estimates, as it is not known whether the channel has reached its maximally activated state by -7mV. If not these values may underestimate the magnitude of $k_{ac}$, and hence the $V_{1/2}^{ac}$ maybe more positive.
Figure 4-4 Determining the voltage-dependence of activation for the A-current: A) In test pulse 1 (T1) the sustained current and A-current are evoked, whereas in T2 only the sustained current is evoked as the A-current is inactivated by a 20ms -37mV pre-pulse. The dashed line shows the sustained current remains unchanged in the two test pulses. B) The peak transient current from T1 was measured and the current from the equivalent latency in T2 was subtracted leaving the isolated A-current I/V. C) The data in B was corrected for the driving force using Equation 2-9, (see methods) (Purple squares), this was then fit with a Boltzmann distribution (blue line) ignoring the points at positive voltages (see text), which gave a $V_{1/2ac}$ of -35.0 ±1.3mV and a $k_{ac}$ of -6.7 ±0.3 (n=9). N.B. all data recoded in the presence of 3mM TEA and 10nM DTx-l.

It was not possible to determine the A-current’s activation parameters from tail current analysis (which would be preferable because the normalisation for driving force isn’t
required). The double pulse protocol was required as the A-current rapidly and completely inactivates at potentials that would be required to examine the tails i.e. ~-60mV.

The A-current begins to activate ~-60 to -55mV and has a peak outward current at -17mV of 1.25 ±0.22nA (n=5), however under resting conditions it is greater than half-inactivated. Therefore due to its relatively small size, we postulate that this current will only make a minor contribution to controlling excitability. However one scenario where the A-current may exert a greater affect is directly after inhibition, which would remove some of the steady state inactivation. An important property of the A-current would then be the rate of recovery from inactivation; I assessed this by giving a double pulse protocol as shown in Figure 4-5. The rate of recovery from inactivation at -97mV was fit well by a single exponential function (red line in Figure 4-5) which had a tau of 16.4 ±1.6ms (n=8).

![Figure 4-5 Recovery of inactivation of the A-current](image)

**Figure 4-5 Recovery of inactivation of the A-current**: The recovery from inactivation was assessed using the voltage protocol shown below. The A-current was maximally inactivated in a 50ms pulse to -17mV and the amount of recovery was assed after a varying recovery period. A single exponential fit the recovery well (red line) giving a Tau of 16.4 ±1.6ms (n=8).

**Pharmacology of the A-current**

Both Ba²⁺ and 4-AP were used in the study of other conductances in the MNTB, though I noticed that they also affect the transient A-current.
Application of 3mM Ba\textsuperscript{2+} in the presence of TEA and DTx-I reduced the peak transient current measured at -2mV from 2.96 ±0.26nA to 1.20 ±0.15nA (Figure 4-6 A&B, n=4, P=0.0007). However, it should be noted that Ba\textsuperscript{2+} also blocks the sustained current (Figure 4-6 A), although it is clear that the A-current is more sensitive to Ba\textsuperscript{2+} at 3mM (Figure 4-6 A arrow).

4-AP (5-10mM) was also applied and block of the A-current was observed in all 4 cases (Figure 4-6 C). In one case a time course for the onset of block by 4-AP was recorded as shown in Figure 4-6 D. 4-AP also affected the sustained current but again it is clear that it also blocks the transient current. This block of the A-current by 4-AP is consistent with previous reports (Brew \textit{et al.}, 2003).

It would have been preferable to have used the same protocol as that used in Figure 4-4 A to obtain more accurate information on the block by pharmacological agents. However we felt it was not worth replicating these experiments, since we have already ascertained that the A-current is sensitive to both 4-AP and Ba\textsuperscript{2+}, but neither is selective for the A-current and so are of little use for physiological studies under current clamp.
Figure 4-6 The A-current is sensitive to Ba$^{2+}$ and 4-AP: A) Example traces in the presence of 3mM TEA and 10nM DTx-I (black) and with the addition of 3mM Ba$^{2+}$ (green). B) Plot of the peak transient current from A shows a reduction in the A-current with the application of Ba$^{2+}$, also note that Ba$^{2+}$ decreases the sustained current (n=4). C) Voltage steps to +63mV in the presence of 3mM TEA and 10nM DTx-I (black) and with the application of 5mM 4-AP showed block of the transient current (similar results seen in 4 cells with [4-AP] ranging from 5-10mM). D) Time course for the onset of block of the A-current by 4-AP for the cell in C, recorded at -7mV.

The channel’s biophysics along with some other pharmacology helps to rule out possible molecular candidates, for example it is not mediated by the inactivating Kv3 members (i.e. Kv3.3 & 3.4) as they are blocked by 3mM TEA (Coetzee et al., 1999). Additionally we can rule out mediation by an inactivating Kv1 (e.g. Kv1.3 or 1.4) as CP 339 818 leaves the current unaffected (Figure 3-9), nor is it mediated by a Kv1.1 with an accessory beta subunit as such a current would be sensitive to DTx-I. Kv4 channels are rapidly activating and inactivating K$^+$ channels and are expressed on the cell bodies of the presynaptic globular bushy cells (Fitzakerley et al., 2000; Dodson et al., 2003), therefore it is likely that a member of the Kv4 sub-family mediates this A-current. The insensitivity to TEA and
block by 4-AP is consistent with this conclusion (Coetzee et al., 1999; Birnbaum et al., 2004).

**Kv4.3 subunits are expressed in the MNTB**

To support the pharmacological data we performed immunohistochemistry for the Kv4 subunits. Figure 4-7 shows that anti-Kv4.3 showed robust staining while anti-Kv4.2 showed minimal staining. Anti-Kv4.1 showed no staining, consistent with its expression being limited to the olfactory bulb and CA1 of the hippocampus (Serodio & Rudy, 1998; Fitzakerley et al., 2000).

![Image of Kv4 subunits](image)

**Figure 4-7 Kv4.3 is present in the MNTB principal neurons:**

A) Immunostaining of the Kv4 subunits, insets show blocking peptide control. Scale bar for Kv4.3 applies to all. B) Plot of the signal above blocking peptide control, expressed as a ratio, showing that Kv4.1 is absent while Kv4.3 shows the most staining, the dashed line represents blocking peptide control (n=3).
A physiological role for the A-current

As this current rapidly inactivates it is likely only to contribute to the 1st action potential in a train. Indeed when the MNTB was stimulated at 200Hz with simulated synaptic currents, I found that the 1st action potential had a 1/2 width that was 0.03ms faster than the 2nd (Figure 4-8A, n=4, P=0.01), whereas the 1/2 width of the 2nd action potential was not significantly different from the 60th. Additionally the after hyperpolarisation (AHP) of the second action potential was 1.32 mV more depolarised than the first (n=4, P=0.046). This is consistent with the presence of an inactivating K+ conductance which participates only with repolarisation of the first action potential.

Figure 4-8 Physiological consequences of the A-current? : A) 1st (black) and 2nd (red) action potentials from a 200Hz train overlaid, showing that the width of the action potential is different B) Single action potential evoked with a simulated synaptic current (black) and with a 3ms -150pA step preceding the stimulus (red) to simulate an inhibitory input.

The sodium current is likely to be smaller for the second action potential (see Figure 4-24), which will account for the smaller action potential peak observed in Figure 4-8 A. (also see Figure 4-24)

Under resting conditions at ~-70mV, this A-current is more than half-inactivated (Figure 4-3 B). With development, the MNTB receives a large inhibitory glycinergic input
(Awatramani et al., 2004). Therefore I reasoned that synaptic inhibition could remove some of the steady-state inactivation of the A-current possibly allowing it to contribute a larger conductance (assuming the resting Cl⁻ was low enough, thus giving an E_{Cl} more negative than rest, which is reasonable (Price & Trussell, 2006). To simulate an inhibitory input a 3ms -150pA current injection was given directly before the simulated excitatory synaptic current, resulting in a 0.16 ±0.06ms delay in the time to peak as can be seen in Figure 4-8 B (n=3). Unfortunately this was not significant with the 3 cells tested and requires further investigation.

Further work to prove physiological significance should include the use of the selective toxins of the Kv4 family (i.e. Phrixotoxin-2 and or Heteropodatoxin-2). However these toxins shift the voltage-dependence of activation rather than completely block the channels, and they have not been used extensively so may affect other currents.
The slow activating current

Biophysical properties of the slow conductance

To establish the voltage-dependence of activation for the slow conductance I used 100ms pre-pulses to voltages between -57 and +53mV followed by a test step to -37mV to generate a tail current (Figure 4-9 A). The peak current (measured after the capacitance artefact, since no leak subtraction was performed) was plotted against the pre-pulse potential normalised to the peak current (Figure 4-9 B, blue diamonds).

![Figure 4-9 Assessing the voltage dependence of activation for the slow conductance: A) Tail currents were evoked by first stepping to voltages between -55 and +53mV (after inactivation of the A-current) and then stepping back to -37mV. B) The peak current measured in A was normalised to the maximum and plotted against voltage (blue diamonds), this was then fit with a Boltzmann distribution (purple line) giving a $V_{1/2ac}$ of -9.2 ±2.1mV and a $k_{ac}$ of -9.0 ±0.4 (n=6).]

The normalised current was then fit by a Boltzmann distribution which gave a $V_{1/2ac}$ of -9.2 ±2.1mV and a $k_{ac}$ of -9.0 ±0.4 (Figure 4-9 B, purple line, n=6).

The voltage-dependence of inactivation was assessed by giving 8s pre-pulses to voltages between -107 and +53mV followed by a test pulse to +43mV (Figure 4-10 A). The current measured 40ms after the onset of the test pulse (to avoid the A-current) was
normalised to the maximal current and plotted against pre-pulse potential (Figure 4-10 B, green triangles). A Boltzmann distribution was then fit to the normalised data which gave a $V_{1/2}$ of -35.9 ±1.5mV and a $k_m$ of 10.8 ±0.8 (Figure 4-10 B, Blue line, n=7).

Note that in obtaining the inactivation parameters it is valid to argue that the current completely inactivated, given the following points: The GHK current equation (Equation 2-9) clearly fits the current that remains at the end of the 8s pre-pulse (Figure 4-10 A, green square) as plotted against the pre-pulse voltage in Figure 4-10 C. Hence, the remaining current is mediated by a non voltage-gated K⁺ leak. To further support this conclusion the difference between the fit and the real data is also plotted (Figure 4-10 C, blue squares), which is well fit by a linear regression and reverses close to 0mV.

The linear nature of the difference current and the fact that it reverses close to 0mV indicates that it is due to the seal leak. The slope of the seal current is 0.0008 nA mV⁻¹ which corresponds to a seal resistance of 1.25 GΩ. Conventional leak subtraction (including P/N) subtracts a linear leak which is estimated at negative potentials and extrapolated (exampled in Figure 4-10 C, dashed red line); this method clearly fails to isolate voltage-gated K⁺ channels from leak current as K⁺ mediated leak is non-linear. Obviously a considerable amount of K⁺ leak would remain at +43mV (~0.8nA), which would lead to the misinterpretation that the remaining leak was actually a non-inactivating component of the Kv channel.

The Boltzmann distributions fitted to the activation and inactivation data show that this conductance has little steady-state inactivation at resting membrane potentials, and is a high voltage-activated conductance, only beginning to turn on more positive than -35mV.
Figure 4-10 Assessing the voltage-dependence of inactivation for the slow conductance: A) A test step to +43mV was preceded by 8s pre-pulses to voltages between -107 and +53mV. Dashed line is the zero current level. B) The peak current was measured 20ms after the onset of the test step (to avoid the A-current), normalised to the maximum and plotted against voltage (green triangles), a Boltzmann function fit the data giving a $V_{1/2}$ of -35.9 ±1.5mV and a $k_m$ of 10.8 ±0.8. C) Plot of the residual current at the end of the pre-pulse in A (green squares) is fit by the GHK current equation, demonstrating that only leak remains. Blue squares represent the difference from the fit, which is linear and reverses at zero (consistent with "seal leak"). Red dashed line indicates what leak subtraction would subtract (see text). N.B. All data recorded in the presence of 3mM TEA and 10nM DTx-I.
As already mentioned it is clear that this current activates slowly. The activation rate over a range of voltages was assessed using the protocol shown in Figure 4-11 A. A -97mV pre-pulse removed any steady-state inactivation and then a brief 20ms pre-pulse to -37mV induced inactivation of the A-current (red arrow Figure 4-11 A), leaving the sustained current in isolation for the 200ms test steps. The voltage-dependence of activation is shown with single exponential fits to the rising phase of the current, with the averaged data plotted in Figure 4-11 B. The activation rate is extremely slow at negative voltages $\tau=39.6 \pm 5.2\text{ms at } -27\text{mV (n=6)}$ and accelerates e-fold with 17.7mV of depolarisation.

**Figure 4-11 Voltage-dependence of activation rate for the slow conductance:** A) Any steady state inactivation was removed by a -97mV pre-pulse, then inactivation of the A-current was induced by a 20ms pulse to -37mV (red arrow) leaving just the sustained current in the test pulses which were stepped between -57 and +43mV. B) Single exponentials fit the rising phase of the current response in A, the mean time constants of the exponentials from 6 cells are plotted against voltage. The activation rate as a function of voltage was approximated by an exponential function (red line), showing that the rate accelerates e-fold with 17.7mV of depolarisation. The blue box highlights the physiological range. N.B. All data recorded in the presence of 3mM TEA and 10nM DTx-I.
The blue box in Figure 4-11 B highlights the physiologically relevant voltages, emphasizing that this channel turns on extremely slowly requiring ~10ms at 0mV to activate by 67%.

This slow activating conductance also deactivates slowly in a voltage dependent manner. To assess its deactivation rate the channel was maximally activated by stepping to +63mV for 15ms (>5 activation taur) and then stepped back to test potentials (Figure 4-12 A). The current decay during the test potential was fit by single exponentials and the time constants are plotted against voltage in Figure 4-12 B. The values between -70 to -85mV were omitted due to the small size of the current at these voltages, close to the reversal potential. The deactivation rate is also slow being 10.6 ±0.7ms at -37mV accelerating e-fold with 30.6mV hyperpolarisation.

**Figure 4-12 Deactivation rate of the slow conductance:** A) The slow conductance was maximally activated by stepping to +63mV for 15ms (>5 Tauact), then test steps were given to voltages between -37mV and -122mV. B) Single exponentials fit the current decay in the test steps in A, the mean time constants from 6 cells are plotted against voltage. The deactivation rate as a function of voltage was approximated by an exponential function (green line), showing that deactivation accelerated e-fold with 30.6mV of hyperpolarisation. The blue bars represent the physiological voltage ranges which will be examined later. N.B. All data recorded in the presence of 3mM TEA and 10nM DTx-l.
The inactivation of this slow conductance was examined by giving 8 s test pulses to voltages between -107 and +53 mV (preceded by a 20 ms pre-pulse to -37 mV to inactivate the A-current, Figure 4-13, red arrow). As can be seen in Figure 4-13 the inactivation rate is extremely slow occurring over 5-10 seconds. Neither a single nor a double exponential function would fit the decay over a range of voltages. The inability to reliably fit the inactivation is due to a number of factors, the most obvious being a change in voltage error. Which results from the large current passing across the series resistance, giving a change in the voltage error throughout the sweep. To give an estimate of the inactivation rate, the time to half-inactivation at -7 mV was measured in 5 cells as 669 ±32 ms.
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**Figure 4-13 Inactivation rate of the slow conductance:** Inactivation of the A-current was induced by a 20 ms -37 mV pre-pulse (red arrow) prior to stepping to test voltages between -107 and +53 mV, which evoked large outward currents that inactivated extremely slowly with a time to 1/2 inactivation of 669 ±32 ms (n=5).

**The effect of long duration pulses on EK**

One further confounding problem when using long positive pulses is illustrated in Figure 4-14. I found that longer duration pulses resulted in a shift in the reversal potential.
Pulses of 15ms to activate the voltage gated current gave a reversal potential of $-87.0 \pm 4.0\text{mV}$, when the duration of the activating pulse was increased to 150ms the reversal potential shifted to $-67.3 \pm 6.8\text{mV}$ (Figure 4-14 A, n=3, $P=0.03$). The shift in reversal potential seemed to saturate with pulses of around 250ms or greater, as the magnitude of the tail current increased up to 250ms but did not increase further (Figure 4-14 B & C). This change in reversal potential likely reflects an accumulation in external $K^+$ in the unstirred space (which is likely a small volume so a small amount of extra $K^+$ will have a large effect on the concentration).
Kv2.2 contributes to the slow conductance

The properties of the slowly activating and inactivating conductance are similar to those reported for recombinant Kv2 conductances (Schmalz et al., 1998; Malin & Nerbonne, 2002). To assess whether a Kv2 subunit could contribute to the slow conductance we performed real time QrtPCR on pooled MNTB nuclei from 8 mice. Primers were designed to have similar efficiencies (~100%) to allow comparison of relative transcript abundance (see methods). β-actin was used as an internal standard, and we included both Kv2 members (2.1 & 2.2). In addition, we included Kv3.1 (known to be present, see Figure 3-6, and Wang et al., 1998b) which we used as a standard for normalisation of the relative transcript abundance (see methods for table of primers).

![Graph showing Kv2.2 and Kv2.1 transcript abundance relative to Kv3.1](image)

Figure 4-15 Kv2.2 mRNA is present whereas Kv2.1 is absent: Kv2.1, Kv2.2 mRNA transcripts expressed relative to Kv3.1. Each value is the mean of 3 separate reactions (and each reaction was performed as triplicates) normalised to β-actin and Kv3.1 transcripts, PCR method was performed by A. Skrzypiec.

Kv2.2 transcripts were 7.3 ±0.24% as abundant as Kv3.1 transcripts, whereas Kv2.1 transcripts were only 0.25 ±0.12% as abundant as Kv3.1 mRNA (Figure 4-15). The fact
that Kv2.1 was extremely low compared to Kv2.2, being ~30 times lower, is consistent with the absence of Kv2.1 immunostaining in the mouse MNTB (data which REW Fyffe kindly shared with us). As Kv2.2 transcripts were considerably higher than Kv2.1 it may be that Kv2.2 channels are responsible for the slow current.

One caveat to this hypothesis is that the PCR was performed on the whole MNTB nucleus; therefore we may be detecting Kv2.2 mRNA from non-principal cells e.g. glial cells.

To determine if Kv2.2 protein is indeed present in MNTB principal neurons we used an anti-Kv2.2 antibody (Alomone, Israel). We first validated the antibody’s specificity by performing a western blot on whole brain homogenates. The anti-Kv2.2 antibody recognised a single band with a molecular weight of ~110 kDa (Figure 4-16) which is close to the predicted weight of mouse Kv2.2 protein (accession number XP_984002) of 102.2 kDa. Additionally pre-absorption with the blocking peptide resulted in no staining. The slight difference in molecular weights is likely explained by glycosylation and/or phosphorylation of the channel. The Western blotting was performed by A. Skrzypiec.
Figure 4-16 Anti-Kv2.2 stains a single band at the predicted molecular weight of Kv2.2: Western blot of whole brain homogenate with anti-Kv2.2 (1:1000), which recognises a single band of the predicted molecular weight of Kv2.2 (left lane). Pre-absorption with the blocking peptide results in no staining with anti-Kv2.2 (Right lane). Western blot performed by A. Skrzypiec.

For immunohistochemistry the antibody was used at the recommended dilution (1:1000). As the inset in Figure 4-17 A shows anti-kv2.2 stains the cell bodies of Purkinje cells and granule cells of the cerebellum consistent with previous reports (Hwang et al., 1993).
Figure 4-17 Kv2.2 is present in principal neurons of the MNTB: A) Pre-absorption with blocking peptide control, inset shows anti-Kv2.2 staining in the cerebellum. Scale bar applies to A & B. B) Principal neurons in the MNTB show robust staining with anti-Kv2.2 at 1:1000 (shown as signal above the control in A). C) Gray level above control for line in B, shows the different intensities of the specs compared to cell somas. Analysed with image-J (NIH). Similar results were seen in at least 3 animals.
The control used for examination of the MNTB was pre-incubation with the blocking peptide (Figure 4-17 A), the same settings on the camera and microscope were then used to capture the anti-Kv2.2 image shown in Figure 4-17 B. Note that the MNTB principal neurons are labelled and that there are also intense focal labelling in the MNTB nucleus. Figure 4-17 C shows the gray level profile of the line shown in Figure 4-17 B, which highlights the intensity of the specs (dashed red lines, up to 200 gray levels), also note the two adjacent cells which have a gray level of ~50.

The intense bright specs were intriguing as they were observed in all experiments, were absent the blocking peptide control and only appeared to be in the MNTB nucleus. To ascertain the locations of these intense specs, we examined the sections with a confocal microscope. Figure 4-18 B shows a single optical section through an MNTB stained with anti-Kv2.2 (green) and DAPI to visualise cell nuclei. As can be seen there is cytopasmic staining (common for many ion channels, see chapter 3 and Dodson et al., 2002; Elezgarai et al., 2003), but the strongest signal is in the initial segment of the axon.

Figure 4-18 Kv2.2 is located in the initial segment of the axon: A) Pre-absorption with blocking peptide, shows no staining of anti-Kv2.2. B) Single confocal section through an MNTB neuron stained with anti-Kv2.2 (1:1000, green) and DAPI (blue) reveals cytoplasmic staining and intense staining in the initial segment of the axon. Also note the characteristic
large eccentric nucleus. Staining performed by A. Skrzypiec, and Dr. C. Guerin assisted with image collection.

Therefore it appears that the intense specs observed with light microscopy are due to intense labelling of the initial segments of axons (it is unlikely to be presynaptic since the heminode is much larger than the post synaptic axon, Leao et al., 2005a), and possibly of regions along the axons. The fact that every cell in Figure 4-17 B does not have an intensely stained initial segment is due to the cryostat sections being only 12µm thick, whereas MNTB principal neuron somas are ~20µm.

**Pharmacology of the slow conductance**

To corroborate the molecular evidence for the presence of Kv2.2 we used a pharmacological approach. We know that the slow activating current is resistant to Kv3 and Kv1 channel antagonists as it is not blocked by 3mM TEA or 100nM DTx-I and CP-339 818 respectively.

Figure 4-19 A & B shows that the sustained current is completely blocked by application of 100µM Quinine (n=5), the residual current is mediated by a K⁺ selective leak as it is fit by the GHK current equation (Figure 4-19 A, blue line). Also note that the A-current is unaffected by quinine (Figure 4-19 B). The complete block by quinine is consistent with the conductance being mediated by Kv2.2 channels (Schmalz et al., 1998). However, quinine is a rather "dirty" drug as it blocks a number of other K⁺ channels such as Kv1.3, Kv1.4, Kv1.5, EAG (Kv10) and KNa at higher concentrations (1mM, Bhattacharjee et al., 2005). However, we have already ruled out Kv1.3 and Kv1.4 channel using CP-339, 818 (Figure 3-9). Even worse quinine also blocks sodium channels (data not shown), which renders it useless for physiological studies in current-clamp.
Figure 4-19 The slow conductance is blocked by quinine and partially blocked by Ba\textsuperscript{2+}:

A) $I/V$ plot of the currents measured at the arrow from B, showing that 100μM Quinine blocks all the sustained current, a GHK fit the remaining current shows that only leak remains ($n=5$).

B) Example current traces for the cell in A. C) $I/V$ plot of the currents measured at the arrow from D, showing that 3mM Ba\textsuperscript{2+} only partially blocks the sustained current ($n=4$). D) Example current traces for the cell in C.

Application of 3mM Ba\textsuperscript{2+} only caused a partial block of the current resulting in a decrease of $1.34 \pm 0.28\text{nA}$ in the current measured 40ms into a $+12\text{mV}$ pulse (Figure 4-19 C & D, $n=4$, $P=0.017$). As mentioned earlier 3mM Ba\textsuperscript{2+} also reduces the size of the A-current (Figure 4-6 A & B), however here the A-current is not contributing to the measurements as it will be completely inactivated by 40ms.

Other relevant pharmacological information is the resistance to 1μM E4031 (a selective blocker of EAG and ERG channels, Gessner & Heinemann, 2003) being
included in the patch solution (n>10), even after repeated positive pulses. This rules out mediation by EAG and ERG channels. Furthermore the only partial sensitivity to 3mM Ba\(^{2+}\) rules out mediation by ELK channels, which are completely blocked by 1mM Ba\(^{2+}\) (Engeland et al., 1998; Shi et al., 1998; Zou et al., 2003).

The presence of 50µM linopirdine (a supra-maximal dose for Kv7 channels, Coetzee et al., 1999) also left the current unblocked (n=2). Which rules out mediation by a Kv7 (KCNQ) channel, which is consistent with the lack of expression of Kv7 mRNA in the MNTB (Kharkovets et al., 2000; Saganich et al., 2001).

Mediation by K\(_{Na}\) subunits (Slick & Slack) is also unlikely as this current inactivates whereas K\(_{Na}\) subunits do not (Bhattacharjee & Kaczmarek, 2005; Bhattacharjee et al., 2005). Additionally all patch solutions contained 0 [Na], which is required for activity (Bhattacharjee & Kaczmarek, 2005). Furthermore when 2mM Mg-ATP was included in the patch pipette, the current remained unaffected (data not shown).
Figure 4-20 The slow conductance is partially blocked by 4-AP and unaffected by rScTx: A) I/V plot of the currents measured at the arrow from B, showing that 5mM 4-AP only causes a partial block of the sustained current (n=4). B) Example current traces for the cell in A, with the A-current inactivated with a 20ms -37mV pre-pulse. C) I/V plot of the currents measured at the arrow from D, showing that application of 100nM rScTx has no effect on the sustained current (n=5). D) Example current traces for the cell in C.

Application of 4-AP at 5-10mM only reduced the TEA & DTx-1 insensitive sustained current by 1.67 ±0.62nA (Figure 4-20, A &B, n=4). This relative insensitivity to millimolar 4-AP rules out all the Kv1 subunits (Coetzee et al., 1999), which was unlikely due to this conductance being relatively high voltage activated.

This still leaves the possibility that it may be mediated by a Kv2 subunit. The current appears largely insensitive to 3mM TEA consistent with the IC$_{50}$ for Kv2.2 being 8mM (Coetzee et al., 1999).
There are two pharmacological properties that are not wholly consistent with mediation by homomeric Kv2.2 channels. 4-AP has been reported to block recombinant homomeric Kv2.2 channels with an IC$_{50}$ of 1.5mM (Schmalz et al., 1998). A recombinant stromatoxin-1, of which the native toxin is reported to be selective for the Kv2 family (Escoubas et al., 2002) also had no effect on the current (Figure 4-20 C & D, 100nM-5μM, n=5, three lots). These minor discrepancies could easily be explained by the conductance being mediated by heteromeric channels formed from Kv2.2 subunits and an electrically silent subunit (Kv5, 6, 8 & 9s). These modulatory μ subunits are able to form functional channels as heteromers with Kv2 members, under these circumstances they decrease the channel's sensitivity to pharmacological agents e.g. TEA (Post et al., 1996; Robertson, 1997). Also as the silent subunits contribute to the pore they are likely to affect drugs that bind in or near the pore, such as 4-AP, TEA and toxins that occlude the pore. The native channel's insensitivity to rScTx may be due to the toxin being recombinant, as it is likely that the folding of the peptidergic toxin is important, or it may be the channel's stoichiometry.

A physiological role for Kv2.2 containing channels

We therefore know of no selective antagonists for this putative Kv2.2 containing conductance, so unravelling a physiological role is difficult. This Kv2.2 conductance has slow gating kinetics and a high-voltage activation range (Figure 4-9 & Figure 4-11). It therefore differs from the known Kv1 and Kv3 conductances which activate and deactivate rapidly (Brew & Forsythe, 1995). Hence, in the MNTB where physiological action potentials typically have half-widths of ≤0.5ms, this Kv2.2 conductance will hardly be activated by a single action potential. Kv2.2 will therefore make little contribution to the action potential waveform which is dominated by the rapid Kv3 and Kv1 conductances (Klug & Trussell, 2006). However Kv2.2 also deactivates slowly (Figure 4-12), so once active it remains open for longer, suggesting that its activity may accumulate with trains of action potentials.
To describe this rationale: Only a fraction of the Kv2 current will activate with 1 action potential, and the deactivation rate of this will be determined by the inter-spike potential \( (V_{is}) \). \( V_{is} \) varies between \(-50\) to \(-70\) mV (see Figure 4-21 B & C) which approximates to a deactivation time constant of \( \approx 7\) ms (see Figure 4-12 B, blue bars). So to take an example, for a 50Hz train of action potentials, having an inter-spike interval of 20ms, we can predict that \( \approx 6\% \) (see Equation 4-1, \( t = 20 \), \( \tau = 7 \)) of the current activated by the 1st action potential will still be active by the 2nd.

\[
\% \text{ remaining} = e^{-t/\tau}
\]

\textbf{Equation 4-1} \%...remaining is amount of Kv2.2 able to sum with that from the next action potential, \( t \) is inter-spike interval, \( \tau \) is deactivation time constant.

However, for a 200Hz train (\( t = 5\) ms) \( \approx 50\% \) would remain active for subsequent action potentials. Therefore one would expect to see a greater affect of the Kv2.2 conductance in a 200Hz train compared to a 50Hz train, as it should accumulate to a greater extent.

So how do we examine the predicted affect of Kv2.2? We know that the other Kv conductances are rapid (Brew & Forsythe, 1995) and are known to follow the action potential waveform (Klug & Trussell, 2006). Therefore in the after-depolarisation Kv2.2 should dominate, as Kv3 and Kv1 will have deactivated. The A-current is also unlikely to contribute here as it gates rapidly and will inactivate.
Figure 4-21 Action potential frequency determines amount of inter-spike hyperpolarisation, consistent with accumulation of Kv2.2: A) Example action potentials (averages of at least 10 sweeps) for a train of 60 stimuli at 50Hz (black) and 200Hz (purple). B) Shows the 1st and last action potentials from the two frequencies overlain, note that only the level of after depolarisation differs. C) Plot of the peak inter-spike potentials against action potential number shows that the inter-spike potential hyperpolarises with action potential number and frequency, consistent with build up of Kv2.2. Single example representing an n of 4 for 200Hz and 7 for 50Hz.
With this information, we decided to measure the peak of the after-depolarisation to assess whether our predictions were feasible. However as we were expecting only a small affect, we used the simulated synaptic current waveform that I developed earlier (Figure 3-2). However as the EPSC at the Calyx of Held depresses throughout trains of stimuli the eighth response from a train was used to generate the synaptic current waveform. This scaled down version was used to represent the synaptic input in its depressed state. This method was preferable to using orthodromic stimulation as it avoids synaptic variability and depression.

I found that $V_{ls}$ hyperpolarised throughout 50Hz and 200Hz trains (Figure 4-21), which is consistent with activation of a K$^+$ current (since it is the only ion with an $E_{rev}$ more negative than rest). Additionally, as predicted, the hyperpolarisation was greater with a higher frequency: at 50Hz $V_{ls}$ decreased by 1.9 ±0.5mV ($n=7$, $P=0.014$) whereas at 200Hz $V_{ls}$ hyperpolarised by 4.7 ±0.7mV ($n=4$, $P=0.0075$). Similar results were seen in 2 further cells but were excluded from analysis due to double spiking at the 1st stimulus, commonly observed in mice (Brew & Forsythe, 1995). Also note in the data that the fast after-hyperpolarisation remains fairly constant, consistent with mediation by the fast Kv3 channels, which follow the action potential waveform (Figure 4-21 A).

Since the membrane potential does not return to rest between spikes (Figure 4-21 A & B), one would expect summation of the inter-spike potential in the absence of this Kv2.2 conductance. But as Kv2.2 activates more with higher frequencies, it will oppose summation and lower input resistance. However it must be noted that the hyperpolarisation of $V_{ls}$ is relatively modest, being only ~4.7mV by the 60th action potential, therefore it might be argued that this small hyperpolarisation has little physiological significance.
The sodium current is exquisitely sensitive to inter-spike voltages

An obvious target for small changes in inter-spike voltage is the voltage-gated sodium current ($I_{Na}$). However the study of native neuronal $I_{Na}$ is notoriously difficult (due to space clamp and the reiterative problems with voltage error) so I used CsCl based pipettes (see methods) with TEA and 4-AP to block any K+ channels permeable to Cs. Due to the MNTB's lack of processes (and hence ease of voltage-clamp) it has been shown by Leao et al., 2005a that space clamp and voltage error only induced minor inaccuracy in studying inactivation with whole-cell recordings from MNTB slices.

![Figure 4-22](image)

Figure 4-22 Voltage-dependence of inactivation of the sodium current: A) A test step to -4mV was preceded by 500ms pre-pulses between -107 and -27mV. p/n leak subtraction was used to eliminate capacitive transients. B) The peak $I_{Na}$ in A was normalised to the maximum and plotted against pre-pulse potential. This was then fit with a Boltzmann distribution giving a $V_{50\text{m}}$ of $-55.4 \pm 1.7$mV and a $k_m$ of $6.3 \pm 0.1$ ($n=5$). N.B all data recorded in the presence of 20µM DNQX, 10µM bicuculline, 1µM strychnine, 100µM CdCl2, 3mM TEA, 1mM CsCl and 5nM TTx.

These errors were further reduced here by including 5nM TTx ($IC_{50}$ for the reported Nav subunits in the MNTB) to partially block the current, thus further reducing voltage error. Additionally the test steps used to measure $I_{Na}$ (being -4mV) were past the peak of its activation. Therefore any voltage error would not activate additional current.
To assess whether $I_{Na}$ is sensitive to small hyperpolarisations, I measured the sodium current's voltage-dependence of inactivation by giving test steps to -4mV preceded by 500ms pre-pulses to voltages between -107 and -27mV (Figure 4-22 A). The peak sodium current was measured, normalised and plotted against the pre-pulse voltage (Figure 4-22 B, black squares). This was then fit with a Boltzmann distribution giving a $V_{1/2}$ of -55.4 ±1.7mV and a $k_a$ of 6.3 ±0.1 (Figure 4-22 B, blue line, n=5). This shows that the $I_{Na}$ has little steady-state inactivation at rest, however the inter-spike potential falls on the steepest part of the inactivation curve (Figure 4-22 B, green bar). This confirms that the sodium current is highly sensitive to the inter-spike voltages, and therefore to Kv2.2 activation.

Leao et al., 2005a also examined the rate of recovery of $I_{Na}$ mainly at the presynaptic terminal, but also looked at postsynaptic MNTB Nav channels. Here they found that the recovery of $I_{Na}$ was fit by a double exponential, possessing a fast component with a tau ~2ms and a much slower component having a tau ~80-90ms. Although we know that the $I_{Na}$ will be affected by the inter-spike voltage (Figure 4-22), it could potentially have a much larger affect than one would first estimate due to the slow component of recovery. Therefore to further understand what would happen to the sodium current in a 200Hz train with the absence of the Kv2.2 conductance, I designed the voltage-clamp protocol shown in Figure 4-23.

A 5ms test pulse ($V_{test}$) to -4mV maximally activated and inactivated $I_{Na}$, each $V_{test}$ was followed by a 5ms period reproducing the actual inter-spike interval for a 200Hz AP train (see the protocol in Figure 4-23 with an AP overlaid in red). This period consisted of a 1ms step to -67mV ($V_{AHP}$, Figure 4-23), which mimicked the AHP mediated by the fast Kv3 current, and a 4ms step to varying voltages ($V_i$, Figure 4-23) mimicking the inter-spike potential. This protocol allowed me to test the affect of varying inter-spike potential ($V_i$) on the sodium current.
Figure 4-23 Protocol to assess the affect of \( V_{ls} \) on \( I_{Na} \): Protocol consists of a -94mV 500ms pre-pulse to remove any steady state inactivation, then 60 \( V_{test} \) steps; \( V_{test} = 5\text{ms} \) test steps to -4mV were used to evoke \( I_{Na} \); \( V_{AHP} = 1\text{ms} \) step to -67mV reproduced the Kv3 mediated fast AHP; \( V_{ls} = 4\text{ms} \) step to variable voltages mimicked the inter-spike voltage. Red trace = Action potentials from a 200Hz train overlain to the same scale.

The first two \( V_{test} \) steps were identical in each of the three paradigms used (Figure 4-24) with 59.5 \( \pm \) 5.8\% recovery of the sodium current between the first and second \( V_{test} \) (\( n=7 \), \( P<0.001 \)). Further measurements were normalised to this value.

In the first paradigm (Figure 4-24 A) I set \( V_{ls} \) to simulate mild summation of inter-spike potentials (depolarising 4.5mV over 60spikes, which may occur in the absence of the Kv2.2 conductance, as discussed earlier) and observed a 49.9\%\( \pm \)4.0\% decrease in \( I_{Na} \) by the 60\textsuperscript{th} repetition (Figure 4-24 A & D green, \( n=5 \), \( P=0.007 \)). The asterisks indicate the onset of statistically significant difference (assessed with an ANOVA). This shows that with mild summation of the inter-spike potential, there is a striking decline in \( I_{Na} \) availability, which would eventually lead to action potential failures.
Figure 4-24 $I_{Na}$ is exquisitely sensitive to the inter-spike voltage: The protocol in Figure 4-23 has been used to test the affect of the inter-spike voltage ($V_{is}$). $V_{is}$ is plotted underneath the appropriate sodium spike in each paradigm A) Example current trace for $V_{is}$ depolarising to simulate mild summation. B) Example current trace for $V_{is}$ remaining constant. C) Example current trace for $V_{is}$ mimicking physiological values of $V_{is}$. D) Averaged data for A, B and C (n=5, 8 and 7 respectively). Asterisks indicate onset of significance, data in A-C from the same cell.
The second paradigm was similar (Figure 4-24 B) but $V_{in}$ remained constant throughout the 60 pulses. Under these conditions $I_{Na}$ decreased by 25.1±8.6% and was still declining by the 60th spike (Figure 4-24 B & D, blue, n=8, P=0.02). This continued decline indicates that $I_{Na}$ can accumulate in its inactivated state during the inter-spike interval of a 200Hz train, consistent with a slow component of recovery from inactivation (Leao et al., 2005a).

In the third paradigm $V_{in}$ was adjusted to mimic the observed physiological voltages for $V_{in}$ (Figure 4-24 C). I observed an increase of 17±14.4% in the Nav current, which reached a plateau by the 30th repetition (Figure 4-24 C & D, black, n=7, P=0.004).

This demonstrates the remarkable sensitivity of the sodium current to the inter-spike voltage, and that the modest hyperpolarisation caused by accumulation of the Kv2.2 conductance is sufficient to sustain the sodium current for prolonged periods of high frequency firing.

**Developmental and tonotopic gradients**

**Kv2.2 current magnitude increase with development**

All the data presented here is from P10-14 CBA mice. To assess whether there are developmental changes in the amount of Kv2.2 current, the current measured 40ms into a +13mV test step in the presence of 10nM DTx-i and 3mM TEA was recorded (as at this voltage the channel should be maximally activated Figure 4-9). I plotted the peak currents at +13mV against animal age. An ANOVA with a post hoc test for a linear trend between means showed that there was an extremely significant increase (P<0.0001) with development. Figure 4-25 shows this trend with data from P18-19 animals included (collected by Dr. S. J. Griffin). When the older animals were included the trend was still as significant P<0.0001. Additionally when the peak tail currents (Figure 4-9 A) from data pooled from the P18-19 animals (n=5) were compared with that from the P10-14 animals
(n=6) there was an increase from 0.80 ±1.2nA to 1.9 ±0.13nA. This 2.41 fold increase was also highly significant (P<0.0001).

Figure 4-25 The Kv2.2 conductance increases with development: The current measured 40ms into a +13mV pulse is plotted against age. N.B. All data recorded in the presence of 3mM TEA and 10nM DTx-I.

The whole cell capacitance was estimated from the whole-cell capacitance dial on the amplifier (a rather crude method). For the tail current data there was an increase in capacitance from 13pF (n=6) in the P10-14 animals to 13pF (n=5) in the P18-19 animals, which was not significant (P=0.68). When the peak tail currents were normalised for capacitance, the current densities were 63.2 ±10.8pA pF⁻¹ for P10-14 and 148.9 ±20.3pA pF⁻¹ for the P18-19, which still gave an increase of 2.36 fold (P=0.003). The difference in current density may be slightly less with more accurate measurements of capacitance (e.g. fits from an uncompensated 5mV step). Unfortunately, these are the only estimates that were recorded.
**Kv2.2 is tonotopically distributed**

The MNTB is known to have a medio-lateral tonotopic gradient, with medial neurons receiving inputs from high frequency hair cells and lateral neurons receiving inputs from low frequency hair cells. Both Kv1, Kv3 and $I_h$ have been shown to have a tonotopic distribution in the MNTB (Brew & Forsythe, 2005; Leao *et al.*, 2006b). The location of the cells in the MNTB nucleus was recorded by taking a photograph of the slice under 4x magnification. To assess whether the Kv2.2 conductance has a tonotopic gradient a stencil was used to divide the recordings into medial, intermediate or lateral (Figure 4-26 A). The data measured 40ms into a +13mV test pulse was taken from just the P12 animals (to eliminate the age gradient) and plotted against location (Figure 4-26 B). An ANOVA with a post hoc test for a linear trend between means was used to assess any tonotopic gradient. I found that there was a significant gradient of current amplitude across the MNTB, being larger in the lateral neurons and smaller in the medial neurons ($P=0.035$).
Figure 4-26 Tonotopic distribution of Kv2.2 current in the MNTB at P12: A) Example photograph showing the MNTB nucleus, patch pipette still on cell and the stencil overlain. B) Plot of the current measured 40ms into a +13mV test step against cell location. N.B. All data recorded from P12 animals in the presence of 3mM TEA and 10nM DTX-I.
This gradient of current amplitudes is consistent with (Brew & Forsythe, 2005) who reported a similar gradient for an unidentified (i.e. not Kv1 or Kv3) slowly deactivating current in the rat, which is likely to be mediated by a similar conductance to the Kv2.2 reported here.
Discussion

In this chapter I have demonstrated that in addition to Kv1 and Kv3 the mouse MNTB possess two further Kv currents: A small rapidly inactivating A-current is present, which could contribute to the first action potential of a train, but makes only a minor contribution to the resting conductance due to high levels of steady-state inactivation.

A large magnitude slowly activating Kv2.2 current makes a major contribution to outward currents under voltage clamp, though its physiological affect is rather subtle. This Kv2.2 current accumulates throughout high frequency trains, hyperpolarising the inter-spike voltage, which is required for sustained periods of firing. The properties and physiological roles of these two currents will be discussed in turn.

The A-current

Molecular identity of the A-current

The small A-type conductance characterised here is insensitive to TEA and DTx-I but blocked by 4-AP (see Figure 4-3 & Figure 4-6) consistent with previous reports (Brew et al., 2003). I also report sensitivity to external 3mM Ba\(^{2+}\) (Figure 4-6) and insensitivity to 100μM quinine (Figure 4-19 B).

The molecular identity of this conductance is as yet uncertain. However, we can exclude some of the inactivating subtypes based on the current's pharmacology. Both Kv3.3 and Kv3.4 can form rapidly inactivating currents; however they are both blocked by sub-milimolar concentrations of TEA (Coetzee et al., 1999; Rudy & Mc Bain, 2001).

Kv1.1 channels when associated with Kvβ1.1 mediate rapidly inactivating currents (Jow et al., 2004), but these would still be sensitive DTx-I as the β-subunit associates with the intracellular C-termini (Yellen, 2002) and DTx binds externally to the pore region (Tytgat et al., 1995). The DTx-I insensitive subunits Kv1.3 and Kv1.4 also produce inactivating currents but these can both be excluded since their antagonist CP 339 818 (Nguyen et al., 1996; Jager et al., 1998) had no effect (Figure 3-9).
In light of this the most likely candidate is a member of the Kv4 family, all of which mediate classical A-currents i.e. rapid activation and inactivation and a large amount of steady-state inactivation (Figure 4-3, Tkatch et al., 2000). Additionally Kv4 channels are insensitive to TEA but blocked by millimolar concentrations of 4-AP (Coetzee et al., 1999; Birnbaum et al., 2004).

Kv4.1 seems to be absent from both the cerebellum and auditory brainstem, only being expressed in the hippocampus and olfactory bulb (Serodio & Rudy, 1998; Fitzakerley et al., 2000). Kv4.2 is strongly expressed in the AVCN (The location of the globular bushy cells (GBC), which give rise to the calyx of Held, Fitzakerley et al., 2000). Kv4.3 increases with development but is at low levels compared to Kv4.2 (Serodio & Rudy, 1998; Fitzakerley et al., 2000). Interestingly the GBC soma in rat has an A-type current likely mediated by Kv4.2, yet the calyx of Held does not have any transient currents (Dodson et al., 2003) nor does the mouse calyx (data not shown). At present there is no data on Kv4 expression in the MNTB, but it seems likely that Kv4.2 and or Kv4.3 will contribute. Indeed the Immunostaining shown in Figure 4-7 is consistent with Kv4.3 mediating the A-current.

The MNTB's A-current has an inactivation \( V_{1/2} \) of -76mV, which is more negative than rest (RMP being ~ -70mV, Forsythe & Barnes-Davies, 1993). Therefore under my recording conditions at rest the A-current is greater than half-inactivated. This large amount of steady state inactivation is seen in Kv4 mediated A-currents in the basal forebrain (Tkatch et al., 2000), CA1 hippocampal neurons (Chen & Johnston, 2004) and for those in expression systems (Birnbaum et al., 2004).

The A-current begins to activate positive to -60mV, and at positive voltages inward rectification develops (Figure 4-4 C). This inward rectification at positive potentials is strongly reminiscent of voltage-dependent block by internal Mg\(^{2+}\) observed in A-currents (Forsythe et al., 1992) and ShkB channels (Slesinger et al., 1993), and it is possible that this is the case for the MNTB's A-current (as 1mM Mg\(^{2+}\) is included in the patch solution).
The A-current is a relatively low voltage-activated channel having a $V_{1/2c} \approx -35.8\text{mV}$, assuming it has reached maximal activation by $-7\text{mV}$. Therefore it starts to turn on at potentials below action potential threshold, consistent with reports for A-currents mediated by Kv4 members (Serodio et al., 1994).

One factor that does not quite fit with previous reports of Kv4 channels is the rapidity of the inactivation. The inactivation rate is fit by a single exponential function having a time constant of $4.75\text{ms at } -17\text{mV}$ (Figure 4-2 B). This inactivation rate is considerably faster than that reported for other inactivating currents, however by P18-19 the inactivation rate has slowed to $7.7\text{ms at } -17\text{mV}$ ($n=5\ P=0.001$, data not shown, collected by Dr. S. J. Griffin). The A-current amplitude remains unchanged with development.

It should be noted that more direct correlations of the A-current's properties (i.e. $V_{1/2c}$ etc) with those of Kv4 channels are difficult as Kv4 channels have a plethora of accessory subunits that fine tune their gating (Bimbaum et al., 2004), a fact that may contribute to the rapid inactivation rate observed here.

The Physiological role of the A-current

The observation that the 1st AP was $0.03\pm0.005\text{ms (n=4, p=0.01)}$ quicker than the 2nd or subsequent in a 200Hz train (Figure 4-8 A) is consistent with a small contribution from the A-current to repolarisation of the first AP. Even though it activates rapidly and at negative potentials it will only have a limited effect on the action potential peak due to development of a negative slope conductance at positive voltages (Figure 4-4 C).

By P25 an extremely robust $\sim 200\text{nS}$ glycinergic input has formed on the MNTB (Awatramani et al., 2004). This inhibition will lower the membrane potential, where the A-current will rapidly recover from inactivation (Figure 4-5), permitting it to contribute more current upon subsequent depolarisation. Figure 4-8 B, where an inhibitory input has been simulated, hints that under these circumstances the A-current will alter the time to peak of the action potential. The A-current's rapid activation and the fact that its activation curve
straddles the action potential threshold fit with this hypothesis. One can imagine this may be a strategy used to fine tune the timing information that the MNTB is transmitting.

The fact that the A-current has a large amount of steady-state inactivation strongly implies that it is performing some form of integration, otherwise what is the purpose of the "extra current" in its inactivated state? As the A-current activates just negative to action potential threshold, it is possible that it integrates the sub-threshold events such as those reported by Hamann et al., 2003.

The A-current is present in the MNTB of at least two strains of mice (CBA, reported here & C3HeB/FeJ, Brew et al., 2003), yet there is no evidence for an A-current in the rat (Brew & Forsythe, 1995; Dodson et al., 2002 and J. Johnston & I. D. Forsythe unpublished observations). Also, as discussed earlier, the rat has nearly twice the Kv1 current that mouse has. Therefore it is tempting to postulate that this mouse A-current is contributing to the role of Kv1 channels, however as (Figure 3-12) shows it clearly is not sufficient to prevent multiple spiking.

A plausible explanation would be that mouse Kv1 currents have a slower activation rate, and require this A-current to provide a rapid current component at sub-action potential voltages. Consistent with this idea, is the fact that the A-current becomes readily apparent when the Kv1 channels are blocked by DTx-I (Figure 3-15), and also when Kv1 and Kv3s are blocked (Figure 4-1), however it is not easily seen when only Kv3s are blocked (Figure 3-4).

As this discussion has highlighted, it is difficult to pin down the physiological role of the A-current. This is, perhaps, due to its relatively small amplitude, furthermore its significance is undermined by the fact that the rat can manage without it. The sub-cellular localisation which could be determined by immunohistochemistry will help in understanding this channel. The specific toxins mentioned earlier are gating modifiers (Mackinnon et al, 1997), shifting the \( V_{1/2} \) rather than blocking the pore and therefore may prove unhelpful in elucidating the physiological role.
The slowly-gating high threshold Kv2.2 current

Kv2.2 containing channels mediate the slowly gating sustained current

The antagonist-insensitive (TEA & DTx) sustained current is slowly gating, and as Table 4-1 highlights we have considered all possibilities as to what can mediate this conductance.

Kv1 channels have been ruled out due to insensitivity to dendrotoxins, CP-339, 818 and relative insensitivity to 4-AP (Nguyen et al., 1996; Hopkins, 1998; Coetzee et al., 1999).

Kv3 channels activate too quickly to mediate this current and are ruled out due to insensitivity to low concentrations of TEA (Coetzee et al., 1999).

Kv4 members all mediate A-currents which activate rapidly (Birnbaum et al., 2004), and probably mediate the small A-current discussed earlier.
### Table 4-1 Summary of argument for Kv2

<table>
<thead>
<tr>
<th>Pharmacology</th>
<th>Kinetics</th>
<th>Possibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kv1</td>
<td>DTx-1 CP-339,818</td>
<td>Delayed rectifiers</td>
</tr>
<tr>
<td>Kv2</td>
<td>Quinine Block</td>
<td>Delayed rectifiers</td>
</tr>
<tr>
<td>Kv3</td>
<td>Low [TEA]</td>
<td>Too slow</td>
</tr>
<tr>
<td>Kv4</td>
<td>4-AP</td>
<td>Not A-type</td>
</tr>
<tr>
<td>Kv7</td>
<td>Linopridine</td>
<td>Too Fast</td>
</tr>
<tr>
<td>eag</td>
<td>E4031 Relative Ba(^{2+}) insensitive</td>
<td>Too fast</td>
</tr>
<tr>
<td>BKCa</td>
<td>Low [TEA]</td>
<td>Delayed rectifier</td>
</tr>
<tr>
<td>KNa</td>
<td>No [Na(^+)], [ATP]</td>
<td>Inactivates</td>
</tr>
</tbody>
</table>

Kv7 members (KCNQ channels) all activate slowly and are sensitive to linopridine (Robbins, 2001), and their encoding mRNA is not detected (Kharkovets et al., 2000) in the MNTB.

EAG nor ERG mediate the current as it is unaffected by the presence of E4031 (Gessner & Heinemann, 2003).

ELK channels are also unlikely contributors as they are generally open at rest (Gutman et al., 2003), completely blocked by 1mM Ba\(^{2+}\) (Engeland et al., 1998; Shi et al.,
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1998; Zou et al., 2003), and they are not expressed in the superior olivary complex (Kharkovets et al., 2000).

BKCa channels are very sensitive to TEA (Gutman et al., 2003) and calcium-activated currents were minimised by recording in low extracellular calcium with 5 mM internal EGTA and on occasions 100 μM extracellular Cd2+. Additionally they have previously been reported to be absent (Brew & Forsythe, 1995).

Sodium-dependent K+ channel (KNa, Slick/Slack) subunit immunolabelling has been reported in the MNTB nucleus (Bhattacharjee et al., 2002; Bhattacharjee et al., 2005). Additionally a recent review has quoted their presence in principal neurons (Kaczmarek et al., 2005). However, on inspection of the data Slick appears to be in small non-principal cells and Slack is clearly absent from the principal neurons and expressed in glial cells. Nevertheless the fact that both are activated by raised [Na]i and inhibited by [ATP]j rules these currents out: Our conditions exclude activation since no [Na+]i was present and 2mM [ATP]j did not block the current (n=3, data not shown). Additionally both Slick and Slack inactivate (Bhattacharjee & Kaczmarek, 2005).

After taking into account this pharmacological and basic biophysical information when we examine Table 4-1 the only remaining possibility is a Kv2 channel. The block by quinine (although reasonably non-specific) also fits with this conclusion (Schmalz et al., 1998). Therefore even without further evidence it is difficult to conceive of anything other than a voltage-gated Kv2 conductance mediating this current.

Consistent with the concept that a Kv2 channel mediates this current, Kv2.2 mRNA was detected at ~30 times higher levels than Kv2.1 (Figure 4-15). The absence of Kv2.1 is consistent with immunohistochemical data that REW Fyffe kindly shared with us. Further to Kv2.2 mRNA being transcribed we also find that Kv2.2 protein is strongly detected with a new anti-Kv2.2 antibody (Figure 4-16 & Figure 4-17) which we have verified. Considering the evidence presented I am confident that a Kv2.2 subunit mediates the slow gating Kv1-Kv3 antagonist-insensitive sustained current.
Kv2 channels

The two members of the Kv2 family (Kv2.1 & Kv2.2) display a high degree of sequence homology (87%) in the first 521 amino acids, but only 24% homology in the rest of their C-termini (Mohapatra & Trimmer, 2006). Both Kv2.1 and Kv2.2 are ubiquitously expressed in the brain (Hwang et al., 1993). Although Kv2 subunits have been identified as major components of delayed rectifier current in several neurons (Baranauskas et al., 1999; Murakoshi & Trimmer, 1999), the physiological roles of Kv2 channels in the brain are still poorly understood when compared to the other Kv subfamilies. Though Kv2 channels are involved in action potential repolarisation in SCG neurons (Malin & Nerbonne, 2002), where action potentials are of much longer in duration than in the MNTB.

Subunit composition

Interestingly Kv2 a-subunits don’t appear to form heteromers with each other. (Hwang et al., 1993) reports the expression of both Kv2 subunits in the same cell but notes that they have different subcellular distributions. (Malin & Nerbonne, 2002) also show, with the use of dominant negative subunits, that the Kv2 subunits form distinct currents in native cells and when expressed within the same cell. Our findings in the MNTB indicate that Kv2.2 is present, whilst Kv2.1 is absent, is consistent with their inability to form heteromers.

It is well established that Kv2 subunits form functional channels with members of the electrically silent families (i.e. Kv5, 6, 8 & 9) of which there are a total of 10 genes (Post et al., 1996; Robertson, 1997; Salinas et al., 1997a; Salinas et al., 1997b; Kramer et al., 1998; Kerschensteiner & Stocker, 1999; Ottschytsch et al., 2002; Sano et al., 2002; Ottschytsch et al., 2005). These silent subunits cannot form functional channels by themselves; they require a Kv2 a-subunit in order to form a conducting channel. It has not yet been established whether more than one silent subunit can contribute to a Kv2 heteromer.
The kinetics of the Kv2 containing channels are altered by the inclusion of a silent subunit. The effect not only depends on the identity of the silent subunit but also on the Kv2 subunit e.g. Kv9.1 slows deactivation of Kv2.1 but speeds up Kv2.2’s deactivation rate (Salinas et al., 1997b).

Kv9.1 and 9.2 are highly expressed in the same neurons as Kv2 subunits e.g. cerebellar granule and Purkinje neurons (Salinas et al., 1997b). Kv8.1 is also expressed in the cerebellum. However the distribution of the silent subunits in the brain is still poorly understood. There is some evidence that Kv6.1 may be expressed in the MNTB (see figure 4 of, Drewe et al., 1992).

The silent subunits modulate gating properties and pharmacological sensitivity, e.g. Kv2.1/Kv6.1 has a lower sensitivity to TEA compared to a Kv2.1 homomer. Although there is no conclusive evidence for heteromeric Kv2.2 channels in the MNTB, this would explain the channel’s lower sensitivity to 4-AP than that reported for homomeric Kv2.2 in *Xenopus* oocytes (Schmalz et al., 1998). It may also explain the channel’s insensitivity to recombinant Stromatoxin-1 (reported to be selective for Kv2 subunits, Escoubas et al., 2002), although this may also be explained by the toxin being recombinant.

**Subcellular location**

Kv2.1 staining shows punctuate labelling first reported by (Hwang et al., 1993), and has been investigated to some depth by several groups (Misonou et al., 2004; Muennich & Fyffe, 2004; O’Connell et al., 2006). It appears that Kv2.1 is inserted into fluid microdomains (i.e. they are restricted to a certain area but can move within it), and when dephosphorylated they can spread out in the membrane (O’Connell et al., 2006).

Kv2.2 is much less studied than Kv2.1, probably because it lacks the interesting punctuate localisation, rather Kv2.2 is dispersed in the membrane (Mohapatra & Trimmer, 2006).

Kv2.2 is found in neuronal processes (including axons) of inhibitory neurons in both the hippocampus and cortex as found by (Hwang et al., 1993) using an antibody they produced. The observation that Kv2.2 is in axons of inhibitory neurons is intriguing, as in
the MNTB (an inhibitory neuron) there is intense labelling of Kv2.2 in the initial segment of
the axon (Figure 4-17 & Figure 4-18) and possibly in segments along the axon. This
commonality of location suggests that Kv2.2 may serve a similar function in other
inhibitory neurons (which are also typically fast spiking). It is also interesting that Kv2.2 is
located in the same region as the Nav channels (Leao et al., 2005a), on which they seem
to exert their affect.
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**Figure 4-27 The subcellular location of Kv2.2 influences the apparent activation of Kv1:**
Plot of the GHK normalised Kv1 activation from Figure 3-11 (blue) along with kv2.2's
activation (Figure 4-9 B) shows that the kink in the DTx-I sensitive activation corresponds to
Kv2.2 activating (dashed line).

The localisation of Kv2.2 to the initial segment of the axon was predicted (see discussion
of chapter 3). The Kv1 channels known to be in the same location (Dodson et al., 2002),
has a kink in its activation curve (obtained by subtraction of the DTx sensitive current,
Figure 3-11), and it was predicted that this was due to the "other" (i.e. Kv2.2) current
being in the same location. Figure 4-27 shows that the activation of Kv2.2 does indeed correspond to the development of the kink in the Kv1 curve (dashed line).

A physiological role of Kv2.2 channels in the MNTB

The rate and range of activation of the Kv2.2-mediated current in MNTB neurons implies that it makes little contribution to single action potentials. Studies of Kv2 in other native neurons do indicate a role in AP repolarisation (Blaine & Ribera, 2001; Malin & Nerbonne, 2002). However it is important to appreciate that action potential durations in MNTB neurons, with half-widths of <0.5ms, are several fold faster than those in the above studies (which have half-widths of 2.5-3.5ms). Such long action potentials would permit greater activation of Kv2 channels, hence contributing more to repolarisation.

The large Kv2.2 current measured under voltage-clamp in MNTB neurons belies its small functional contribution and subtle physiological effects. The slow deactivation rate allows for cumulative activation and I show that the inter-spike potential exhibits a frequency-dependent hyperpolarisation, which is only explained by a cumulative increase in a potassium conductance. This hyperpolarisation cannot be mediated by the Kv3 or Kv1 channels as they both deactivate rapidly (Brew & Forsythe, 1995) and Kv3 activity follows the AP waveform, whereas Kv1s reach steady-state after the second stimulus (but may contribute at very high frequencies i.e. 600 Hz, Klug & Trussell, 2006). Also any electrogenic contributions from Na/K ATPase were avoided due to the exclusion of ATP from the patch pipettes.

This frequency or activity-dependent role for Kv2 in the MNTB is consistent with evidence for the physiological role of Shab (Kv2 equivalent) currents at the Drosophila neuromuscular junction where Shab activity becomes apparent only with high frequency stimulation and not with single stimulations (Ueda & Wu, 2006).
The affect of the Kv2.2 mediated cumulative hyperpolarisation

The cumulative activation of this Kv2.2 containing conductance will decrease the input resistance after each spike; in itself this will lower the amount of depolarisation subsequent EPSCs will cause. Even though the MNTB has extremely brief EPSCs, the resultant EPSPs would still be expected to summate at high frequencies (Magee, 2000). This does not occur, and can only be explained by a parallel increase in a K+ conductance throughout higher frequency trains, since any other ion would add to the depolarisation.

In addition to countering summation, the Kv2.2 conductance actually causes a small hyperpolarisation of the inter-spike potential. These small changes in the voltage of the inter-spike have a large effect on the available Nav current, since they fall on the steepest part of the Nav inactivation curve (Figure 4-22 B). I demonstrate that in a 200Hz train INa is able to increase by ~17% and crucially reaches steady state, when the inter-pike potential follows the cumulative hyperpolarisation observed in physiology (Figure 4-24 C & D, black).

Furthermore I observed a severe decline in INa when mild summation of the inter-spike potential was simulated (4.5mV by the 60th spike), a condition which is likely to occur in the absence of Kv2.2 (Figure 4-24 A & D, green).

A significant decline in INa still occurred when the inter-spike potential was maintained constant (Figure 4-24 B &D, blue) demonstrating that accumulation of Nav inactivation would occur. These data are consistent with a slow component of recovery from INa inactivation as found by (Leao et al., 2005a). A cumulative decline in INa will lead to eventual spike failure, as has been observed in pyramidal neurons in the hippocampus (Jung et al., 1997). Therefore in MNTB neurons the Kv2.2-mediated hyperpolarisation sustains action potential firing by preventing such cumulative inactivation during high frequencies. This hyperpolarisation is required, since if the Kv2.2 conductance was
"tuned" to merely balance synaptic summation, then Nav channels would still accumulate in their inactivated state. It is also worth noting that the Kv2.2 channels are largely localised to the initial segment of the axon (Figure 4-18), close to the Nav channels (Leao et al., 2005a) upon which they are exerting an affect.

Developmental changes

I show that in P10-14 animals Kv2.2 is already a major component of the outward K+ current, but the current magnitude further increases with development. By P18-19 the current magnitude has more than doubled. The MNTB neuron's ability to fire at higher frequencies also increases with development (Taschenberger & von Gersdorff, 2000). This happens through a number of mechanisms, many of which are presynaptic, although the postsynaptic EPSC also speeds up (Taschenberger & von Gersdorff, 2000). It is not too surprising that Kv2.2 also increases in parallel with these other changes, as part of a broader adaptation to prolonged high frequency firing.

It would be interesting to examine whether this Kv2.2 current is present in more immature neurons i.e. P5 which are unable to follow high frequency trains (Taschenberger & von Gersdorff, 2000).

Tonotopic gradient

Previous studies of tail currents in MNTB neurons of rat have suggested the presence of a third conductance in addition to Kv1 and Kv3 (Brew & Forsythe, 1995). Along with the description of the tonotopic gradients of Kv1 and Kv3 currents (Brew & Forsythe, 2005) also finds a medio-lateral gradient for the third conductance, with greater current magnitudes in the lateral versus the medial end. This gradient is identical to that reported here for the Kv2.2 conductance (Figure 4-26).
The data of Figure 4-26 was not normalised for cell capacitance as the only recorded estimate of capacitance was that from the dial of the amplifier. A more accurate method would be to record a -5mV uncompensated step, which would allow fitting of the capacitance transients and a more accurate estimate. (Brew & Forsythe, 2005) used this method and found no significant gradient across the MNTB in the capacitance associated with the cell soma. Therefore, I felt justified in not normalising the data for cell capacitance.

The observed lateral to medial gradient is puzzling, as it is the neurons in the medial end that fire at higher frequencies (owing to them encoding higher frequency sounds). One would expect that they would also require higher levels of Kv2 to maintain high firing rates.

One plausible explanation is that the high frequency neurons of the medial end which tend to project to the LSO (encoding level differences) only need to encode brief bursts of action potentials. Conversely the lateral neurons, which tend to project to the MSO (encoding timing differences), need to maintain accurate following of the lower frequency sound, in order to compare phase differences. This may then require prolonged levels of high firing rates, and thus more Kv2.2.
Chapter 5 – Results 3

The non voltage-gated $K^+$ "leak" currents of the MNTB

The previous chapters characterised the voltage-gated $K^+$ channels present in the mouse MNTB. In certain parts of the previous chapter it was alluded that there was an additional $K^+$ mediated "leak" current (see Figure 4-13 & Figure 4-19). The leak current is the focus of this chapter.

This chapter contains a detailed discussion on how to study non-voltage gated "leak" channels, then goes on to examine the leak present in the MNTB and examines its physiological role, finally it has a preliminary look at what channels might mediate this current.
Methods

The methods used in this chapter are similar to those described in chapter 2, except for the following modifications.

1. For major ionic changes an agar bridge was used in place of the bath earth. The Agar bridge was constructed by heating agar containing 1M KCl to a liquid. U shaped glass capillaries were dropped into the liquid agar. The heat evacuated the air from the glass replacing it with agar. The capillaries were allowed to cool and set. For recording, an agar filled glass filament was placed so that one end was in the bath and the other in a sealed pot of 1M KCl which contained the bath earth.

2. For the ion substitutions, Na⁺ was replaced with K⁺ and gluconate was used as a substitute for Cl⁻.

3. Immediately prior to use, volatile anaesthetics were dissolved in the appropriate aCSF, by vortexing in a glass container. The resultant solution was then injected (using a glass syringe) directly into the bath via short Teflon tubing. During injection the inlet of the peristaltic pump was turned off and the level of the bath was kept constant. 5mls of the anaesthetic containing aCSF was injected which is greater than twice the bath volume.

4. For pH changes the NaHCO₃ buffer was replaced with 10mM HEPES, adjusted to the desired pH by titration with NaOH and made up to ~310 mOsM with sucrose. This aCSF was constantly bubbled with O₂ instead of carbogen.
How to study leak

With patch-clamp recording the aim is to measure the current flowing through the membrane ion channels. In order to do this a glass pipette is “sealed” against the membrane and the membrane underneath the electrode is ruptured to obtain electrical access to the cell. The seal between the glass and the pipette is ideally of high resistance (~10 GΩ). However in brain slice recordings, seal resistances of this level are difficult to achieve due to cellular debris and the membrane being “dirty”. So some of the current flowing through the pipette is not membrane current, rather it is due to current flowing through the space between the glass and the pipette i.e. seal leak (Figure 5-1). This seal leak is linear and reverses close to 0 mV, since it is non-specific (i.e. carried by all ions) and the pipette was “zeroed” prior to sealing.

![Diagram of electrode and ion channel](image)

**Figure 5-1 The problem with seal leak:** Schematic representing the current paths in patch clamp recording.

In general this seal leak is not problematic as the current flowing through it is usually negligible compared to that flowing through the membrane. However, it will become problematic when the aim is the study of small amplitude currents. It therefore requires careful consideration.
On stepping to new voltages it has long been appreciated that there is an instantaneous current component, which must be attributable to a channel that is already open at rest. This current component has also been termed leak, or background conductance. When studying voltage gated channels attempts are usually made to eliminate this passive "leak" conductance. Since I wanted to study the ionic membrane leak, which is generally of small amplitude, it was necessary to consider these subtraction methods, which are detailed below.

1. A linear portion of the current voltage relationship is chosen (usually between -100 and -70mV, if ZD7288 is included to block I_h) where there are few voltage-gated channels active; this linear portion is then extrapolated over the entire voltage range and subtracted form the data.

2. The more common P/N method used to subtract leak (often automatically), by giving small, scaled pulses (usually in the opposite polarity to the voltage waveform). Similar to method 1, it then extrapolates the passive conductance over the entire voltage range, subtracting it from the data.

Method 2 has the advantage over method 1 in that it also subtracts the capacitive transients, which do indeed scale linearly. However one danger when using pClamp is that method 2 adjusts the data online and only saves the modified data (not the raw data).

As already mentioned in chapter 4, a background current permeable to a single ion does not have a linear I/V if the permeable ion is asymmetrical across the membrane; rather it is described by the GHK current equation (Equation 2-9). However seal leak is linear because it is non-specific (i.e. carried by all ions). The impact of the leak subtraction methods is illustrated in Figure 5-2 A, where the black I/V is the raw data recorded from an MNTB neuron. When the traditional leak subtraction methods are employed it results in subtraction of the blue line (Figure 5-2 B) resulting in the blue I/V in Figure 5-2 A.
Subtracting linear portion
Subtracting seat leak

Figure 5-2 Leak subtraction methods: A) Black, example of a cell that had a 4GΩ seal resistance prior to going whole cell, without any leak subtraction performed. Red, the same cell with leak subtracted according to what would flow across the seal resistance of 4GΩ. Blue, the same cell with leak subtraction estimated from the linear portion of the I/V (i.e. -100 to -70mV), this method is equivalent to the commonly used P/N leak subtraction method. B) Plot of the leak that was subtracted in A. Blue, P/N subtracted leak. Red, subtraction of the calculated seal leak. N.B data recorded in the presence of 3mM TEA, 10nM DTx-I and 10μM ZD 7288.

The blue line is obviously removing more than just the seal leak (though it does not remove the entire membrane ionic leak, see Figure 4-10 C). This suggests that existing methods are unsatisfactory. A better method would be to subtract only the seal leak. The seal leak can be calculated from Equation 5-1. However, the seal resistance can only be accurately measured in the on cell mode, prior to going whole cell. If we assume that the seal resistance remains unchanged after going whole cell, the leak through the seal can be subtracted according to Equation 5-1, as shown in Figure 5-2 A & B (red).

\[ I_m = I_p - \frac{V_p}{R_{seal}} \]

Equation 5-1 Where \( I_m \) is the membrane ionic current, \( I_p \) is the current measured by the pipette, \( V_p \) is the pipette voltage and \( R_{seal} \) is the seal resistance.
However it is unlikely that the seal resistance will remain constant since the act of going whole cell is purposefully disruptive; so it is possible that the seal resistance would differ from the initial on cell value.

Is it feasible to estimate the seal resistance after going whole cell? We can assume that the endogenous leak reverses at $E_K$ and hence, at $E_K$ the current flow through the membrane is zero. It is clear that the seal leak reverses at $0\text{mV}$, so subtraction of a linear current that passes through $0\text{mV}$ and $E_K$ will only remove the current through the seal and leave the membrane current intact.

If this method is going to be implemented there are several caveats to consider:
1. $I_h$ must be blocked and 2. There must be minimal contribution from a $Cl^-$ conductance i.e. $K^+$ is the major ion contributing to current flow.

$I_h$ was routinely blocked by $10\mu\text{M ZD 7288}$ so will not contribute at negative voltages. To check how much $Cl^-$ contributed to the ionic current flow, to do this I shifted the $Cl^-$ reversal potential from $-35\text{mV}$ to $+36\text{mV}$ (calculated from Equation 2-6). An agar bridge was used in place of the bath electrode to eliminate problems with junction potentials in the bath (Neher, 1992), and all voltages were adjusted for the appropriate junction potentials.

Perfusion of the low $Cl^-$ solution would cause the development of an inward current at negative potentials, if a $Cl^-$ mediated leak was present. Voltage-gated $Cl^-$ channels (e.g. CLC-1) strongly outwardly rectify, which is based on $E_d$ (Jow et al., 2004; Jentsch et al., 2005). Therefore, if a CLC conductance were present, washing on the low $Cl^-$ solution would result in inhibition of the current positive to $-35\text{mV}$ (the $E_{Cl}$ in control).
Figure 5-3 The MNTB lacks a Cl\(^{-}\) current: A) Current voltage relationship for a cell in normal chloride (black) and lowered extracellular chloride (8.5mM, red). This corresponds to a +73mV change in \(E_{Cl}\). B) Example current traces from the I/V in A, single example representing an \(n\) of 3. N.B. all data recorded in the presence of 3mM TEA, 10nM DTx-I.

As Figure 5-3 A shows no noticeable effect was seen on changing the external Cl\(^{-}\) concentration (\(n\)=3). This absence of a Cl\(^{-}\) leak or a CLC channel is consistent with MNTB cell bodies having low internal Cl\(^{-}\) concentrations (Price & Trussell, 2006) as if they had a Cl\(^{-}\) leak it would result in depletion of this gradient.

In the conditions used, there is no \(I_{h}\) current and no Cl\(^{-}\) current at negative voltages, so at \(E_{K}\) the measured conductance must be the sum of the cell membrane conductance and the seal conductance. Hence, any displacement from zero at \(E_{K}\) must reflect current flow through the seal leak, thus giving a measure of the seal resistance which can then be subtracted according to Equation 5-1. Unless otherwise stated, the data in the rest of this chapter has been "seal leak" subtracted by this method.
The K+ leak in the MNTB

Figure 5-4 K+ mediated leak in the MNTB: A) I/V from a single cell in the presence of 3mM TEA & 10nM DTx-I from a holding potential of -77mV (black) and with the other currents inactivated by holding at -27mV (red). B) Current traces for the example cell in A, current in the I/V was plotted at the time point of the arrows. Note the recovery of the A-current with negative steps (blue arrow). C) Averaged I/V for 8 cells with Kv channels inactivated (red triangles), fit with the GHK current equation (blue line).
There are no known selective antagonists for any of the K2p channels. Therefore to establish how much current is mediated by these channels in the MNTB I isolated the K\textsuperscript+ leak by removing all the other Kv currents.

With Kv3 and Kv1 channels blocked by 3mM TEA & 10nM DTx-\textit{l} the current measured 40 ms into a voltage step consists of the Kv2.2 current and the leak current (Figure 5-4 A (black squares)). To establish how much leak is in the MNTB I inactivated the Kv2 current by holding the membrane at -27mV for >10s prior to each voltage step. With the Kv2 current inactivated by holding at -27mV an instantaneous current is predominant (Figure 5-4 A & B). Averaged data from 8 MNTB cells with the Kv2 current inactivated is shown in Figure 5-4 C (red triangles), this data is well fit by the GHK current equation (blue line). The estimated seal resistances for the data in Figure 5-4 was 957 ±86 MΩ (n=8).

To determine whether this instantaneous current, active at negative voltages, has any voltage-dependence of activation, I changed the concentration of external K\textsuperscript+ so that it was symmetrical across the membrane. An agar bridge was used in place of the bath earth for the [K\textsuperscript+]\textsubscript{out} changes. To limit interference caused from transmitter release from the surrounding presynaptic terminals and others cells, ligand gated ion channels were blocked with 40µM 6-cyano-7-nitroquinoxaline-2, 3-dione (CNQX), 10µM bicuculline and 1µM strychnine. 3mM TEA & 10nM DTx-\textit{l} was also included to block Kv3 and Kv1 channels. Cells were held at -77mV under these pharmacological conditions. Of the eight cells tested in symmetrical potassium, all reversed at zero, indicating that K\textsuperscript+ is the major ion carrying current in these conditions. In all eight cells a "kink" developed which was due to the Kv2 conductance (similar to the example shown in Figure 5-6 A). The current at negative voltages (i.e. -100 to -70mV) always became linear and would reverse at zero if extrapolated (n=8, data not shown).

Two cells were also held at -25mV to inactivate the Kv2 current, from this potential voltage ramps were given (positive to negative). Application of symmetrical K\textsuperscript+ resulted in I/V becoming linear and reversing at 0mV (Figure 5-5 B). This indicates that the leak current is selective for K\textsuperscript+ and is non voltage-gated. Since the I/V for a Kv
channel in symmetrical K⁺ would display a distinct inward kink corresponding to the Kv channels opening, due to increasing the membrane conductance (see Figure 5-5 A).

![Figure 5-5](image)

**Figure 5-5 The K⁺ leak is non voltage-gated:** A) I/V for a different cell from a holding potential of -77mV without any K⁺ channel antagonists, shows an expected kink as the Kv channels open. (N.B. all data recorded in the presence of 1µM TTx, 40µM CNQX, 10µM biccuculline, 1µM strychnine, 100µM CdCl). B) I/V constructed from a ramp for an MNTB neuron from a holding potential of -27mV in the presence of Kv1 and Kv3 antagonists (3mM TEA, 10nM DTX-I, black) and in the presence of symmetrical K⁺ (blue) single example of a n of 2.

The fact that this current activates instantaneously (Figure 5-4 B, red), is fit with the GHK current equation (Figure 5-4 C) and is non voltage gated (and therefore is open at rest, Figure 5-5 A) strongly implies mediation by a K2p channel.

At the +13mV (around the peak of the action potential) there is 760 ±72pA (n=8) of K⁺ leak. This implies that leak will contribute to action potential repolarisation. Additionally as the K2p current is open at rest, it is likely to be involved in setting the resting membrane potential.
K2p channels set the resting membrane potential

Figure 5-6 Ba²⁺ blocks a substantial portion of the K⁺ leak: A) Example traces for the voltage range of -100mV to -7mV, in the presence of 3mM TEA, 10nM DTx-I, 100µM CdCl₂ & 2mM CsCl (black) and with the addition of 3mM BaCl₂ (red). Dashed line represents zero current. Black arrows are time point of current measurement. Blue arrows indicate current at -20mV. B) The averaged Ba²⁺ sensitive current from four neurons (black squares), fit with the GHK current equation (red line) over the voltage range of -100mV to -20mV and extrapolated to the positive voltages. Shaded blue area represents activation of the Kv2.2 channel.
In the presence of 3mM TEA and 10nM DTx-I, application of 3mM Ba\(^{2+}\) resulted in a 48.3 ±3.6% reduction in the measured current 40ms into a -27mV step (n=4, P=0.04). This is likely due to block of the K2p current, as the majority of K2p channels are sensitive to mM concentrations of Ba\(^{2+}\) (O’Connell et al., 2002; Goldstein et al., 2005). The Ba\(^{2+}\) sensitive current from 4 neurons was averaged and is plotted in Figure 5-6 B (black squares). Note that the Kv2 current was not inactivated in these experiments. The Ba\(^{2+}\) sensitive current over the voltage range of -100mV to -20mV was well fit by the GHK current equation (red line, Figure 5-6 B). The GHK fit was then extrapolated to +60mV to give a clear idea of the Ba\(^{2+}\) sensitive leak current over the full voltage range. Note the Kv2 current is also blocked by 3mM Ba\(^{2+}\) (shaded blue area). Ba\(^{2+}\) appears to block a large proportion of the K\(^+\) mediated leak, compare Figure 5-4 C to Figure 5-6 B.

As the K2p channels in the MNTB appear to be largely blocked by 3mM Ba\(^{2+}\), this allowed me to examine the role they play in setting the resting membrane potential. This was done by recording in I=0 mode on the amplifier (as in this mode it does not draw or pass any current) to allow accurate measurements of the resting membrane potential.

Figure 5-7 Block of the K\(^+\) leak depletes the membrane potential: Control conditions block Kv3, Kv1, lh, Kir, Nav, Cav channels with 3mM TEA, 10nM DTx-I, 2mM CsCl, 100pM TTx & 100pM CdCl. Application of 3mM Ba\(^{2+}\) results in a 16.6 ±3.2mV depolarisation (n=4).

Cells were then perfused with 3mM TEA, 10nM DTx-I, 100µM CdCl, 1 µM TTx and 2mM CsCl. This cocktail of drugs will block Kv3, Kv1, Cav, Nav, lh, and any Kir channels present. Under these conditions the resting membrane potential was -64 ±6.8mV (n=4).
Subsequent perfusion of 3mM Ba$^{2+}$ resulted in depolarisation of the membrane potential by 16.6 ± 3.2mV (Figure 5-7, n=4, P=0.01). The membrane potential failed to run down completely, which is likely explained by the Kv2 channels being partially unblocked and then activated as the membrane potential depolarises towards their activation range.

Which K2p channels mediate the K+ leak in the MNTB

To try to elucidate which K2p subunits underlie the K+ leak in the MNTB, I applied 1mM lidocaine, which resulted in partial block of the Kv2 current, but had no affect on the current more negative than -20mV (n=4, data not shown). On changing the external pH from pH7.4 to pH 8.5 followed by a change to pH 6.2 no affect was seen on the leak current (n=4, data not shown). This insensitivity to lidocaine rules out mediation by TASK-1 (Kindler et al., 1999), TASK-2 (Reyes et al., 1998) and TASK-3 (Kim et al., 2000), which is consistent with the currents insensitivity to pH.

Several of the K2p channels are potentiated by volatile anaesthetics i.e. TREK 1 &2, TRAAK and TASK 1-3, while some are inhibited i.e. THIK 1 & 2 (O'Connell et al., 2002; Patel & Lazdunski, 2004). To assess the influence of volatile anaesthetics on the K+ mediated leak, 3mM TEA, 10nM DTx-l, and 100μM quinine was included in the aCSF to block Kv3, Kv1 and Kv2 channels respectively. Quinine was used here as these experiments were performed prior to understanding the ability to inactivate the Kv2 channel. A solution of 10mM halothane dissolved in aCSF was applied directly into the bath; such a high concentration was used as we were unsure how much would evaporate before reaching the slice. Perfusion of this halothane aCSF resulted in potentiation of the current evoked from 200ms voltage ramps from -100 to +50mV. The potentiation measured at 0mV was 71 ±18.3% (Figure 5-8 A, n=4, P=0.04). Chloroform dissolved in aCSF at 10mM also resulted in a similar 69.4 ±18.3% (n=3) potentiation of the current measured at 0mV (Figure 5-8 B).
Perfusion of aCSF had no affect on the current in the presence of 3mM TEA & 10nM DTx-I (Figure 5-8 B, n=2), showing that the method of delivery was not contaminating the result.

Figure 5-8 Volatile anaesthetics potentiate the quinine insensitive K⁺ leak: A) ≤ 10mM halothane delivered directly to the bath potentiates the quinine insensitive K⁺ leak by 71 ±18.3% at 0mV (n=4). B) ≤ 5mM Chloroform delivered directly to the bath potentiates the quinine insensitive current by 69.4±18.3% at 0mV (n=3). C) The delivery method has no affect on the measured currents (leak subtraction was not performed on the data in C).

The data shown in Figure 5-8 A & B has been leak subtracted as described previously. The % potentiation was measured at 0mV, as at this voltage the data remains unchanged with leak subtraction since this is the seal leak reversal potential (see Figure
In all anaesthetic applications the estimated seal resistance deteriorated from control conditions. In control the average $R_{\text{seal}}$ was estimated to be 1380MΩ, whereas in the presence of anaesthetic this fell to 354MΩ. This deterioration in the seal is likely due to the affects on lipid fluidity caused by high concentrations of volatile anaesthetics (Reyes & Latorre, 1979) as used here. The deterioration is unlikely to contribute to the observed potentiation which was measured at 0mV, since non-selective leak will reverse at zero.

The potentiation by halothane rules out THIK channels mediating the $K^+$ leak (Rajan et al., 2001). Therefore considering lidocaine had no affect and the current was potentiated by both chloroform and halothane, possible candidates include TREK-1 and TREK-2. TWIK is also a possibility, however little is known about its sensitivity to anaesthetics due to problems with expression, which have only recently been elucidated (Sindhu et al., 2005). Interestingly high levels of TWIK have recently been reported in the auditory pathway (Chen & Davis, 2006; Holt et al., 2006) including the MNTB (Kaczmarek et al., 2005).
Discussion

This chapter has dealt with the non-voltage gated $K^+$ channels in the MNTB. These were the most difficult experiments to conduct and interpret, but the results do provide significant new insights into the leak conductance. To study the leak an appropriate method for subtracting the seal leak was developed. The magnitude of the leak current has been assessed and it has been shown that it sets the resting membrane potential. Attempts have been made to establish the channel responsible for mediating the leak.

K2p channels

A molecular correlate of the background conductance of neurons has only been identified in the last decade, the K2p family (Goldstein et al., 1996). K2p channels mediate a $K^+$ selective "leak" in that they are active at rest (Goldstein et al., 2001). Although K2p channels don't possess an intrinsic "gating domain" their open probability is modulated by many physiological and exogenous substances e.g. pH (Berg et al., 2004), small ubiquitin modulating protein (SUMO, Sindhu et al., 2005), mechanical stretch (Maingret et al., 1999), volatile anaesthetics (O'Connell et al., 2002), local anaesthetics (Kindler et al., 1999) and by various metabotropic receptor pathways (Bushell et al., 2002).

Although K2p channels were discovered over 10 years ago, their contribution to physiology is poorly understood, with the exception of contributing to the resting membrane potential (Larkman & Perkins, 2005; Meuth et al., 2006).

The K2p current in the MNTB

As Figure 5-4 C shows there is a $K^+$ selective leak current in the MNTB. This current appears to activate instantaneously with voltage steps (Figure 5-4 B, red) and its reversal potential is determined by $E_K$ (Figure 5-5 A). Previously the contribution from leak to
action potential repolarisation has been underestimated, as shown here at the peak of the action potential there is ~0.8nA of K⁺ current which is active instantly, in comparison to the 1.5nA of Kv1 current activated as shown by (Klug & Trussell, 2006). As the K₂p channels are open at rest they also contribute to the resting membrane potential as shown in Figure 5-7. Activity seems to be important for the correct expression of K₂p channels, as when peripheral deafness is induced the K₂p channel expression falls off dramatically in the cochlear nucleus (Holt et al., 2006). It remains to be determined whether this is also the case in the MNTB.

**Subunit composition**

TWIK-1 mRNA is highly expressed in the auditory pathway (Chen & Davis, 2006; Holt et al., 2006) and the MNTB (Kaczmarek et al., 2005), which implies that it is likely functionally expressed. Although TWIK-1 mRNA levels are the highest of the K₂p channels that have been assessed, it does not mean they mediate the functional current. As was seen for Kv2.2, whose mRNA level is ~1/10 of Kv3.1 (Figure 4-15) Kv2.2 actually has a larger functional current. TWIK-1 can be silenced by sumoylation (Sindhu et al., 2005). Small ubiquitin-like modifier (SUMO) the enzyme responsible for sumoylation has been reported to be highly expressed in the MNTB (H. Chen, 2005). The potentiation by volatile anaesthetics (Figure 5-8) is consistent with mediation by a TREK channel (Franks & Honore, 2004). However the data does not exclude TWIK as the affects of volatile anaesthetics on this channel are unknown.

Preliminary work using RT PCR on the twin pore subunits has been done but not included in this thesis. TWIK-1 shows the highest level of expression and TREK-2 is also detectable. Although only preliminary this data is consistent with previous reports and the possibility of the current being TWIK or TREK.

In other neurons a heterogenous population of K₂p channels contribute to the K⁺ mediated leak e.g. in cerebellar granule neurons at least 4 distinct channels contribute
(Han et al., 2002; Aller et al., 2005). Therefore it is possible that in the MNTB the leak current is mediated by TWIK-1, TREK-1 and/or TREK-2.
In this chapter I will summarise the $K^+$ channels present in the mouse MNTB and discuss their roles. The topics that were omitted from the discussions in the previous chapters will then be addressed. Then the findings of this thesis will be related to the physiological role of the MNTB. Finally future directions will be considered.

**The $K^+$ channels of the MNTB**

There are at least five distinct $K^+$ currents in the MNTB. Four of these are voltage gated; the other is a constitutively active leak current. Leak channels are the most fundamental of the $K^+$ channels in any neuron. Since they are constitutively open they are a major determinant of the resting membrane potential, and also contribute to action potential repolarisation. The unequal distribution of the permeant ion (i.e. $K^+$) across the membrane results in a curved "rectifying" $I/V$ (described by the GHK equation). This results in less current passing through the leak channels at negative voltages compared to more positive voltages. Therefore the leak can be thought of as a rather loose elastic band; it starts to exert its greatest effect when it is most stretched and proportionally much less of an effect when it is closer to rest. All the other voltage-gated $K^+$ channels sit on top of the leak and due to their time and voltage dependence "add more tension" at the appropriate moment.

**Kv channels of the MNTB**

All four functional members of the classic Kv channels are represented in the MNTB. The largest contribution to outward current comes from the newly realised Kv2.2 conductance, closely followed by Kv3 (Kv2.2=3.8nA vs Kv3=3.2nA at +30mV). There is a considerable drop in the amount of outward current provided by the next largest contributor which is the putative Kv4 channel (1.25nA at -17mV) however; this is greater
than half-inactivated under physiological conditions. The Kv1 channels provide a similar level of current to the physiological amount of Kv4.
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**Figure 6-1 The activation ranges of the Kv channels in the MNTB:** Kv2, Kv3 and Kv4 are Boltzmann distributions constructed with the averaged parameters from data in chapters 3 & 4. The activation curve for Kv1 was obtained by using the slope constant from (Brew & Forsythe, 1995) with the estimated $V_{1/2}$ from chapter 3. The activation range for the Nav channels was obtained from (Leao et al., 2005a). N.B. The development of inward rectification for the Kv4 is represented schematically.

It is interesting to note that the Kv2.2 channels give the largest contribution to outward current in voltage clamp, yet under physiological conditions, they only contribute a minute amount of current; a result of their slow activation rate and high activation threshold. The activation ranges of these four different Kv channels in relation to the sodium current are summarised in Figure 6-1. At rest ~-70mV a small component of the Kv1 current will be open, and upon depolarisation a considerable proportion of the current can activate before the Nav channels begin to open (Figure 6-1, blue), which means that blocking them results in a lower threshold for action potential initiation (see Figure 3-12). The Kv4 channels activate over the same range as the sodium current.
(Figure 6-1, yellow), which fits with their proposed role in delaying the time to peak (see Figure 4-8). The Kv3 channels have a more negative activation range than previous suggestions (Macica \textit{et al.}, 2003), though they only begin to turn on after the Nav channels (Figure 6-1, green) consistent with their role in action potential repolarisation (Figure 3-7). Their lower range of activation is required for a sufficient amount to activate with each action potential (Baranauskas \textit{et al.}, 2003). Finally the Kv2 channels turn on much later than the Nav channels (Figure 6-1, red) and are the only slow activating conductance, which restricts their physiological activation to high frequency trains of action potentials (Figure 4-21).

Other channels of the MNTB

The voltage-gated sodium current in the MNTB

Voltage-gated sodium currents of the MNTB have been partially characterised by Leao \textit{et al.}, 2005a & Leao \textit{et al.}, 2006a. Both authors find that Nav1.2 is absent in the MNTB. Nav1.6 channels were proposed to mediate the postsynaptic current in the rat by Leao \textit{et al.}, 2005a, based on immunostaining. Though Leao \textit{et al.}, 2006a found Nav1.6 staining to be at low levels in the mouse, with high Nav1.1 staining.

The voltage-dependence of inactivation for the sodium current reported here (i.e. $V_{1/2in} = -55.4\text{mV}$, $k = 6.3$) is close to that of Nav1.6 (Catterall \textit{et al.}, 2003a) as is the slope constant (Raman \textit{et al.}, 1997). Also the Nav channel has a non-inactivating component (Figure 3-3, and Leao \textit{et al.}, 2005a; Leao \textit{et al.}, 2006a) which is consistent with Nav1.6 having a non-inactivating component (Raman \textit{et al.}, 1997). The $V_{1/2in}$ of Nav1.1 is $-72\text{mV}$ (Catterall \textit{et al.}, 2003a) which is very different to what is found here. Nav1.5, Nav1.8 and Nav1.9 can be excluded based on their insensitivity to TTx. At present it is unclear which Nav subunit mediates the sodium current in MNTB neurons, though my data fits with Nav1.6.
Previous reports find the presence of a slow component of recovery from inactivation of the postsynaptic Nav current (~80-90ms, Leao et al., 2005a; Leao et al., 2006a). It is this feature of the Nav current that will allow inactivation to accumulate throughout trains of action potentials (Jung et al., 1997), which is demonstrated in (Figure 4-24, blue). In contrast, the presynaptic Nav current recovers rapidly from inactivation with a single exponential function having a time constant of ~2.4ms (Leao et al., 2005a).

It is puzzling that the postsynaptic cell does not implement a similar Nav channel to that located presynaptically. The potential for accumulation of inactivation of the postsynaptic current seems detrimental for high frequency firing. However it necessitates the presence of the Kv2.2 conductance which permits sustained high frequency firing. Kv2 channels are highly modulated in neurons (Park et al., 2006), this may provide a mechanism for "tuning" cells to best follow their required frequencies. A fact that is hinted at by the Kv2.2 channels tonotopic gradient (Figure 4-26).

A role for $K_{Na}$ subunits?

$K_{Na}$ subunits (i.e. Slick and Slack) have been reported to be expressed in the MNTB nucleus (Bhattacharjee et al., 2002; Bhattacharjee et al., 2005). Although a recent review has stated their presence in the MNTB principal neurons, examination of the immunohistochemical data clearly shows the absence of Slack from principal neurons (see figure 4 B of Bhattacharjee et al., 2002). Slick also appears to be in smaller non-principal cells (see figure 2 B of Bhattacharjee et al., 2005). In the unlikely case that either of these subunits is present in the MNTB, it could be argued that it would result in the same frequency dependent hyperpolarisation observed for the Kv2.2 channel. However, this is unlikely when one considers their properties and the experimental conditions. Both Slick and Slack are activated by internal Na$^+$, and Slick is inhibited by ATP (Bhattacharjee & Kaczmarek, 2005). No internal Na$^+$ was present in any of the recordings, and the inclusion of ATP had no affect on the Kv2.2 mediated current. The MNTB is packed with mitochondria (Satzler et al., 2002; Elezgarai et al., 2003; Leao et
so if $K_{Na}$ channels were present they are unlikely to play a role in normal physiology as they would be inhibited by ATP, it is likely that they afford a degree of protection from ischemic insult.

Summary of how the MNTB acts as a fast relay

In this thesis I have considered how ion channels, specifically $K^+$ channels, shape the physiological properties of the MNTB, allowing it to perform its role as a fast inverting relay. The MNTB receives a huge EPSC (~7nA, Figure 3-1 B) directly on to its soma (Figure 3-1 A), which is ~30 times threshold. This huge current injection into the cell body provides the MNTB with an extremely short latency response (i.e. the postsynaptic cell fires extremely quickly after a presynaptic action potential).

To help "manage" this massive synaptic input Kv1.1/Kv1.2 heteromeric channels are present in the initial segment of the axon, where they prevent the MNTB from firing multiple action potentials in response to a single synaptic input (Figure 6-2, blue dots).

Kv3 channels located in the cell body help to keep the EPSP brief without attenuating its amplitude, and ensure rapid action potential repolarisation (Figure 6-2, green dots).

To maintain high firing rates the MNTB has Kv2.2 containing channels located in the initial segment, where they activate in response to high frequency trains, hyperpolarising the inter-spike potential, and thus preventing accumulation of inactivation of the Nav channels (Figure 6-2, red dots).
Figure 6-2 Summary of the composition, locations and roles of the MNTB's voltage gated channels: Grey trace represents the effect of the absence of the equivalent channel, location of Nav channels obtained from (Leao et al., 2005a).

The mouse MNTB also possesses an A-type current probably mediated by the Kv4 family; it possibly acts by changing the time to peak of calyceal generated action potentials depending on the amount of previous inhibition (Figure 6-2, yellow dots). It may also be involved in integrating non-calyceal inputs or may just complement the existing low threshold Kv1 current. A definitive function remains to be established.
A considerable $K^+$ leak current, probably mediated by TWIK and/or TREK channels sets the resting membrane potential of the MNTB as well as contributing to action potential repolarisation.

**Future directions**

To try to elucidate the Kv3 subunit composition RT Qrt-PCR could be performed on Kv3.3 and Kv3.1 with primers designed to recognise all splice variants (i.e. PAN). Then primers to recognise the individual variants could be used to obtain the mRNA expression ratios. The resulting expression ratios could then be used in a cell line allowing comparison with the native channels.

More work could be performed on the kinetics of the Kv2.2 channels, as a single open closed model is not adequate to fit the kinetics of the native current. RT-PCR could be used to test the presence of electrically silent subunits in the MNTB. Co-expression of this finding with Kv2.2 channels may give a current with more complex kinetics similar to that observed of the native channel.
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