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Rising carbon dioxide (CO\textsubscript{2}) atmospheric emissions are currently contributing to climate change. Underground storage of CO\textsubscript{2} is one proven method which may help to reduce atmospheric emissions. Conventional warm, deep underground storage practices involve the storage of supercritical CO\textsubscript{2}. An additional storage method, receiving little attention is the storage of CO\textsubscript{2} as a liquid and hydrate, which may offer benefits over conventional methods. Hydrates are crystalline ice-like solids composed of a cage of 'host' water molecules and one or more 'guest' molecules. The majority of natural hydrates are composed of methane, existing worldwide along continental margins and in permafrost settings, receiving wide, varied interest. The aims of this research project were to assist in understanding hydrate formation, stability, and scientific aspects of CO\textsubscript{2} storage as a liquid and CO\textsubscript{2} hydrate. These have been addressed by two investigatory pathways: hydrate stability modelling, and hydrate formation within sediments (in synthetic CO\textsubscript{2} hydrates and natural methane hydrates). Developed computer models predict large regions offshore Western Europe with the potential to store considerable volumes of CO\textsubscript{2} as a hydrate. Laboratory experiments have also shown CO\textsubscript{2} hydrate to form rapidly and relatively easily in sandy sediments, cementing the sediment grains. In water-rich environments hydrate appears to create pore-filling cement impeding further CO\textsubscript{2} flow to underlying sediments, which may aid trapping of an underlying liquid store. Fortunate acquisition of natural hydrate cores from Cascadia Margin also allowed investigation of natural methane hydrate formation; revealing a number of well-preserved methane hydrate morphologies, and complex brine filled pore networks within the hydrate, resulting from different rates of growth. Results highlight a number of research areas, which need addressing through further investigations. However, these preliminary investigations support CO\textsubscript{2} storage as a hydrate as a potential feasible storage method, and this method should be pursued further as an emissions reducing mitigation strategy.
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CHAPTER 8 Conclusions
CHAPTER 1

Introduction
1. Introduction

The sequestration of carbon dioxide (CO$_2$) is actively being considered as a method of reducing atmospheric emissions from power plants. Such emissions are considered as one of the factors contributing to current global warming trends. Carbon dioxide atmospheric concentrations have increased by a third since the industrial revolution, leading to an increased temperature of 0.6 °C in the last century. Should no action be taken to prevent emissions increase, temperatures could rise by as much as 5.8 °C this century (DTI, 2003; IPCC, 2005). The sequestration process involves capture of CO$_2$ from industrial gases and storage of such. Various storage methods have been proposed, including storage on the bed of oceans as a liquid or hydrate (Marchetti, 1977; Murray et al., 1996), direct injection into the oceans (Haugan & Drange, 1992), injection into deep aquifers, exhausted oil/gas reservoirs and, into shallower sediments (e.g. Baklid et al., 1996; IEA GHG, 1998; IPCC, 2005). CO$_2$ migration into shallower sediments may still occur during deep storage; therefore investigation of CO$_2$ interactions with shallower sediments is crucial for both deep and shallow storage validation. Effective long-term storage will depend on stable trapping of the injected CO$_2$. This could be by physical trapping beneath an impermeable caprock, by solubility trapping in formation pore waters, or by mineralogical trapping in secondary precipitates (e.g. Bachu et al., 1994; Rochelle et al., 2006). Under certain pressure/temperature conditions CO$_2$ hydrate forms. Sequestered CO$_2$, either migrating into, or injected into shallower sediments, may rapidly form CO$_2$ hydrate providing a self-sealing storage mechanism. The immobile hydrate would be trapped underground, preventing further migration to surface sediments (Kiode et al., 1997; House et al., 2006; Camps et al., 2006).

Hydrates (also known as clathrates) are ice-like, crystalline structures composed of water and one or more host gas molecules. Natural hydrates on Earth are dominated by methane hydrate; however, natural CO$_2$ hydrate has been discovered in the Okinawa Trough, offshore Japan (Sakai et al, 1990). Since their reported discovery in 1810 by Sir Humphrey Davy (see review Sloan, 1998), hydrates have been researched in the laboratory. Interest in hydrate research has rapidly gained pace in more recent years, and is moving into the foreground of global climate debates. Current worldwide interest includes their role in past and present climate change, in the carbon cycle, as a
future energy resource (for natural gas extraction), as a desalination agent, as a trigger of submarine landslides, and as a carbon dioxide store. Although current research in hydrates is extensive and varied, there remains a general lack of understanding of the processes and effects of hydrate formation within sediments. A thorough understanding of hydrate formation within sediments, including the effects of pressure, temperature, sediment characteristics, and salinity on hydrate formation, is critical for many research disciplines such as for the earth system science, CO\textsubscript{2} storage, natural hazards, and energy community.

The rationale behind this PhD study is to understand key scientific aspects underpinning the feasibility of carbon storage as CO\textsubscript{2} hydrate within sub-seabed sediments. To help to scope the potential of this storage approach this PhD study investigates the effects of temperature; pressure, sediment characteristics, and salinity on hydrate formation with an aim to answer the following questions:

- Are there suitable sites offshore Western Europe for carbon storage as liquid CO\textsubscript{2} and CO\textsubscript{2} hydrate?
- What short-term effects will hydrate formation have on the hosting sediment?
- How do sediment-hosted hydrates form?
- Is carbon storage as CO\textsubscript{2} hydrate a feasible storage method?

Research will use experimental and modelling techniques to investigate hydrate formation and stability within sediments. The findings from this investigation are presented in the following thesis chapters, providing a background to the study, a description of the methods used, the results produced, the limitations and implications of such, and the importance of further research to expand knowledge in this field.

This thesis has been written as a series of chapters, divided into research themes, with each chapter containing a detailed discussion of each theme. These chapters have then been divided into sub-chapters. An overview of each chapter is provided below.
Chapter 2: The Role of Anthropogenic and Natural Carbon Stores in Climate Change.

This chapter provides a detailed overall background to the whole study and highlights the importance of the research in a global context. This introduces climate change science, the current political agenda of global warming, the likely costs involved and environmental consequences if global temperatures continue to rise at the present rate. The chapter then discusses possible solutions to the global warming problem, including carbon dioxide capture and storage. This leads to a sub-chapter on carbon capture and storage (CCS), presenting different CO₂ capture and storage methods, and introducing the more novel method of storage as liquid CO₂ and CO₂ hydrate. The following sub-chapter then discusses background knowledge on both methane and carbon dioxide hydrate, discussing natural occurrence, formation conditions, and a general overview of previous research. The chapter draws to a close with bulleted conclusions drawn from the preceding sub-chapters.

Chapter 3: Mapping Hydrate Stability Zones.

This chapter relates to computer modelling investigations and introduces the specific background of the research. This leads to a sub-chapter presenting the methodology, describing the development of each model and how data have been acquired and interpreted for hydrate stability zone calculations. The following sub-chapters presents the findings for the two modelling investigations undertaken: the initial investigation mapping the Faeroe-Shetland Channel and the northern Rockall Trough, and the expansion of this research to offshore the western European continental margin. Each of these sub-chapters provides the oceanographic setting of the region, the modelling results, a discussion of the findings, and bulleted conclusions. The final sub-chapters discuss possible errors associated with the models and subsequent contouring of calculated results, and the overall conclusions of the results.
Chapter 4: Experimental Procedures.

This chapter provides an overall introduction to the following experimental chapters (Chapters 5 and 6), detailing laboratory experimental procedures and materials used during the production of hydrate samples, sample handling practices and the development of such with increasing experience, and cryogenic-BSEM techniques used during investigations, including the advantages of the used techniques.

Chapter 5: Laboratory Investigation of Carbon Dioxide Hydrate.

Carbon dioxide hydrate experimental investigation. This chapter begins with a brief introduction followed by a sub-chapter on the ice morphologies identified during the BSEM investigations whose identification was necessary to help distinguish between ices and hydrate. Carbon dioxide hydrate experimental results are presented with a sub-chapter on various CO$_2$ hydrate morphologies and salt fabrics discovered; these are presented through detailed sample descriptions, and a discussion of the sediment/hydrate interactions within these samples. This is followed by a detailed discussion of the findings and the significance these results may have on the wider research community, together with bulleted conclusions.

Chapter 6: Laboratory Investigation of Natural Methane Hydrate.

Investigation of natural methane hydrate recovered from sub-seabed sediments in the Cascadia Margin, during IODP expedition 311. This chapter begins by introducing Cascadia Margin, offshore Oregon, providing its oceanographic and geological setting, and details on the hydrate cores’ specific site locations. The following sub-chapters present initial visual observations of the cores, and consequent BSEM investigation. The findings of natural methane hydrate investigations are sub-divided into various methane hydrate morphologies and salt fabrics observed, and the sediment/hydrate interactions within the hydrate samples. This is followed by a detailed discussion of the findings, and bulleted conclusions.
Chapter 7: Discussion.

This chapter provides a general discussion of all the research undertaken during this study, and the relevance of the results. This discussion begins by presenting the initial aims of the project, and is divided into sub-chapters, each of which discusses whether these aims have been answered. The limitations and significance of this study are considered in a global context, and the chapter draws to a close by discussing knowledge gaps which remain and could be answered in further research projects.

Chapter 8: Conclusions.

Finally, this chapter provides concise conclusions of all of the research presented and discussed, drawn from previous chapters and highlights the main research findings, their importance, and areas which require further research.

References used during the production of this thesis are provided in the subsequent references section. SI units used within the thesis are then presented, and abstracts, articles and presentations produced during the course of research project are listed in the final pages. An appendix of results and images excluded from thesis chapters has been produced at the end of the thesis. This appendix provides data produced including computer models, temperature and depth data, experimental laboratory records, specific details of each experimental run, and images not presented in earlier chapters.
CHAPTER 2

The Role of Anthropogenic and Natural Carbon Stores in Climate Change
2. The Role of Anthropogenic and Natural Carbon Stores in Climate Change

Fossil fuel combustion has caused a dramatic increase in atmospheric carbon dioxide concentrations, which is believed to be having a substantial effect on global climate (IPCC, 2005). Since the industrial revolution atmospheric levels of carbon dioxide have increased by one third leading to a global temperature increase of 0.6 °C in the 20th century due to an enhanced greenhouse effect. If emissions continue at the current rate global temperature may increase by as much as 5.8 °C by the end of the 21st Century (DTI, 2003; IPCC, 2005) with significant consequences.

It has been proposed carbon dioxide could be captured from industrial gases and stored. Such a procedure would aid the overall reduction of atmospheric greenhouse gas emissions currently contributing to global warming. There are various storage methods being investigated including direct disposal into the oceans, iron fertilisation of the oceans and underground storage by injection into warm, deep aquifers or exhausted oil/gas reservoirs (Haugan & Drange, 1992; Baklid et al., 1996; IEA GHG, 1998; IPCC, 2005). Underground storage schemes are already in place storing carbon dioxide in its supercritical phase under warm, deep conditions. Although current carbon capture and storage investigations have focussed on storing supercritical carbon dioxide there is another more novel approach, which may provide additional sites to those suitable for supercritical storage: namely storage as a liquid and hydrate within deep water cool sub-seabed sediments (Kiode et al., 1997; House et al., 2006; Camps et al., 2006).

This chapter provides a review of the current view on climate change and global warming, discusses possible methods for the reduction of atmospheric carbon dioxide concentrations, including proposed storage as a liquid and hydrate, and highlights current knowledge and interest on clathrate hydrates, providing background information on the topical research presented within this thesis.
2.1 Climate Change and the Greenhouse Effect

Present day climate change is now accepted by a majority of scientists, though there remains some debate by a small proportion of the scientific community (Jaworowski, 2007). Although natural fluctuations in temperature have occurred throughout Earth history there has been a particularly rapid increase since the industrial revolution (Figure 2.1). From the mid to late 19th century through to the 21st century the Earth has warmed by a total of 0.76 °C, with eleven of the last 12 years (1995-2006) ranking among the 12 warmest years in the instrumental record of global surface temperatures (IPCC, 2007). In parallel to global temperature rise is an increase in atmospheric carbon dioxide (CO$_2$) concentrations (Figure 2.2). It is these increasing levels of CO$_2$ which are thought to be one of the main causes of climate change, increasing by more than a third since the industrial revolution and currently rising more rapidly than ever before, with a continued upward trend in the early years of the 21st century (IPCC, 2005). This is believed to be as a result of human industry combined with other activities such as deforestation. Each year approximately seven thousand million tonnes of carbon are added to the atmosphere, with a residence time of more than a hundred years (Houghton, 1999; IPCC, 2005).

Global warming due to increased atmospheric CO$_2$ concentrations can be explained by the natural greenhouse effect. The Earth emits thermal radiation, as do all objects. Gases, which constitute the majority of the Earth’s atmosphere neither absorb nor emit thermal radiation, however a proportion of atmospheric gases, particularly CO$_2$ and water vapour absorb some of the thermal radiation leaving the Earth’s surface. This creates a partial ‘blanket’, warming the Earth, and is known as the natural greenhouse effect (see Houghton, 1999 for a full review).

The natural greenhouse effect is largely due to water vapour and CO$_2$. The quantity of water vapour in the atmosphere is mostly due to surface ocean temperature, which is not directly related to human activities. However, the carbon dioxide atmospheric concentration levels have increased dramatically due to human activity, enhancing the greenhouse effect. Increased concentrations of carbon dioxide have contributed to approximately 70% of the enhanced greenhouse effect to date; about 24% due to increased methane concentrations and 6% due to nitrous oxide (Houghton, 1999).
Fossil fuel burning accounts for approximately 75% of current CO₂ emissions and is the dominant form (86%) of energy utilised in the world (IPCC, 2001; IPCC, 2005). Global primary energy consumption is growing with demand, at an average rate of 1.6% annually between 1995 and 2001, with CO₂ emissions increasing by 1.4% annually during the same period of time (slightly below that of the energy consumption) (IPCC, 2005).

![Figure 2.1. Global temperature changes over the past 140 years, and the past 1000 years in the Northern Hemisphere (taken from IPCC, 2001).](image)

The increase in fossil fuel burning since the industrial revolution has resulted in atmospheric concentrations of CO₂ increasing from 280ppmv in c.1700 to 379ppmv in 2005, far exceeding the natural concentration range in the last 650,000 years (IPCC, 2007). The annual concentration growth rate was larger in the last 10 years than it has been since the beginning of continuous direct measurements, with an average 1.9ppmv
per year increase between 1995 and 2005 (IPCC, 2007). In addition to CO₂, methane concentrations have increased from 0.7ppmv in c.1800 to 1.8ppmv in 2005, and N₂O concentrations are about 15% greater than during pre-industrial times (Figure 2.2; IPCC, 2007). The increased methane concentrations may be explained by changing farming practices, such as using wet-tropical land for rice paddies (particularly in Southeast Asia) producing methane through plant decay, and increased numbers of cattle and other livestock producing large quantities of methane through digestion (Ruddiman, 2001). Although atmospheric methane concentrations are low compared to CO₂ it has 16 times the potential greenhouse effect of a CO₂ molecule (Houghton, 1999). The causes of increased nitrous oxide concentrations are less clear however; the chemical industry (e.g. nylon production), deforestation and agricultural practices (Houghton, 1999) may be partly responsible.

![Figure 2.2](image)

**Figure 2.2.** Global carbon dioxide, nitrous oxide, and methane concentrations since 1000AD. Sulphate aerosol concentrations are also included since 1400 (taken from IPCC, 2001).

Other atmospheric gases also influence climate change, although to a lesser extent. These include chloro- and hydrochlorofluorocarbons (CFCs and HCFCs) which are being phased out under the terms of the Montreal Protocol, hydrofluorocarbons (HFCs),
perfluorocarbons (PFCs), sulphurhexaflouride (SF$_6$), carbon monoxide (CO), nitrogen monoxide (NO) and nitrogen dioxide (NO$_2$). CFCs and HCFCs have long residence times and have a seriously damaging climatic effect including the destruction of ozone (O$_3$). Although strong greenhouse gases the depletion of ozone slightly impedes the global warming effect of the CFC gases.

The Earth’s global temperature is predicted to rise by a further 1.1 to 6.4 °C during the 21st century (based on likely temperature ranges in emission projection scenarios) with a predicted temperature rise of 0.4 °C in the next two decades (IPCC, 2007). Even if all the greenhouse gas and aerosol concentrations were kept constant at year 2000 levels we would still expect to see a 0.1 °C increase per decade (IPCC, 2007). To place such a temperature rise into perspective there is a global average temperature difference of about 5 or 6°C between the coldest part of an ice age and the warm period between ice ages, therefore such an increase would represent a significant change in climate (Houghton, 1999). We are also likely to see a global sea-level rise of between 0.18 and 0.59 m and a global ocean surface pH decrease of between 0.14 and 0.35 units this Century (see IPCC, 2007). Increases in precipitation are very likely in the high-latitudes, and decreases as much as 20% are likely in the sub-tropical land regions (IPCC, 2007). The IPCC predicts an additional 80million people could be exposed to flood risks by the 2080s, of which 60% are likely to be in the poorest regions of South East Asia. A 45 cm sea level rise in Bangladesh would result in 10% land loss and 5.5 million people being placed at risk (DTI, 2003).

Other climatic effects would include acceleration in irreversible losses of biodiversity, including coral reef bleaching, loss of mangrove swamps and impacts on fish populations. Temperature impacts in polar regions are expected to be the most evident causing permafrost thawing, ice sheet melting (in some projections Arctic late-summer sea ice disappears entirely by the latter end of the 21st Century (IPCC, 2007)), and species re-distribution.

One possible greenhouse effect under considerable debate is related to the North Atlantic Ocean. Heat is transported from the equator polewards mostly by the atmosphere but also by ocean currents, with warm water near the surface and cold water at deeper levels. The best known part of this circulation is the Gulf Stream, which
transports warm water from the Caribbean northwards. A branch of the Gulf Stream, the North Atlantic Drift, is part of the thermohaline circulation (THC), transporting warmth to the North Atlantic, where its effect in warming the atmosphere contributes to warming Europe. The evaporation of ocean water in the North Atlantic increases the salinity of the water and decreases its temperature, increasing the density of water at the surface. Sea ice formation further increases the salinity. This dense water then sinks and the circulation stream continues in a southerly direction (Open University, 1995). Global warming could lead to an increase in freshwater in the northern oceans, by melting glaciers and increasing precipitation, lowering its salinity and possibly slowing or stopping deep water formation driving the THC, which could lead to a drop in temperature in the North Atlantic surface waters by as much as 5 °C (Ruddiman, 2001).

In addition, the North Atlantic is currently a major sink for CO$_2$, and so slowing or stopping deep water formation may cause atmospheric CO$_2$ levels to rise, further increasing temperatures (Ruddiman, 2001). Based on current model simulations it is very likely the THC of the Atlantic Ocean will slow down in the 21st Century, with an average reduction of 25% by 2100, however temperatures are predicted to continue to increase and it is believed very unlikely that the THC will undergo an abrupt transition during this Century (IPCC, 2007).

There are indications the impacts of climate change have been noted in the past century. The global mean sea level rose by an average of 1-2 mm per year during the 20th century, with a total estimated rise of 0.17 m during this period (IPCC, 2007). Both summer and autumn arctic sea ice has thinned by as much as 40% and global snow cover has decreased by 10% since the 1960s. Ice cap retreat has been seen from many mountain peaks such as Mt. Kilimanjaro and over the past 5 years the usage of the Thames barrier has increased to an average of six times a year in comparison with once every two years in the 1980's (DTI, 2003). The El Nino event frequency and intensity have also increased since the 1970s. Therefore, the effects of global warming are already having a worldwide impact.

If no action is taken to re-stabilise global climate the world as a whole could suffer from effects of temperature change including droughts, floods and extreme weather. Although, as yet, there is no international consensus on the suitable stabilisation levels of CO$_2$, in 1997 EU member states agreed to aim for a global temperature increase of no
more than 2 °C above the pre-industrial level; hence a CO₂ concentration below 550ppmv (DTI, 2003; Stem, 2007). To achieve stabilisation of CO₂ at a level of 550ppmv global emissions would need to be reduced by between 7 and 70% by 2100 (depending on the stabilisation model), and if the target concentration were lowered to 450ppmv even greater reductions (50-90%) would be necessary (IPCC, 2001; IPCC, 2005). The UK has a Kyoto Protocol commitment to reduce greenhouse gas emissions by 12.5% below 1990 levels by 2008-12 and a national goal for 20% reduction in CO₂ emissions by 2010. The UNFCCC has an ambition of reducing greenhouse gas emissions in developed countries by 60% by 2050, however, major contributors to global emissions (US, Australia, China and India) have not, to date, agreed to the Kyoto Protocol (DTI, 2003; Stem, 2007). Developing countries such as China and India must also assist in emission reductions as they currently account for 40% of global CO₂ emissions and could possibly exceed emissions of developed countries by 2020.

The level of CO₂ emissions can be seen to depend on the size of the human population, the level of global wealth, the energy intensity of the global economy, and the emissions arising from the production and use of energy (IPCC, 2005). This can be visualised using the equation (Kaya., 1995; IPCC., 2005):

\[
\text{CO}_2 \text{ emissions per country} = \text{Population} \times (\text{GDP/Population}) \times (\text{Total energy/GDP}) \times (\text{Total emissions/Total energy})
\]

Population and average energy use are rising, whilst the amount of energy required per unit GDP is slowly falling (IPCC, 2001), therefore to reduce CO₂ emissions it is necessary to significantly reduce emissions from energy technology.

There are many methods of reducing atmospheric carbon dioxide levels including the European carbon emissions trading scheme. To achieve a 60% reduction by 2050 renewable energy usage is important, possibly requiring at least 30% of global electricity generation from renewable sources such as wind, tidal and solar energy (DTI, 2003). Between 1992 and 2002, installed wind power generation capacity grew by 30% per year (Gipe, 2004; IPCC, 2005) and solar electricity generation also increased by about 30% per year (World Energy Assessment, 2004; IPCC, 2004). Increased usage of nuclear energy would aid targets due to lower production of CO₂ emissions, though its
role is likely to be determined by politics and public opinion (IPCC, 2005). Improvements in efficiency of energy conversion and switching from high-carbon to low-carbon fuels would also reduce emissions, with a typical reduction of 420 kg CO$_2$ MWh$^{-1}$ for a change from coal to gas in electricity generation (IPCC, 2005). Reduction in energy usage in homes and business would also be required to meet targets; therefore focus on building regulations is essential.

If annual greenhouse-gas emissions to the atmosphere remain at the current equivalent level of approximately 42 Gt (Gigatonnes) of CO$_2$ each year, concentrations of CO$_2$ in the atmosphere could reach over 650ppmv by the end of the 21$^{st}$ Century, increasing the global mean temperature by at least 3 °C (since pre-industrial times) (Stern, 2007). However, annual emissions are still rising and are likely to continue do so as developing countries increase their energy demand as they strive for economic growth. With continued increases in global emissions the global mean temperature could rise by 5-6 °C since pre-industrial times by the end of the century, and with such a temperature rise models predict abrupt and large-scale climate change could cost an estimated 5-10% loss in global GDP, with poor countries suffering much greater losses (Stern, 2007). Costs of extreme weather alone could reach 0.5-1% of the world GDP by the middle of the century, and will rise as global temperatures increase (Stern, 2007). If mitigation strategies are rapidly put into place the costs of capping global emissions and therefore limiting the effects of climate change could be kept to a minimum of approximately 1% of the global GDP (Stern, 2007), significantly less than the costs of climate change itself. However, mitigation costs increase dramatically with increased time delay, and hence it is extremely important to act immediately.

Although alternative energies are available, many countries appear to be committed to fossil fuel usage to meet energy demand, and developing countries striving for economic growth are becoming increasingly dependant upon fossil fuel power generation. Recent reports suggest the UK is not succeeding in effectively reducing our CO$_2$ emissions to meet Kyoto protocol deadlines (Randerson, 2007) therefore an active method of reducing our emissions must be put into practice. No single technology or process will deliver the emission reductions required, but a proven method of effectively reducing our emissions, Carbon Capture and Storage (CCS), has the potential, capturing CO$_2$ from point sources before its release into the atmosphere.
and storing it within another domain of our planet such as the geosphere, terrestrial biosphere or oceans. CCS technologies have the advantage that their large scale deployment could allow the continued use of fossil fuels over the medium to long term with substantial cuts in emissions (Stern, 2007) whilst alternative large-scale energy supplies are developed. It has been forecast that even with the encouragement of low-carbon technologies fossil fuels may still represent half the world's energy supply by 2050, and therefore without CCS stabilising emissions would require a dramatic growth in low-carbon technologies (Stern, 2007), which is most probably unrealistic. Although CCS does not solve the problem of increased emissions from the transport sector, CCS from power generation point sources could be used to reduce the release of CO₂ from one of the largest global contributors to the emissions problem.

2.2 Carbon Capture and Storage

2.2.1 Carbon Capture

The most accessible potential sources for CCS are fossil fuelled power plants, which emit more than a third of global CO₂ emissions. These plants include conventional pulverised-coal steam power plants, natural gas fired combined cycle plants and advanced power generation systems, including coal or natural gas combustion plants using; integrated coal gasification, combined cycles, hydrogen turbines, fuel cells, enriched air or oxygen to aid combustion and CO₂ cycling (IPCC, 2005). In addition, several industries produce concentrated streams of CO₂ as a by-product, such as from the iron and steel production, cement manufacture, oil refining and in the petrochemical industry (IEA, 2001). CO₂ capture may also be practical from producing hydrogen fuels from carbon-rich feed stocks, i.e. natural gas, coal and biomass (Herzog & Golomb, 2004).

Many capturing methods and facilities are available. Unfortunately, the collection and capture process from flue gas streams results in the reduction of plant efficiency, with capture alone reducing the thermal efficiency of a coal plant by as much as 35% (GESAMP, 1997), accounting for 30% of the total energy content from the coal. An additional 10% of the fuel would be required to liquefy and compress the CO₂ for
sequestration (Golomb, 1993). These percentages could be reduced with future improvements.

Current capture technologies increase the unit cost of the electricity production, with an increase of 35-70% for natural gas combined cycle plant, 40-85% for a new pulverised coal plant and 20-55% for an integrated gasification combined cycle plant. Overall the cost of electricity for fossil fuel plants with capture ranges from 43-86 US$ MWh\(^{-1}\) compared to 31-61 US$ MWh\(^{-1}\) for similar plants without (IPCC, 2005). This does not include costs for transport and storage. The lowest capture costs are associated with industrial processes such as coal-based hydrogen production plants, as low as 2 US$/tCO\(_2\) (IPCC, 2005), and these processes may offer the initial opportunities for CCS to be put into practice.

Carbon capture processes differ considerably, but generally may be separated into three categories; flue gas separation, oxy-fuel combustion and pre-combustion separation. The process used for capture is largely dependant on the quantity of CO\(_2\) present in the flue gas (as well as the nature and age of the plant) and contaminants present in the feed gas. The CO\(_2\) content in flue gases varies from about 3% in gas turbine plants (Langeland & Wilhelmsen, 1993), which is similar to a natural gas combined plant, to concentrations of 14% from a coal-fired power plant. In some specialised petrochemical processes concentrations may be as high as 80% and coal based plants with oxygen fuel and CO\(_2\) recycling can produce CO\(_2\) flue gas concentrations as high as 92% (Greenpeace International, 2003; IPCC, 2007).

2.2.1.1 Flue gas separation

At present, several carbon dioxide separation and capture plants use one or more methods to produce CO\(_2\), which will be explained in further detail. Produced CO\(_2\) can then be used for industrial and commercial markets, for example to produce carbonated beverages, dry ice and urea. An alternative is to store the separated CO\(_2\) rather than releasing into the atmosphere. Although separation processes are relatively expensive, profits may outweigh the costs, directly or indirectly.
• **Chemical and Physical Absorption**

Carbon dioxide can be removed from gas streams by physical or chemical absorption. Physical absorption in a solvent is dependant on temperature and pressure with absorption at high pressures and low temperatures, and absorbed CO\(_2\) can then be regenerated using heat or pressure reduction. Such processes may be used when the partial pressure of CO\(_2\) is high (>525Pa). Typical physical absorbents include glycol-based compounds e.g. Selexol (dimethylether of polyethylene glycol) and Rectisol (cold methanol) (IEA, 2004).

Chemical absorption is preferred for low to moderate CO\(_2\) partial pressures, manipulating acid base neutralization reactions due to the acidity of CO\(_2\). The most commonly used basic solvents are alkanolamines such as monoethanolamine (MEA), diethanoamine (DEA), and methylldiethanolamine (MDEA). When used for CO\(_2\) capture in a power plant the flue gas is bubbled through the solvent in a packed absorber column, during which the solvent removes the CO\(_2\). After capture the solvent passes through a regenerator unit, stripping CO\(_2\) by counter flowing steam at 100-120 °C. The water vapour is condensed leaving a concentrated CO\(_2\) stream (over 99%), which can be used or stored and, the amine can then be re-used for further capture (Herzog & Golomb, 2004).

• **Physical and Chemical adsorption**

Solid adsorbents, such as zeolites and activated carbon may be used to separate CO\(_2\) from gas mixtures (IEA, 2004). Such solids have a high-surface area, which can be reproduced artificially by the creation of very fine surface porosity through surface activation methods using steam, oxygen or CO\(_2\). These methods are practiced commercially but are unattractive for CO\(_2\) capture from flue gases due to the limited availability of suitable adsorbents, as well as due to processing expense (IEA, 2001).
• **Low-temperature Distillation**

Liquefaction and purification of CO\textsubscript{2} from gas streams, of a high purity (>90%), by low-temperature distillation, is used commercially. The process purifies a low-boiling-temperature liquid by evaporation and condensation. The method of low-temperature distillation is most effective when feed gases contain components with significantly different boiling points, and with high pressures. The production of the liquid CO\textsubscript{2} is beneficial to sequestration however, combustion by-products in flue gases would require removal before operating this procedure and, if other components present in the feed gas have freezing points above operating temperatures, removal would be necessary to eliminate the risk of freezing and blocking of equipment.

• **Gas-Separation membranes**

To reduce separation costs gas membrane systems are being developed, with many suitable membranes having the potential to capture CO\textsubscript{2} effectively. Gas separation membranes rely on physical or chemical interaction difference between components present in the feed gas and the membrane in use (IEA, 2004). This results in one component preferentially permeating through the membrane. Many different membranes exist however, only a few are suitable for CO\textsubscript{2} removal from flue gas streams. There are many advantages to membrane separation systems (see Herzog & Golomb, 2004), however, multiple separations or recycling is required for many feed streams, resulting in increased complexity, energy used and expense (IEA, 2001).

2.2.1.2 Oxy-fuel combustion

Oxy-fuel combustion eases the separation of CO\textsubscript{2} after combustion in air. By burning the fossil fuels in pure or enriched oxygen the flue gas produced would contain mainly CO\textsubscript{2} and H\textsubscript{2}O. Some of the flue gas would need to be retained for flame temperature control and, water vapour in the non-recycled flue gas can then be condensed, leaving CO\textsubscript{2}.
As simple as this may sound, separation would be necessary to separate oxygen from nitrogen in the air. On a large scale the air separation unit (ASU) could possibly use as much as 15% of a power plants output, requiring greater fossil fuel usage (Herzog & Golomb, 2004). This cost may be outweighed by the sale of other gases produced during air separation, e.g. argon and nitrogen.

2.2.1.3 Pre-combustion capture

Pre-combustion capture offers advantages such as an undiluted CO$_2$ stream, with the containing stream generally at elevated pressure and so, more efficient separation systems can be applied (Herzog & Golomb, 2004). This method is used in integrated gasification combined cycle (IGCC) plants. In these plants the coal is gasified prior to electricity generation (DTI, 2003). The synthesis gas is composed of CO and H$_2$; the CO is reacted with water producing CO$_2$, which is consequently captured. The H$_2$ can be sent to a turbine to produce electricity and, the hydrogen gas also has the potential to be used as transportation fuel in fuel cells (Herzog & Golomb, 2004).

The main problem with this capturing mechanism is currently pulverised coal (PC) power plants produce electricity at a lower cost when compared with IGCC plants (IEA, 2004). Gasification facilities exist worldwide, which do not generate electricity. These facilities synthesise gas and other by-products. The Great Plains Synfuel Plant, near Beulah, North Dakota, gasifies 16,326 metric tons per day of lignite coal, producing approximately 7million cubic meters of CO$_2$ per day. This gas is compressed and piped to the Weyburn oil field where it is used for enhanced oil recovery (Herzog & Golomb, 2004).

2.2.2 Carbon Storage

Various methods for CO$_2$ sequestration have been proposed including ocean iron fertilisation and ocean fertilisation with macronutrients, direct disposal of liquid CO$_2$ into the oceans via land based pipelines into deep water, storage as a hydrate on the bed of oceans, formation of a liquid lake in the deep ocean, mineral carbonation, industrial use of captured CO$_2$ and underground storage as a supercritical phase within deep
aquifers or exhausted oil/gas fields (Greenpeace, 2003; IEA, 2001; IPCC, 2005). Storage methods most relevant to this thesis will be discussed in further detail.

### 2.2.2.1 Ocean disposal

Direct disposal of CO$_2$ into the oceans is currently prohibited due to international law. In the 1996 Protocol to the London Convention it was agreed that:

"‘Dumping’ means: any deliberate disposal into the sea of wastes or other matter from vessels, aircraft. Platforms or other man-made structures at sea; [....as well as] any storage of wastes or other matter in the seabed and the subsoil thereof from vessels aircraft platforms or other man-made structures at sea.” (Article I, 4.1.1 and I, 4.1.1.2 of the 1996 Protocol to the London Convention).

Although the disposal of waste CO$_2$ into the oceans is currently illegal under international law, research into possible methods of such continues:

- **Direct disposal of liquid CO$_2$ into the oceans**

At depths of less than 500m introduction of liquid CO$_2$ by pipelines into the ocean would create bubble plumes of CO$_2$ gas, which would dissolve in the seawater. The dissolvable quantity possible at 200-400 m below sea level would be approximately 100 mol/m$^3$, resulting in an increase in seawater density of 8 kg/m$^3$. Increased density means if CO$_2$ was injected near-shore gravity currents could transport the CO$_2$ rich waters to greater depths (Haugan & Drange, 1992). However, the retention time of such would be relatively short, approximately 50 years, as there is no guarantee of increased density due to many surface processes (Golomb et al, 1992).

- **Formation of a liquid lake of CO$_2$ in the deep oceans**

At approximately 3000 m water depth CO$_2$ becomes denser than seawater. Therefore, if CO$_2$ was to be injected into the deep sea at depths greater than approximately 3000 m the CO$_2$ would sink to the bottom forming a liquid CO$_2$ lake (Marchetti, 1977). Such a lake may form a hydrate layer at its surface inhibiting
dissolution and could remain there for centuries. Calculations have suggested a CO₂ lake formed from ten years of operation from 1 GW of a coal power plant would cover 654,500 m² of the sea floor to a depth of 80.9 m, containing 58 million tonnes of liquefied CO₂ (Wong & Hirai, 1997). This would be equivalent to a disk with a 900 m diameter containing approximately 265 times the volume of the Hindenburg air ship. In practice dispersal due to bottom currents would result in a thinner, widely spread lake which could have impacts on the marine environment.

- **Disposal of CO₂ hydrate on the bed of oceans**

  The placement of solid CO₂ hydrate blocks on to the seabed at great depth may also produce a pool of liquid CO₂, or simply lie on the seabed surface; however, the industrial production of CO₂ hydrate is much more expensive than production of liquid CO₂. One proposed method by Murray et al (1996) includes shaping the hydrate as a torpedo and leaving it to fall through the water column to the seafloor where it could penetrate into soft underlying sediments, allowing permanent storage after natural chemical sequestration.

Ocean storage would reduce the chance of human population damage should gas be released due to remoteness of storage sites, but there are many possible impacts. Deep disposal in seawater may produce solid CO₂ hydrate and liquid brine; the produced acidified, dense brine would displace seawater and react with underlying sediment. This brine could cause plant and animal mortality through oxygen depletion (Harrison et al, 1995). Models suggest highly significant pH reductions as a result of CO₂ injection; waters with a pH below 7.5 are likely to cover a volume of 1500 km³ of seawater from the source if CO₂ was introduced as a droplet plume from ten power plants. A larger area of lower pH would be formed in shallower water (Johnston & Santillo, 2004). Reductions in pH would have a large effect on marine and benthic ecosystems. Other gases present in the captured gas for sequestration such as sulphur dioxides, nitrogen oxides and trace metals could also present environmental problems.

Possible environmental problems, but most importantly the fact ocean storage is prohibited by international law means development of other sequestration methods is
extremely important for carbon storage, such as injection into sub-seabed geological formations.

2.2.2.2 Underground storage

Underground storage is a practical feasible method of effectively sequestering large quantities of CO$_2$ from point sources (e.g. Haugen & Eide, 1996; Holloway et al., 1996; Baines & Worden 2004a; IPCC, 2005; Rochelle et al., 2006). In fact injection of CO$_2$ for disposal is already a proven technology and has been practised since 1996 by the Norwegian state oil company Statoil in the North Sea Sleipner field. Approximately 1 million tonnes per year of CO$_2$ produced from the gas field are injected into a porous sandstone aquifer beneath impermeable shale (Baklid et al., 1996; IEA GHG, 1998; Greenpeace International, 2003). A similar quantity is injected annually at the Weyburn oil field, southern Saskatchewan, Canada where it is used for enhanced oil recovery (EOR) (Malik & Islam, 2000; Wilson & Monea, 2004; IPCC, 2005; Rochelle et al., 2006). Smaller scale projects are also taking place around the world, as interest increases in CCS as a viable climate change mitigation method.

The extraction of natural gas and petroleum from underground reservoirs has created depleted reservoirs with porous rocks and trap structures able to contain gas and liquids. Impermeable cap rocks prevent gas leakage and therefore, underground natural gas and petroleum reservoirs appear suitable for long-term CO$_2$ storage. A depleted gas reservoir will contain CO$_2$ to the same pressure as the primary formation pressure of the natural gas before extraction and the cap rock generally maintains the primary pressure (Kiode et al., 1997). Cooler reservoirs with a lower geothermal gradient have the potential to store greater volumes of CO$_2$ (see Cool underground storage of CO$_2$).

However, known oil and gas reservoirs have a relatively low volume when compared to aquifers and therefore, the greatest potential for CO$_2$ storage lies within aquifers.

In Europe there is the potential to store 806.1 Gt of CO$_2$ mostly in the North Sea in the Norwegian sector and the UK (Holloway et al., 1996). About 95% of this storage would be in deep saline aquifers and only about 5% in depleted oil and gas fields (DTI, 2003). However, storage in oil and gas fields can only be possible if fully depleted and
currently, as a result, many reservoirs are unavailable. Offshore aquifers offer vast potential alone, with the possibility of storing approximately 700 years of European emissions from thermal power generation (Holloway et al., 1996).

The injection of CO$_2$ into oil and gas reservoirs may also have a financial benefit and this has been utilised in North America and Canada. Enhanced oil recovery (EOR) in a number of projects in North America consists of injection of CO$_2$ into oilfields. During this process the majority of CO$_2$ used can remain in the oilfield effectively sequestering the greenhouse gas (DTI, 2003). Enhanced oil recovery could potentially allow additional oil recovery of 200 million tonnes over 20 years, in comparison with the current annual oil production of 130 million tonnes globally (DTI, 2003).

The disposal of CO$_2$ into sub-seabed formations appears more acceptable than on land as they are more remote and ocean dilution prevents air emission. In addition, calcareous sediment on the sea floor could interact with CO$_2$ forming bicarbonate ions, which are more soluble than CO$_2$ itself (Kioide et al., 1997):

$$\text{CaCO}_3 + \text{CO}_2 + \text{H}_2\text{O} \rightarrow \text{Ca}^{++} + 2\text{HCO}_3^-$$

There are two principal methods of underground storage being investigated: conventional deep, warm storage of CO$_2$ in its supercritical phase, and the lesser known, more novel deep, cool storage of CO$_2$ as a liquid and hydrate. The concepts of these are discussed in further detail.

**Deep, warm underground storage of CO$_2$**

The processes involved in underground storage in its conventional form are as follows. The captured CO$_2$ gas is compressed and transported via pipeline to the injection site. Following transportation the CO$_2$ can be injected via wells into deep reservoir rocks capped by low permeability seals, such as clays and shales. If the CO$_2$ is injected at a depth of approximately 800 metres or more, pressure and temperature conditions will increase past the point at which CO$_2$ becomes supercritical (c. 31 °C, 74 bar). In its supercritical phase CO$_2$ is likely to have a density of about 0.7 g/cm$^3$, far denser than
gaseous CO₂, and consequentially will occupy less volume, increasing storage potential (Rochelle et al., 2006).

Once injected, the CO₂ is stored in a free state as a buoyant phase below an impermeable caprock; however, over time it will dissolve into the reservoir formation water. Once dissolved, it will no longer be subjected to buoyancy driven upward migration, and over longer timescales the dissolved CO₂ will react with minerals to precipitate calcite or other carbonate minerals, immobilising the CO₂ as a solid phase and storing it for geological timescales (Bachu et al., 1994; Rochelle et al., 2004; Camps et al., 2006; Rochelle et al., 2006). The extent of such mineral trapping will be dependant on a number of factors including the composition of the porewater, and the in-situ pressure and temperature. Natural CO₂ fields demonstrate the potential for effective long-term trapping (Zheng et al., 2001; Rochelle et al., 2006).

**Cool underground storage of CO₂**

Carbonate minerals are not the only solid phases capable of trapping CO₂. Under high pressure, low temperature conditions a solid CO₂ phase can precipitate: CO₂ hydrate. Natural hydrates exist worldwide in sub-seabed sediments along continental margins and within permafrost regions (see section 2.3), and it is their formation which leads to the investigation of a more novel underground storage method: storage as a liquid and hydrate.

This cool storage approach has received relatively little attention, even though it may offer many advantages for long-term containment (see chapter 3 and chapter 7 for further details). The use of CO₂ hydrate as a primary trapping mechanism has been considered in several studies (Kiode et al., 1997; Camps et al., 2006; House et al., 2006; Rochelle et al., 2006). This would involve injecting liquid CO₂ into deep-water or sub-permafrost sediments, just below the CO₂ hydrate stability zone (where temperatures are a little too warm for hydrate to be stable). The slightly buoyant CO₂ would rise into cooler rocks lying at an approximate depth of 200-400 m below the seafloor (dependent upon pressure and temperature conditions) within the hydrate stability zone, and under these conditions hydrate would become stable (assuming water availability). CO₂ storage could therefore be stable at depths of 300 m below the seafloor in many easily
accessible areas (Kiode et al., 1997). Precipitation of CO$_2$ hydrate within pore spaces could form an impermeable ‘cap’ preventing any further migration (Figure 2.3). Should any upward migration of stored liquid CO$_2$ through this cap occur the CO$_2$ would simply rise further into the hydrate stability zone and again form hydrate, possibly creating a self-sustaining re-sealing trapping mechanism (Sakai et al., 1990; Brewer et al., 1999). This approach may offer storage sites around in addition to those suitable for warm, deep, supercritical CO$_2$ storage.

Additionally, CO$_2$ hydrate formation could be used as a secondary trapping mechanism for deeper, warmer supercritical stores of CO$_2$. The injection of carbon dioxide into deep reservoirs in its liquid or supercritical phase may result in CO$_2$ migrating upwards to cooler parts of aquifers, saturating groundwater and as a result could form solid hydrate, creating an impermeable ‘back-up’ cap preventing CO$_2$ leakage from deeper injection sites should any migration occur.

To offset the costs involved in underground storage CO$_2$ hydrates are also being researched for the possible recovery of methane. Several studies have investigated the injection of CO$_2$ to liberate methane gas from natural sediment-hosted gas hydrates, replacing the methane hydrate with CO$_2$ hydrate (Nakano, 1998; IEA, 2001; Kvamme, 2007). However, the practicalities of this may prove difficult, especially due to the sporadic distribution of natural gas hydrates within ocean floor sediments and the likelihood of contaminants being present in the recovered gas stream.

Injection into sub-seabed formations is already in practice but relatively little research has been conducted on the effect on the surrounding sediment and the marine environment. Although the formation of CO$_2$ hydrate at depth impedes migration the possibility of CO$_2$ leakage must still be considered. Research into the interaction of CO$_2$ with near ocean sediment is necessary, into the effect of hydrate formation on marine biological communities, as well as the nature of hydrates within sediment to ensure the stability and suitability of such storage methods, and it is this knowledge gap which will be addressed within this study (see following chapters 3, 5, 6, and 7).
The mitigation costs involved in CCS ranges from between 1 and 270 US$/tCO₂ (IPCC, 2005) dependent on the type of technology used, with transport costs ranging from 0-5 US$/tCO₂, and geological storage and monitoring ranging from 0.6-8.3 US$/tCO₂ (IPCC, 2005). Therefore, the biggest variability lies within the capture of CO₂ from point sources. Costs involved in the proposed storage as a liquid and hydrate remains unknown, although this method would use similar infrastructure as used in conventional storage practices, and therefore costs are assumed to lie within the same range.

2.3 Natural Gas Hydrates

To scope the suitability and stability of CO₂ storage as a liquid and hydrate it is important to fully understand forced CO₂ hydrate formation within sediments, for which natural in-situ formation can provide valuable information. Unfortunately there are very few natural CO₂ hydrates on Earth; therefore natural methane hydrates provide a
suitable alternative for investigations, although formation processes may be slightly different.

2.3.1 A brief history of hydrates

Chemists have known about the existence of hydrates since the early 19th century when Sir Humphrey Davy gained acknowledgement for witnessing the crystallisation of the first chlorine hydrate (see Berecz & Balla-achs, 1983; Henriet & Mienert, 1998). However, although Davy has been credited for their discovery it is now commonly believed Sir Joseph Priestley was actually the first to discover hydrate existence. In 1778 Priestley conducted cold experiments in a Birmingham laboratory observing SO$_2$ impregnating water and, consequently freezing/re-freezing, whereas HCl and SiF$_4$ did not follow the same pathway (see Sloan, 1998). Due to hydrates instability it wasn’t until thirteen years after Davy’s experiments the chemical formula of chlorine hydrate was determined by Faraday – Cl$_2$.10H$_2$O, showing the chlorine and water remained separate (see Long et al., 2005). After discovery, hydrates were regarded as a mere curiosity until interest grew in the 1930s petroleum industry when gas hydrate formation was discovered as a cause of pipeline blockage in Kazakhstan (see Collett et al., 2000). In the 1960s a Russian drilling crew discovered natural methane hydrates in a Siberian gas field (see Makagon, 1981; Sloan, 1998), and in the 70s they were discovered in deep water sediments at outer and polar continental margins. Interest has continued to grow and in more recent years gas hydrates are moving into the foreground of global climate debates.

2.3.2 What are hydrates?

Gas hydrates are crystalline ice-like solids built up of a cage of water ‘host’ molecules and one or more hydrate forming ‘guest’ molecules. Although commonly known as hydrates (which will be used through out the remainder of this report) they belong to a sub-group of clathrates, given to the class by Powell (1948) from the Latin ‘clathratus’ meaning to encage. It is therefore important to note a distinction must be made between these non-stoichiometric clathrate hydrates and stoichiometric hydrate compounds formed when water combines with various salts without forming cages (Sloan, 1998).
The hydrate forming molecules are held by Van der Waals forces within a metastable crystal lattice made of water molecules (Austvik & Loken, 1992). Water molecules crystallise in the isometric crystallographic system (Kvenvolden, 1998), and due to hydrogen bonding form an unstable 3D shell. Within the lattice voids, in cages, non-polar atoms or molecules with low molecular weight and small rotation diameter may enter and form thermodynamically stable hydrates, at high pressures and/or at low temperatures (Austvik & Loken, 1992). The structure of the hydrate means it has an interesting property of being approximately 85% (mol) of water and 15% gas/liquid when all the cages of all three structures are filled (Sloan, 1998), with the majority of hydrates formed with about 90% of the cages filled (Kvenvolden, 1998; Sloan, 1998).

The size of the guest molecule largely determines the hydrate structure. Very small molecules, such as helium, are too small to form a hydrate. The majority of hydrates researched are those composed of molecules of methane, ethane, isobutane, propane, normal butane, nitrogen, carbon dioxide and hydrogen sulphide (Sloan, 1998), but this simply represents a bias due to their main interest in the oil and gas industry. Many other molecules may also form hydrates; including argon, krypton, and solvents such as THF (TetraHydroFuran) (Suga et al, 1992; Koh et al, 1998; Wilson et al, 2005) (which have been widely studied due to their ease of formation), but natural hydrates on Earth are mainly composed of methane. The hydrate skeletal lattice structure depends on the size and shape of the forming molecules in contact with the water (Kvenvolden, 1998; Sloan, 1998). One of three structures is usually formed:

- **Structure I** (SI) is the most common due to guest molecules forming hydrates in which cages are arranged in a body centred cubic structure forming with small gas molecules, such as CH₄, found in-situ in deep oceans. Structure I cages are large enough to contain methane, ethane and other molecules of a similar diameter, such as carbon dioxide and hydrogen sulphide.

- **Structure II** (SII) hydrates have a diamond lattice structure within a cubic framework forming cages large enough to contain molecules larger than ethane but smaller than pentane.

- **Structure H** is rare and has only been discovered in more recent years. This is hexagonal and requires a smaller molecule for 5₁² and 4₁³₅₁⁶₁³ cages
such as, methane, nitrogen or carbon dioxide. Molecules for the other cage can be very much larger, larger than 0.7 nm but smaller than 0.9 nm, therefore cavities are large enough to contain molecules such as methylcyclohexane and those present in naphtha and gasoline.

The largest molecules of a gas mixture will generally determine the structure of the forming hydrate. A guest molecule/cavity ratio of approximately 0.9 is required for the stability of a basic hydrate, where the stabilising guest molecules range in size between 0.35 and 0.75 nm for structures I and II (Sloan, 1998). Below 0.35 nm an atom or molecule will not stabilise sI and above 0.75 nm molecules are too large for sII.

2.3.3 Where are hydrates found?

Natural hydrates on Earth are mainly restricted to polar and deep oceanic regions (Kvenvolden, 1998). In polar regions they are usually associated with permafrost onshore in continental sediments, and offshore on continental shelves (Kvenvolden, 1998). In deep oceanic regions they have been found in outer continental margins, in sediments where cold bottom waters are present. Hydrate formation does depend on deeper, colder water, however it is important to remember the majority of natural hydrates are methane; hence there is an optimum region around coastlines where most are found due to the supply of rotting methane producing detritus. This source of methane can be either biogenic, formed by microbial methanogenesis at shallow depths, or thermogenic, from geological heating of sediments over a long period of time, but isotopic signatures suggest the majority of naturally occurring hydrates are formed from biogenic methane.

Hydrates exist worldwide, and have been discovered at the seafloor and up to 500 m beneath it. Few sources have been identified by direct sampling with the majority inferred from seismic reflections, well logs, drilling data and pore water-salinity measurements (Collett et al., 2000). However, some of the best described hydrate occurrences are in the Gulf of Mexico (Corthay II, 1998; Milkov, 2000), Blake Ridge (Paull et al, 1996; Kvenvolden, 1998), Cascadia Margin (Riedel et al, 2002; Haeckel et al, 2004; Torres et al, 2004; Peterson et al, 2007), Nankai Trough, Japan (Taira et al., 1991; Ashi et al., 2002; Colwell et al., 2004), Niger Delta (Heggland and Nygaard,
1998; Milkov, 2000), The Black Sea and Caspian Sea (Makagon, 1981; Ginsburg et al, 1990; Milkov, 2000; Kessler et al, 2006), offshore Norway (Ginsburg & Soloviev, 1997; Andreasson et al, 2000; Buenz et al, 2003; Hovland & Svenson, 2006) and India (USGS, 2007), The Gulf of Cadiz (Mazurenko et al., 2003; Ivanov et al., 2007), and various other regions (Kvenvolden, 1998; Collett et al., 2000) (Figure 2.4) including Lake Baikal (Kuzmin et al, 1998; Vanneste et al, 2001). The Lake Baikal hydrate occurrence is slightly more unusual as they are the only known hydrates to exist beneath a freshwater lake. Although the majority of natural samples consist of methane and other hydrocarbons in less significant quantities, natural CO$_2$ hydrates have also been discovered in the Okinawa Trough, offshore Japan (Sakai et al., 1990). Naturally formed air hydrates have also been reported from about 1000 m depths in the Antarctic polar ice (Craig et al., 1993; Smelik & King, 1997).

Estimation of the global distribution and volume of natural gas hydrates has largely depended on the use of the BSR (Bottom Simulating Reflector). BSRs are a large negative change in acoustic impedance running sub-parallel to the seafloor, and are assumed to represent the base of the hydrate stability zone with free gas (methane) lying beneath (Long et al., 2005). The presence or absence of a BSR has been used to determine the presence or absence of hydrate, however more recently researchers are realising that this assumption is often incorrect (see Long et al., 2005; Holditch et al., 2006 for further details). The negative reflection coefficient used to identify a BSR indicates a reflection interface between higher velocity strata and lower velocity strata (Kvenvolden, 1998), which could also be formed by other geological conditions. Therefore, there is the possibility of overestimating hydrate volumes by assuming the presence of hydrate by the identification of BSRs. Unfortunately, direct sampling and recovery is expensive, and it is still necessary to use indirect techniques such as seismic profiling to determine areas for further exploration, even if they cannot be relied upon completely. Current estimates of global hydrate volumes suggest approximately $2 \times 10^{14}$ m$^3$ of methane could exist within natural hydrate reserves (Soloviev, 2002; Long et al., 2005).

Not only do gas hydrates exist in large volumes on Earth, they may also exist elsewhere in the solar system on icy planetary bodies, such as on Mars, Europa, and Titan (Max & Clifford, 2000; Prieto-Ballesteros et al., 2006; Atreya, 2007; Camps et al., 2007), where
they could represent a large quantity of water locked within the hydrate (with water being a vital component for the presence of life, past or present).

**Figure 2.4.** Worldwide map showing approximate locations of known and inferred gas hydrates. Adapted from Knelvolden (1998) and Kvenvolden & Lorenson (2001).

### 2.3.4 Hydrate formation and its investigation

Hydrate accumulations can be classified as structural or stratigraphic. Structural hydrates form from gases rapidly migrating from deeper sources into the hydrate stability zone, and typically result in high gas hydrate concentrations (Holditch et al., 2006). Stratigraphic deposits are described as those forming in permeable sediment layers from slowly migrating localised gases (Holditch et al., 2006). Within these accumulations various different forms of sediment-hosted natural gas hydrate have been found on coring and recovery, and these can be divided into the following (Holditch et al., 2006):
1. **Layer** – A tabular form of hydrate transecting the recovered core and conformable to the bedding. Typically a few centimetres thick.

2. **Lens** – A hydrate layer with a tapering margin.

3. **Vein** – A tabular form of hydrate transecting the core and cutting across the bedding. Typically a few centimetres in thickness.

4. **Veinlet** – Thin, tabular hydrate c. 1 mm thick or less, commonly adjacent to veins or layers, and cutting across the bedding.

5. **Nodular** – Spherical to oblate features, 1-5 cm in diameter.

6. **Disseminated** – Hydrate grains distributed throughout the sediment matrix, typically less than 3 mm wide.

7. **Massive** – Hydrate characterised as greater than 10 cm thick.

The different growth forms commonly observed in recovered samples can be explained by the requirement of the hydrate system to minimize mechanical and surface energy, which varies with the physical properties and surface chemistry of the host sediment (Clennell et al., 2000). Hydrates have been found in coarse sediments, such as sand, fine-grained sediments, such as clays and muds, and in fractures within indurated sediments (Makagon, 1981; Kvenvolden et al., 1993). They appear to form preferentially in sediments with higher porosity, larger pore sizes, and high permeability, and formation is seemingly less favoured within fine-grained sediments (Clennell et al., 2000). This inhibition within fine-grained sediments has been thought to explain shifts in the base of the hydrate stability zone from depths predicted from equilibrium calculations. However, current models suggest even sediments with small pores are likely to contain pores large enough to contain hydrate at equilibrium conditions (Turner et al., 2005). Research suggests hydrate tends to form as discrete layers or lenses within fine-grained muddy marine sediments (Kvenvolden et al., 1993; Booth et al., 1998), as the sediment grains are forced apart as the hydrate forms, whereas in sands and gravels hydrate has been observed as pore filling cement and massive layers (Kvenvolden et al., 1993; Booth et al., 1998; Clennell et al., 2000). However, the processes involved in formation of hydrates within sediment are still poorly understood.

The availability and supply of hydrate forming components influences the rate of hydrate growth, and consequently the form of the hydrate. Although natural methane
hydrate is believed to grow relatively slowly, evidence exists to support natural rapid hydrate formation in marine sediments. At Hydrate Ridge, on the Cascadia Margin, offshore Oregon, methane gas is rapidly transported from depth to the seafloor. During exploration of this region massive methane hydrate, free gas, and pore waters of enhanced salinity were found to co-exist (Hesse, 2003; Torres et al., 2004). The presence of more saline pore waters in gas hydrate samples is a rare and unusual phenomenon, and requires rapid gas hydrate formation when natural diffusion processes have not been able to remove excess salinity. This suggests Cascadia Margin represents an area of rapid hydrate formation with relatively young gas hydrate deposits present in seafloor sediments, as a consequence of the rapid supply dissolved methane (Haekel et al., 2004; Torres et al., 2004). The trapped brines present within these recovered hydrate samples were detected by an enhanced chlorine concentration in the pore waters, however, such elevated concentrations may easily go unnoticed due to pore water freshening during hydrate core retrieval through dissociation, and hence it is possible there are similar rapid growth sites along other hydrate bearing regions (though as yet remain unidentified).

Although the majority of hydrate is preserved as sediment-hosted gas hydrate, hydrate deposits also form directly on the ocean floor, as is the case with the only known example of natural CO$_2$ hydrate from the Okinawa Trough (Sakai et al., 1990). However, hydrates deposited on the seafloor, or just below the seafloor, are fairly unstable and do not survive for very long.

Unfortunately, few natural hydrate samples have survived for a long enough period of time to allow detailed study, mainly as a result of depressurization and temperature change as they are raised to surface waters, but also as a consequence of the length of time between collection and storage. Sampling techniques are improving and consequently the quantity of samples available for investigation is on the increase. However, artificially produced hydrates are still essential to fully understand their formation and composition.

It is difficult to reproduce an exact representation of the natural environment in the laboratory, but any attempt at doing so complicates the interpretation of experimental results, therefore simplicity in experimental design is necessary. Increasing our
knowledge in basic systems can help to progress research to fully understand the complex network of components influencing formation. Experimental investigations range from pore-scale growth models (Tohidi et al., 2001; Anderson et al., 2007; (with a rigid pore system)), to micro-scale in-situ and post formation observations (Genov et al., 2004; Stern, 2004; Camps et al., 2006; Rochelle et al., 2006), to macro-scale physical property measurements and kinetic models (Moudrakovski et al., 1999; Mork et al., 2000; Stern et al., 2000; Uchida et al., 2000). Basic experimental procedures for the formation of hydrate have not altered significantly in recent years, but there has been a significant increase in physical property characterisation of in-situ sediment-hosted hydrates, both in the laboratory and the field.

Pressurised optical cells have been successfully used to observe hydrate growth within sediment, forming as different morphologies according to the growth conditions (Makagon, 1997; Smelik & King, 1997). Other non-invasive imaging techniques include Nuclear Magnetic Resonance, NMR (Moudrakovski et al., 1999; Mork et al., 2000; Subramanian et al., 2000), X-ray tomography (Mikami et al., 2000; Uchida et al., 2000; Tomutsa et al., 2002), magnetic resonance microimaging, MRM (Moudrakovski et al., 1999; Hirai et al., 2000), scanning electron microscopy, SEM (Genov et al., 2004; Kuhs, 2004, Milodowski et al., 2004, Rochelle et al., 2004; Stern, 2004); X-ray diffraction, XRD (Henning et al., 2000; Takeya et al., 2000; Genov et al., 2004; Huo et al., 2005), and Raman spectroscopy (Sloan, 1998; Henning et al., 2000; Subramanian et al., 2000).

Additionally, in-situ physical property measurements have been made during hydrate formation, including electrical resistivity (Collett et al., 1999; Reidel, 2006) S-wave (shear) and P-wave velocities (Stern et al., 2000), density, thermal conductivity (Stoll & Bryan, 1979; Stern et al., 2000) and rheology (Stern et al., 2000; Durham et al., 2003) have also been investigated as hydrate forms. Thermal conductivity decreases with the formation of hydrate, and is lower than that of ice (Stoll & Bryan, 1979; Kvenvolden, 1998). P-wave velocities are not the most effective method of determining the presence of hydrate, and appear to be relatively insensitive to hydrate distributed within the pore space (Sakai et al., 1999), however, S-waves are important in determining whether or not the hydrate is acting as sediment cement increasing its rigidity and strength (Stoll & Bryan, 1979; Sakai et al., 1999). S-wave, P-wave, and electrical resistivity increase
withhydrateformation,withelectricalresistivityprovenbethemosteffectivetool for determining the presence of hydrate in the field during wire-line logging (Kvenvolden, 1998). These measurements have been used to estimate the concentration of hydrate within a natural reservoir, however these are bulk average measurements, and can be influenced by localised anomalies, therefore care should be taken on interpretation (see Chapter 6).

With the development of pressurised corers very recent advances now allow 3D measurements of natural hydrate physical properties, actually in-situ and during recovery of samples (HYACINTH project: Trehu et al., 2004; Schultheiss et al., 2006). Pressurised recovery of well-preserved natural hydrate has increased the availability of samples for investigation, and techniques developed through laboratory experiments, such as SEM, NMR, X-ray tomography, can now be used on natural hydrate samples, allowing a more thorough in-depth study (see Chapter 6).

2.3.5 Interest in hydrates

Interest in gas hydrates grew when they were discovered as a cause of pipeline blockage in the oil and gas industry. Hydrate research then became necessary for hazard prevention. When crude oil or gas is piped through pressurised pipelines in cold climates enough water and gas may be present to form a solid hydrate plug. Repercussions of hydrate formation are plugging of choke lines, kill lines and blow out preventers (BOP), difficulties in monitoring well pressure, restriction of drill string movement and deterioration in mud properties due to dehydration (Collett et al., 2000). The plug can also act as a projectile destroying the pipe when the pressure difference between the upstream and downstream section increases (Chatti et al., 2004). With this research growth natural hydrates were discovered, revealing far more interesting details about these little crystals, and the role they play in Earth’s dynamic environmental system and carbon cycle.

Under present climatic and oceanographic conditions natural gas hydrates represent one of the largest masses of stored organic carbon on this planet (Henriet & Mienert, 1998). In the case of methane hydrate, 1 m$^3$ of hydrate can contain up to 164 m$^3$ of gas at standard temperature and pressure, and it is this property, which leads to current
research. Global hydrate reserves are estimated to contain approximately $2 \times 10^{14}$ m$^3$ of methane (Soloviev, 2002), which is about 30 times the quantity available in the atmosphere at present (Long et al., 2005). Methane is a greenhouse gas and has a much greater radiative forcing effect than CO$_2$ (16 times). Research indicates these natural reserves have released considerable quantities of methane gas into the atmosphere in the geological past, and therefore represent a possible future environmental hazard, particularly as global temperatures continue to rise (MacDonald, 1990; Kvenvolden, 1998; Kennett et al., 2000; Buffet & Archer, 2004; Kemp et al., 2005). Carbon isotope data with unusually large enrichments of carbon-12 have supplied evidence for 3 methane gas pulses within 2000 years around 183 million years ago (Kemp et al., 2005). This gas release is believed to be a consequence of methane hydrate dissociation as a consequence of global warming driven by volcanic activity and Earth's Milankovitch cycles. The release of this methane and its gradual conversion into CO$_2$ caused enhanced global warming, and probably resulted in a mass extinction of more than 50% of marine animals during the same time period (Kemp et al., 2005).

There is also evidence to suggest hydrate dissociation is responsible for rapid increases in methane concentrations during the Pleistocene, observed in the ice-core record. Enhanced continental slope failure during glacial-interglacial transitions is believed to have occurred at the same time as the release of large quantities of methane from gas hydrates (Maslin et al., 2004). Deglaciation events caused sea-level rise and ice-sheet retreat. For deep-water hydrates the increased sea level outweighed the increase in seawater temperature; however this is not the case for hydrate deposits under polar continental shelves. Flooding of the shelf by relatively warm water with the transgression of the polar ocean could cause the destabilisation of methane hydrates, adding to the global warming trend (Kvenvolden, 1998). During glaciation the opposite occurs. Ice caps grow and sea level falls, exposing gas hydrates on the outer continental margin, destabilising the hydrate, but as temperatures decrease hydrates are re-stabilised (Kvenvolden, 1998). Paull et al (1991) suggest the destabilisation of gas hydrate during sea regression releases methane, enhancing global warming, limiting the full effect of glaciation.

An example of the problems that arise when hydrates dissociate can be found off the US Atlantic margin. There, the seafloor slope is about 5° and as such should be stable
However, many submarine landslide scars have been observed. The depth of the scars is near to the shallow limit of the hydrate-stability zone. The BSRs are weaker in areas that have experienced landslides, possibly indicating hydrates are no longer present and may have dissociated. Scientists theorize if pressure on the hydrates decreased, as would happen with a fall in sea level during a glacial period, hydrates could dissociate at depth and cause the gas-saturated sediments to slide. Such zones have been detected near the coast of South Carolina, USA, in the region of a huge submarine landslide 66 km wide, where a seismic section indicates massive hydrate formation on either side of the landslide, but no hydrates directly below the slide (Collett et al, 2000).

The large quantity of methane gas trapped within Earth's reservoirs has also lead researchers to envisage natural methane hydrate as a potential future energy resource. Although fossil fuel reserves are currently sufficient to meet worldwide energy needs future short falls could potentially be met by exploitation of gas hydrate deposits. Various projects are presently underway to develop viable extraction schemes, such as the Mallik Gas Hydrate Research Well Program investigation on permafrost deposits in the Canadian Arctic (Dallimore et al., 2002; Chatti et al., 2004), and the western Siberian Messoyhaka gas field (Max et al., 1997; Lee & Holder, 2001). Gas recovery is mainly dependent on hydrate dissociation by either warming or depressurisation, with depressurisation as the favourable method as heat is lost to the reservoir rock and water on warming, reducing the energy efficiency (Lee & Holder, 2001). However, extraction of the gas could be hazardous due to re-formation of hydrates within the pipelines (Chatti et al., 2004), and the unpredictable distribution of gas hydrate deposits could cause difficulties in exploitation. One advantage of the use of the methane from gas hydrates is methane is a less carbon-intensive fuel than oil or coal. Methane produces only half as much CO\textsubscript{2} as coal per unit of combustion products (Lee & Holder, 2001), therefore if methane extraction from hydrates was proved to be viable and energy efficient, reserves near or within developing countries could be exploited in preference to the intensive construction of coal burning power stations which is currently taking place.

There is an additional proposed method for the extraction of methane gas from natural hydrates – methane hydrate replacement with CO\textsubscript{2} hydrate. This process could provide
a zero carbon energy supply by sequestering the CO\(_2\) produced during the combustion of extracted methane (as mentioned in 2.2.2.2). However, research indicates injection of CO\(_2\) would not displace all the methane, and best estimates predict at least 29% of the methane would remain in the hydrate phase (IEA, 2000). The produced gas could therefore be contaminated with significant quantities of CO\(_2\), which would add to the cost of extraction, as a separation plant would be required (IEA, 2000). In spite of concerns significant interest remains in this method of carbon storage and energy extraction (Kvamme et al., 2007).

Other research areas receiving considerable interest include hydrate as a desalination agent due to the exclusion of ions during formation (McCormack & Anderson, 1995; Javanmardi & Moshfeghian, 2003), hydrate ‘slurries’ as a secondary refrigerant in refrigeration systems with a low environmental impact (Inaba, 2000; Tanasawa & Takao, 2002) and, as fore mentioned, its potential role as a primary or secondary store of environmentally damaging CO\(_2\) (Kiode et al., 1997; Camps et al., 2006; House et al., 2006; Rochelle et al., 2006). It is this last area which is the focus of the research within this thesis.

### 2.4 Conclusions

- Since the industrial revolution atmospheric concentrations of carbon dioxide have increased by one third leading to a global temperature increase of 0.6 °C in the 20th century due to an enhanced greenhouse effect. If emissions continue at the current rate global temperature may increase by as much as 5.8 °C by the end of the 21st Century with significant consequences.

- If no action is taken to re-stabilise global climate the world as a whole could suffer from effects of temperature change including droughts, floods and extreme weather. To achieve stabilisation of CO\(_2\) at a level of 550ppmv to ensure a global temperature increase of no more than 2 °C global emissions would need to be reduced by between 7 and 70% by 2100.
• If mitigation strategies are rapidly put into place the costs of capping global emissions and therefore limiting the effects of climate change could be kept to a minimum of approximately 1% of the global GDP, significantly less than the costs of climate change itself. However, mitigation costs increase dramatically with increased time delay, and hence it is extremely important to act immediately.

• No single technology or process will deliver the emission reductions required, but a proven method of effectively reducing our emissions, Carbon Capture and Storage (CCS), has the potential, capturing CO$_2$ from point sources before its release into the atmosphere and storing it within another domain of our planet.

• Underground storage is a practical feasible method of effectively sequestering large quantities of CO$_2$ from point sources. Injection of CO$_2$ for disposal is already a proven technology and has been practised since 1996 by the Norwegian state oil company Statoil in the North Sea Sleipner field.

• Conventional storage practices inject CO$_2$ into deep, warm reservoir or aquifer rocks, and under such conditions it is stored in its supercritical free phase. An additional storage method, which has received relatively little attention, involves injection of CO$_2$ into deep, cool sub-seabed sediments, below the CO$_2$ hydrate stability zone. Under these conditions CO$_2$ would be in its slightly buoyant liquid phase, and as the CO$_2$ rises into cooler sediments within the hydrate stability zone it could form a solid hydrate phase, creating an impermeable (and possibly self-sealing) ‘cap’ aiding the trapping of underlying liquid CO$_2$.

• Gas hydrates are crystalline ice-like solids built up of a cage of water ‘host’ molecules and one or more hydrate forming ‘guest’ molecules. 1 m$^3$ of hydrate can contain up to 164 m$^3$ of gas at standard temperature and pressure.

• Natural hydrates exist worldwide and are mainly restricted to polar and deep oceanic regions, with the some of the best described hydrate occurrences in the Gulf of Mexico, Blake Ridge, Cascadia Margin, the Nankai Trough, offshore
Japan, the Gulf of Cadiz, Black and Caspian Seas, Lake Baikal, the Niger Delta, and offshore Norway.

- Interest in hydrates is wide and varied from their role in the carbon cycle; as a natural hazard, as a desalination agent or secondary refrigerant to their potential role as a future energy resource. However, their formation processes remain poorly understood.

- To scope the potential of CO₂ storage as a hydrate it is important to determine suitable offshore areas with suitable conditions (see Chapter 3). Additionally, a full understanding of CO₂ hydrate formation within sediments is necessary to determine the suitability and stability of CO₂ storage as a liquid and hydrate. Laboratory investigations of CO₂ hydrate formation can provide valuable information on such (see Chapter 5), however it is difficult to reproduce the natural environment in the laboratory. Unfortunately there are very few natural CO₂ hydrates on Earth; therefore natural methane hydrates provide a suitable alternative for investigations (see Chapter 6).
CHAPTER 3

Mapping Hydrate Stability Zones
3. Mapping Hydrate Stability Zones

Introduction

Prediction of hydrate stability has been used as a useful tool in borehole drilling to determine the depths at which hydrate formation may become a drilling problem. In more recent years, hydrate stability mapping has been used to identify regions for exploration and sampling. Miles (1995) provided the first map of the depth to the base of the methane hydrate stability zone off the European continental shelf, using a quadratic equation fitted to Pressure-Temperature (P-T) stability curves and a thinned crust model to estimate geothermal gradients. The majority of natural hydrates are dominated by methane, though natural carbon dioxide (CO$_2$) hydrates have been discovered in the Okinawa Trough, offshore Japan (Sakai et al, 1990), and they may exist elsewhere in the solar system, such as on Mars or Jupiter's moon Europa (Miller, 1970; Duxbury et al, 2001; Duxbury et al, 2004; Prieto-Ballesteros et al, 2006). In addition, CO$_2$ hydrates are being researched for their potential use as a greenhouse gas mitigation strategy (Kiode et al., 1997; Rochelle & Camps, 2006; House, 2006; Rochelle et al., 2006). While previous research has focused on models for methane hydrates no such model exists to estimate CO$_2$ hydrate stability zones.

Under present climatic and oceanographic conditions natural hydrates represent one of the largest stores of organic carbon on this planet (Henriet & Mienert, 1998), with their distribution mainly restricted to polar and deep oceanic regions (Kvenvolden, 1998). It is the immense quantity of methane locked within these hydrates, and their unique properties, which leads to their wide and varied current interest including their role in submarine landslides (Collett et al., 2000), in global warming events in the geological past (Kvenvolden, 1998; Maslin et al., 2004; Kemp et al., 2005), and their potential as a future energy resource (Lee & Holder, 2001; Ruppel, 2007).

The unique property of gas hydrates to contain as much as 164 m$^3$ of gas within 1 m$^3$ of solid hydrate has led to interesting research into its potential use in carbon capture and storage. Greenhouse gas emissions continue to rise at an alarming rate, and at the current rate, global temperatures are predicted to rise by a total of 5.8 °C this century (DTI, 2003, Stern, 2007). Other than a global change in attitude and lifestyle, methods
must be put into place to reduce atmospheric emissions. Although renewable energy sources are available, worldwide dependence on energy from fossil fuels does not appear to be in decline. A practical proven method of reducing environmentally damaging CO$_2$ emissions to the atmosphere is to store CO$_2$ in geological reservoirs (Holloway et al., 1996; Baklid et al., 1996; IEA GHG, 1998; Malik & Islam, 2000; Wilson & Monea, 2004; IPCC, 2005; Rochelle et al., 2006). In addition to current warm, deep, supercritical storage technologies, there is a potential storage method which could offer additional storage sites: storage as a liquid and hydrate in cold sub-seabed sediments, beneath deep oceanic waters (Kiode et al., 1997; Rochelle et al., 2006). In deep water offshore regions cold bottom water temperatures and reasonably high pressures could be favourable for storage of liquid CO$_2$ and solid CO$_2$ hydrate. Injection of slightly buoyant liquid CO$_2$ below its hydrate stability zone could lead to the formation of a hydrate ‘cap’ above a store of liquid CO$_2$, which could enhance the sealing capacity of the storage system.

In terms of applying this approach as a means of reducing CO$_2$ emissions to the atmosphere, pressures and temperatures are suitable for CO$_2$ hydrate formation offshore north and west Scotland, therefore these offshore regions may also have suitable conditions for carbon storage as a liquid and hydrate. In addition to favourable conditions for CO$_2$ hydrate formation, the P-T conditions are such that natural methane hydrate may be present. To determine the full potential of carbon stores, both natural and artificial, data have been collected for the northern Rockall Trough and the Faeroe-Shetland Channel and input into computer models, developed to calculate the depth to the base of the methane and CO$_2$ hydrate stability zones. The predicted thicknesses of the hydrate stability zones are presented and discussed, and the same method has been applied to expand the study to predict CO$_2$ and methane hydrate stability zone thicknesses off the western European continental shelf, with a view to scoping the potential of this proposed method of CO$_2$ storage.
3.1. Methodology

3.1.1 Hydrate stability program construction

A simple empirical relationship exists for pure methane, pure water hydrate (JOIDES Pollution Prevention and Safety Panel Report, 1992), where equilibrium is governed by the equation:

\[ \ln P = \frac{A - B}{T} \]

P is the pressure in kilopascals (kPa), T the temperature in Kelvin (K), and A and B are constants derived from experimental hydrate stability data. The JOIDES report provided A and B values of 38.53 and 8386.8, respectively for a pressure range of 2505 kPa-11556 kPa, and values of 46.74 and 10748.1, respectively for a pressure range of 11556 kPa-80000 kPa. Using this relationship a Visual Basic computer program, hydcalc.exe, was developed to enable calculation of the depth to the base of the hydrate stability zone (Long, 1998, 2000). This program uses water depth (m), bottom water temperature (°C) and geothermal gradient (°C/km), with an assumed hydrostatic pressure of 10.17 kg/m². A bottom water temperature offset of 1.1 °C was also included in the model to account for the reduction in hydrate stability when formed in water of seawater salinities (Dickens & Quinby-Hunt, 1994). This program developed for methane hydrate has been modified to calculate CO₂ hydrate stability (as described below).

To modify hydcalc.exe, CO₂ hydrate stability P-T diagrams were produced using the CSMHYD.EXE of Sloan, 1998 in order to determine the constants required for calculations. The natural log of pressure and the reciprocal of temperature were plotted against one another from data produced by Sloan’s hydrate stability relationships, and the data was divided into pressure ranges for linear constants to be determined. Constants derived for CO₂ hydrate stability program are as follows:

1. Between 1317.17 kPa and 3627.23 kPa: \( A = 40.495, B = 9114.3 \)
2. Between 3627.23 kPa and 41203.53 kPa: \( A = 129.31, B = 34161 \)
3. Between 41203.53 kPa and 114431.6 kPa: \( A = 60.566, B = 14372 \)
Using these constants, the previous assumed hydrostatic pressure of 10.17 kg/m² and assumed 1.1 °C temperature offset (see section 3.4.4 for further discussion), a program to calculate the predicted depth to the base of the CO₂ hydrate stability zone has been developed, 'hydcalcCO2.exe' (Figure 1 and see appendix A for script).

**Figure 3.1.1.** Model flow diagram for hydcalcCO2.exe expressing processes involved in the calculation of the depth to the base of the CO₂ hydrate stability zone. WD = water depth (m), BWT = bottom water temperature (°C), GT = geothermal gradient (°C/km), HSZ = hydrate stability zone thickness (m), P = pressure (kPa), A and B are derived constants (see text for details).
3.1.2 Data acquisition and interpretation

It was necessary to compile a data set containing latitude, longitude, water depth (m), bottom water temperature (°C) and geothermal gradient (°C/km), for input into the previously constructed hydcalc.exe and hydcalcCO2.exe computer programs.

3.1.2.1 Data for the north and north-west of Scotland

Data for stability calculations for the Faeroe-Shetland Channel and the Rockall Trough were provided by Dr David Long from the BGS. These deep water offshore regions were chosen as they provide the greatest potential for hydrate existence below waters around the UK, and data for these areas could be easily accessed. This data included GEBCO (Global Bathymetric Chart of the Oceans) bathymetry (IOC et al., 2003), which is a one minute grid based largely on contours contained within the GEBCO digital atlas. The derivation of bathymetry from contours expressed problems in shallower areas, particularly at depths less than 100 m. However, both methane and carbon dioxide hydrates are not stable in such shallow waters, and therefore limits any errors present in this data. BGS regional surveys including DigBath 250, was used to supplement GEBCO bathymetry, improving the data set locally. British Oceanographic Data Centre (BODC) with various other literature identified Conductivity-Temperature-Depth (CTD) casts within the study area and have been used to derive bottom water temperatures. This provided a dataset with fairly consistent temperatures, expressing a standard deviation of less than 0.5 °C (Long, 2000).

Geothermal gradient has been assumed from downhole temperature measurements from released well data on the West Shetland Shelf and Slope. The calculated gradients in this region show some variation and appear to have a fairly random distribution, however not enough data were available to construct a grid of geothermal gradients for the study region. Using the available data a 30 °C/km geothermal gradient seemed to approximate observations, and has been used in early estimates of hydrate for the Faeroe-Shetland Channel (Holmes et al., 1995). Although it is acknowledged this provides limitations in the model, this estimated geothermal gradient has been used
throughout the calculated stability predictions (see section 3.2.3 for further discussion on the data available and the limitations of the model).

### 3.1.2.2 Data for offshore Western Europe

Expansion of the study area to offshore the western European Continental Margin required an enormous quantity of data, which was obtained from various sources. The British Oceanographic Data Centre holds the General Bathymetric Chart of the Oceans (GEBCO), which contains global bathymetry on a one-minute grid. Bathymetric data in ASCII format, from longitude 20°W to 20°E, and latitude 30°N to 70°N, were downloaded from the BODC website, and compiled to form the basis for further data additions. Unfortunately, no global model exists for bottom water temperature, however; there are sources to obtain CTD cast data. CTD cast temperature data within the chosen bathymetric data area have been downloaded as ASCII data sets from the International Council for the Exploration of the Sea website (www.ices.dk). In addition, data were obtained from the BODC, the Coriolis Data Service organised by Ifremer, and IOS (Institute of Oceanographic Sciences) reports for the North Atlantic.

A geothermal gradient column has been added to the bathymetry data set, using an assumed geothermal gradient of 30 °C/km. This represents a global average geothermal gradient (Lapidus, 1990; Press & Siever, 1998), and is often applied to sites of continental crust (Long, 1998; 2000). This figure has been used in calculations due to a general lack of geothermal gradient data in the study regions offshore the western European continental shelf.

**Temperature gradient development**

Available CTD data for casts reaching great depths seems to be scarce, and therefore it was not possible to use actual bottom water temperatures to create temperature models of the NE Atlantic. Therefore, few casts were used to represent the water column’s temperature profile, and it is assumed that the water column temperature can be used to estimate bottom water temperature.
The NE Atlantic was divided into areas of specific latitude and longitude, and a representative CTD cast temperature profile, with a high sampling rate, was chosen for each subset. By dividing each cast temperature profile into depth ranges and applying equations to each depth range, five temperature gradient models were developed (Figure 3.1.2). These equations were applied to the bathymetry data set through construction of a Matlab script file for creation of a temperature data column (see Appendix A). The calculated temperature gradients do not account for any stratification temperature effect. The first temperature gradient created applies to offshore the Iberian coast, the Bay of Biscay, and offshore the Moroccan coast (longitude 0° - 20°W, latitude 31°N - 50°N). Equations used to calculate temperature is as follows (T is temperature (°C), D is water depth (m)):

1. 0-62 m \[ T = (-0.0533 \times D) + 20.765 \]
2. 62-92 m \[ T = (-0.0603 \times D) + 20.714 \]
3. 92-1615 m \[ T = (0.0000009 \times D)^2 - (0.0071 \times D) + 16.205 \]
4. 1615-1979 m \[ T = (-0.0062 \times D) + 16.626 \]
5. 1979-2730 m \[ T = (-0.0018 \times D) + 7.9157 \]
6. 2730-2836 m \[ T = (-0.0009 \times D) + 5.4982 \]
7. 2836-3672 m \[ T = (-0.0005 \times D) + 4.3412 \]
8. 3672-4440 m \[ T = (-0.0007 \times D) + 2.7625 \]
9. 4440-5070 m \[ T = (0.0001 \times D) + 2.0 \]
10. >5070 m \[ T = 2.507 \]

The temperature gradient for the Norwegian Sea, and the Baltic Sea covers an area of longitude 0° - 20°E, latitude 57°N - 70°N. Equations are as follows:

1. 0-190 m \[ T = -0.0071 \times D + 7.3515 \]
2. 190-470 m \[ T = -0.0202 \times D + 9.9008 \]
3. 470-630 m \[ T = -0.0048 \times D + 3.0371 \]
4. 630-890 m \[ T = -0.0022 \times D + 1.4271 \]
5. 890-1010 m \[ T = -0.0011 \times D + 0.4977 \]
6. 1010-1550 m \[ T = -0.0005 \times D - 0.1489 \]
7. 1550-2210 m \[ T = -0.0001 \times D - 0.6399 \]
8. >2210 m \[ T = -0.93 \]
The southern North Sea temperature gradient data uses different equations to account for warmer temperatures:

1. 0-40 m $T = 13.055$
2. 40-80 m $T = -0.0889D + 16.451$
3. 80-200 m $T = -0.0156D + 10.602$
4. >200 m $T = -0.007D + 9.0$

The offshore area to the north and west of the British Isles (longitude 20°W - 0°, latitude 50°N - 70°N) was sub-divided into two areas. Temperatures in the area to the north of latitude 59°N were calculated using the same equations used in the calculation of Norwegian Sea temperatures. However, the temperatures below this latitude (50°N - 59°N) were calculated using equations developed from Rockall Trough CTD data:

1. 0-770 m $T = -0.0008D + 10.26$
2. 773-1043 m $T = -0.007D + 14.981$
3. 1043-1197 m $T = -0.0112D + 19.463$
4. 1197-1499 m $T = -0.0049D + 11.863$
5. 1499-1726 m $T = -0.0027D + 8.6371$
6. 1726-3047 m $T = -0.001D + 5.7682$
7. >3047 m $T = -0.00008D + 2.8945$

The large bottom water temperature decrease northwards of this latitude is a consequence of Norwegian Sea Deep Water (NSDW), which is colder and less saline than Atlantic waters. The exact latitude and longitude at which the bottom water temperatures change is unknown. Therefore, the latitude at which the different temperature gradients apply has been approximated through examination of available CTD cast data. Due to this change in temperature gradient a strong edge effect is created. To minimise this edge effect the difference between the two temperature gradients was calculated and divided into 10 creating 9 sets of intermediate gradients, forming the 5th temperature gradient model. These sub-gradients were applied to bathymetry data between latitude bands of 56°N and 60°N (Table 3.1).
<table>
<thead>
<tr>
<th>Temperature gradient</th>
<th>Depth interval (m)</th>
<th>Temperature equation (4d.p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-180</td>
<td>T=-0.0068*D+7.8255</td>
</tr>
<tr>
<td></td>
<td>180-480</td>
<td>T=-0.0166*D+9.6518</td>
</tr>
<tr>
<td></td>
<td>480-620</td>
<td>T=-0.0048*D+4.0658</td>
</tr>
<tr>
<td></td>
<td>620-1020</td>
<td>T=-0.0021*D+2.3868</td>
</tr>
<tr>
<td></td>
<td>1020-1200</td>
<td>T=-0.0015*D+1.7464</td>
</tr>
<tr>
<td></td>
<td>1200-1560</td>
<td>T=-0.0009*D+1.0281</td>
</tr>
<tr>
<td></td>
<td>1560-1740</td>
<td>T=-0.0004*D+0.2678</td>
</tr>
<tr>
<td></td>
<td>1740-2240</td>
<td>T=-0.0002*D+0.0225</td>
</tr>
<tr>
<td></td>
<td>&gt;2240</td>
<td>T=-0.0001*D+0.2592</td>
</tr>
<tr>
<td>2</td>
<td>0-180</td>
<td>T=-0.0062*D+8.0960</td>
</tr>
<tr>
<td></td>
<td>180-480</td>
<td>T=-0.0149*D+9.7193</td>
</tr>
<tr>
<td></td>
<td>480-620</td>
<td>T=-0.0044*D+4.7540</td>
</tr>
<tr>
<td></td>
<td>620-760</td>
<td>T=-0.0020*D+3.3031</td>
</tr>
<tr>
<td></td>
<td>760-1060</td>
<td>T=-0.0024*D+3.5792</td>
</tr>
<tr>
<td></td>
<td>1060-1200</td>
<td>T=-0.0026*D+3.7806</td>
</tr>
<tr>
<td></td>
<td>1200-1540</td>
<td>T=-0.0013*D+2.2189</td>
</tr>
<tr>
<td></td>
<td>1540-1740</td>
<td>T=-0.0006*D+1.1714</td>
</tr>
<tr>
<td></td>
<td>1740-2240</td>
<td>T=-0.0003*D+0.6209</td>
</tr>
<tr>
<td></td>
<td>&gt;2240</td>
<td>T=-0.0002*D+0.4115</td>
</tr>
<tr>
<td>3</td>
<td>0-180</td>
<td>T=-0.0055*D+8.3665</td>
</tr>
<tr>
<td></td>
<td>180-480</td>
<td>T=-0.0131*D+9.7870</td>
</tr>
<tr>
<td></td>
<td>480-620</td>
<td>T=-0.0039*D+5.4423</td>
</tr>
<tr>
<td></td>
<td>620-760</td>
<td>T=-0.0019*D+4.1727</td>
</tr>
<tr>
<td></td>
<td>760-1040</td>
<td>T=-0.0031*D+5.0392</td>
</tr>
<tr>
<td></td>
<td>1040-1200</td>
<td>T=-0.0036*D+5.6307</td>
</tr>
<tr>
<td></td>
<td>1200-1540</td>
<td>T=-0.0017*D+3.3563</td>
</tr>
<tr>
<td></td>
<td>1540-1740</td>
<td>T=-0.0009*D+2.0613</td>
</tr>
<tr>
<td></td>
<td>1740-2240</td>
<td>T=-0.0004*D+1.2643</td>
</tr>
<tr>
<td></td>
<td>&gt;2240</td>
<td>T=-0.0003*D+1.0823</td>
</tr>
<tr>
<td>4</td>
<td>0-180</td>
<td>T=-0.0048*D+8.6370</td>
</tr>
<tr>
<td></td>
<td>180-480</td>
<td>T=-0.0113*D+9.8545</td>
</tr>
<tr>
<td></td>
<td>480-620</td>
<td>T=-0.0035*D+6.1305</td>
</tr>
<tr>
<td></td>
<td>620-760</td>
<td>T=-0.0017*D+5.0423</td>
</tr>
<tr>
<td></td>
<td>760-1040</td>
<td>T=-0.0036*D+6.4574</td>
</tr>
<tr>
<td></td>
<td>1040-1200</td>
<td>T=-0.0046*D+7.5518</td>
</tr>
<tr>
<td></td>
<td>1200-1560</td>
<td>T=-0.0021*D+4.5204</td>
</tr>
<tr>
<td></td>
<td>1560-1740</td>
<td>T=-0.0011*D+2.9691</td>
</tr>
<tr>
<td></td>
<td>1740-2240</td>
<td>T=-0.0005*D+1.9077</td>
</tr>
<tr>
<td></td>
<td>&gt;2240</td>
<td>T=-0.0004*D+1.7530</td>
</tr>
<tr>
<td>5</td>
<td>0-180</td>
<td>T=-0.0041*D+8.9075</td>
</tr>
<tr>
<td></td>
<td>180-480</td>
<td>T=-0.0096*D+9.9221</td>
</tr>
<tr>
<td></td>
<td>480-620</td>
<td>T=-0.0030*D+6.8188</td>
</tr>
<tr>
<td></td>
<td>620-760</td>
<td>T=-0.0016*D+5.9120</td>
</tr>
<tr>
<td></td>
<td>760-1040</td>
<td>T=-0.0042*D+7.8756</td>
</tr>
<tr>
<td></td>
<td>1040-1200</td>
<td>T=-0.0057*D+9.4728</td>
</tr>
<tr>
<td></td>
<td>1200-1560</td>
<td>T=-0.0025*D+5.6846</td>
</tr>
<tr>
<td></td>
<td>1560-1740</td>
<td>T=-0.0013*D+3.8769</td>
</tr>
<tr>
<td></td>
<td>1740-2240</td>
<td>T=-0.0006*D+2.5512</td>
</tr>
<tr>
<td></td>
<td>&gt;2240</td>
<td>T=-0.0005*D+2.4238</td>
</tr>
<tr>
<td>6</td>
<td>0-180</td>
<td>T=-0.0035*D+9.1780</td>
</tr>
<tr>
<td></td>
<td>180-480</td>
<td>T=-0.0078*D+9.9897</td>
</tr>
<tr>
<td></td>
<td>480-620</td>
<td>T=-0.0026*D+7.5070</td>
</tr>
<tr>
<td></td>
<td>620-760</td>
<td>T=-0.0014*D+6.7816</td>
</tr>
<tr>
<td></td>
<td>760-1040</td>
<td>T=-0.0047*D+9.2938</td>
</tr>
<tr>
<td></td>
<td>1040-1200</td>
<td>T=-0.0067*D+11.3938</td>
</tr>
<tr>
<td></td>
<td>1200-1560</td>
<td>T=-0.0029*D+6.8487</td>
</tr>
<tr>
<td>Depth Range</td>
<td>Equation</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>1560-1740</td>
<td>T = -0.0016*D + 4.7847</td>
<td></td>
</tr>
<tr>
<td>1740-2240</td>
<td>T = -0.0007*D + 3.1946</td>
<td></td>
</tr>
<tr>
<td>&gt;2240</td>
<td>T = -0.0006*D + 3.0945</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-180</td>
<td>T = -0.0028*D + 9.4485</td>
<td></td>
</tr>
<tr>
<td>180-480</td>
<td>T = -0.0061*D + 10.0573</td>
<td></td>
</tr>
<tr>
<td>480-620</td>
<td>T = -0.0021*D + 8.1953</td>
<td></td>
</tr>
<tr>
<td>620-760</td>
<td>T = -0.0013*D + 7.6512</td>
<td></td>
</tr>
<tr>
<td>760-1040</td>
<td>T = -0.0053*D + 10.7121</td>
<td></td>
</tr>
<tr>
<td>1040-1200</td>
<td>T = -0.0077*D + 13.3149</td>
<td></td>
</tr>
<tr>
<td>1200-1560</td>
<td>T = -0.0033*D + 8.0128</td>
<td></td>
</tr>
<tr>
<td>1560-1740</td>
<td>T = -0.0018*D + 5.9295</td>
<td></td>
</tr>
<tr>
<td>1740-2240</td>
<td>T = -0.0007*D + 3.8380</td>
<td></td>
</tr>
<tr>
<td>&gt;2240</td>
<td>T = -0.0007*D + 3.7653</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-180</td>
<td>T = -0.0021*D + 9.7190</td>
<td></td>
</tr>
<tr>
<td>180-480</td>
<td>T = -0.0043*D + 10.1248</td>
<td></td>
</tr>
<tr>
<td>480-620</td>
<td>T = -0.0017*D + 8.8835</td>
<td></td>
</tr>
<tr>
<td>620-760</td>
<td>T = -0.0011*D + 8.5208</td>
<td></td>
</tr>
<tr>
<td>760-1040</td>
<td>T = -0.0058*D + 12.1303</td>
<td></td>
</tr>
<tr>
<td>1040-1200</td>
<td>T = -0.0088*D + 15.2359</td>
<td></td>
</tr>
<tr>
<td>1200-1560</td>
<td>T = -0.0038*D + 9.1769</td>
<td></td>
</tr>
<tr>
<td>1560-1740</td>
<td>T = -0.0021*D + 6.6003</td>
<td></td>
</tr>
<tr>
<td>1740-2240</td>
<td>T = -0.0008*D + 4.4814</td>
<td></td>
</tr>
<tr>
<td>&gt;2240</td>
<td>T = -0.0008*D + 4.4360</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-180</td>
<td>T = -0.0015*D + 9.9895</td>
<td></td>
</tr>
<tr>
<td>180-480</td>
<td>T = -0.0025*D + 10.1924</td>
<td></td>
</tr>
<tr>
<td>480-620</td>
<td>T = -0.0012*D + 9.5718</td>
<td></td>
</tr>
<tr>
<td>620-760</td>
<td>T = -0.0009*D + 9.3904</td>
<td></td>
</tr>
<tr>
<td>760-1040</td>
<td>T = -0.0064*D + 13.5485</td>
<td></td>
</tr>
<tr>
<td>1040-1200</td>
<td>T = -0.0041*D + 17.1570</td>
<td></td>
</tr>
<tr>
<td>1200-1560</td>
<td>T = -0.0042*D + 10.3410</td>
<td></td>
</tr>
<tr>
<td>1560-1740</td>
<td>T = -0.0023*D + 7.5081</td>
<td></td>
</tr>
<tr>
<td>1740-2240</td>
<td>T = -0.0009*D + 5.1248</td>
<td></td>
</tr>
<tr>
<td>&gt;2240</td>
<td>T = -0.0009*D + 5.1068</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1. Intermediate temperature gradient equations applied to bathymetry data between latitude bands of 56°N and 60°N to smooth the bottom water temperature grid (T is temperature (°C) and D is depth (m)).

A Matlab script was compiled to apply the intermediate gradients to the necessary data file, smoothing the bottom water temperatures, allowing an improved grid to be developed for hydrate stability calculations.
Figure 3.1.2(a) Bottom water temperature (°C) grid for hydrate and density predictions offshore Western Europe. Note horizontal lines represent unsmoothed change in temperature gradients used to formulate the grid in shallower regions. (b) Ocean temperature (°C) profiles from collected CTD data for regions highlighted in (a).
3.2 Mapping Hydrate Stability Zones Offshore Scotland

3.2.1 Oceanographic setting

The Rockall Trough lies to the west of the UK (British Isles) and is an intra-continental deep water basin with depths increasing southwards to over 3500 m. The bathymetry is interrupted by igneous seamounts, such as Rosemary Bank and the Anton Dohrn seamount (Howe et al., 2006). To the northeast of the Rockall Trough lies the Faeroe-Shetland Channel, separating the Faeroese plateau from the UK Continental Shelf. This channel reaches depths of 1500-2000 m in its northern entrance and is separated from the Rockall Trough by the Wyville-Thomson Ridge.

The oceanography of the study region is complex. The Faeroe-Shetland Channel surface waters consist of North Atlantic Water (NAW) (Turrell et al., 1999). These warmer, more saline waters possibly originate from the Eastern North Atlantic Waters (ENAW) of the Rockall Trough, and therefore have similar temperatures (Figure 3.2.1b; Figure 3.2.2). Intermediate waters, lying at approximately 400-800 m, consist of Arctic Intermediate Water (AIW) originating from north of the Iceland/Faeroe Ridge (Meinke, 1978; Turrell et al., 1999), and Norwegian Sea Intermediate Water (NSIW), with a possible origin in the Arctic zone of the Iceland and Greenland Seas. The channel’s bottom waters consist of Faeroe Shetland Channel Bottom Water (FSCBW), which itself is formed from Norwegian Sea Deep Water (NSDW), originating from waters lying below 800 m in the Norwegian Sea, and overlying intermediate waters (Turrell et al., 1999). These waters are less saline and much colder, causing bottom water temperatures to fall below 0 °C (Figure 3.2.1; Figure 3.2.2). Minimal overflow of these colder waters may occur over the Wyville-Thompson Ridge entraining warmer Atlantic waters, but the overwhelming volume leaves via the Faeroe Bank Channel (Figure 3.2.1b).

The Rockall Trough surface waters consist of Eastern North Atlantic Water (ENAW), extending to a depth of approximately 1200 m. Below this lies North Atlantic Deep Water (NADW), which itself consists of Labrador Sea Water (LSW), Antarctic Bottom Water (AABW), and Norwegian Sea Deep Water (NSDW) (Figure 3.2.1; Figure 3.2.3). NADW forms by overflowing NSDW across the Wyville-Thompson Ridge, which
entrains westward flowing ENAW and northward flowing LSW and AABW (Howe et al., 2006). These Atlantic water temperatures and salinities are considerably higher than those in the Faeroe-Shetland Channel, with bottom waters reaching a minimum of approximately $2.6\,^\circ C$ (Figure 3.2.3).

### 3.2.2 Predicted hydrate stability zones

The Faeroe-Shetland Channel region studied covers an approximate offshore area of $59.5^\circ N$ to $62.5^\circ N$ and $0^\circ W$ to $7^\circ W$ (Figure 3.2.2). The Rockall Trough study area is larger between $56^\circ N$ to $61^\circ N$ and $6^\circ W$ to $14^\circ W$ (Figure 3.2.3).

Data used to calculate hydrate stability zones in the Faeroe-Shetland Channel has a minimum bottom water temperature of $-0.85\,^\circ C$, and a maximum water depth of $1763\, m$. This compares with a minimum bottom water temperature of $2.62\,^\circ C$ in the Rockall Trough, and a maximum water depth of $3397\, m$. Bottom water temperatures and water depths have been plotted as filled contour plots to enable comparison with predicted hydrate thickness (Figure 3.2.2 and Figure 3.2.3).
Figure 3.2.2(a) Bathymetric map offshore UK showing the position of the study area north of Scotland. (b) Faeroe-Shetland Channel CTD temperature profile with annotated regional water masses, (c) Faeroe-Shetland Channel contoured bathymetry and (d) Contoured bottom water temperatures taken from used dataset.
Figure 3.2.3(a) Bathymetric map offshore UK showing the position of the study area west of Scotland. (b) Northern Rockall Trough CTD temperature profile with annotated regional water masses, (c) Northern Rockall Trough contoured bathymetry and (d) Contoured bottom water temperatures taken from Rockall Trough dataset.
**Methane hydrate stability**

The predicted methane hydrate stability zones for these two offshore regions have been plotted using the contouring package SURFER (Figure 3.2.4). In the Faeroe-Shetland Channel the methane stability model calculated a maximum depth of 682 m below the seabed to the base of the hydrate stability zone. This compares with a maximum depth of 668 m below the seabed in the Rockall Trough study region.

![Figure 3.2.4](image)

**Figure 3.2.4.** Depth to the base of the methane hydrate stability zone below the seabed (m) in the Faeroe-Shetland Channel (a) and the Rockall Trough (b). Contours are spaced at 50 m intervals.

**Carbon dioxide hydrate stability**

The predicted carbon dioxide hydrate stability zones for the two offshore regions show a maximum depth of 346 m below the seabed to the base of the hydrate stability zone, in the Faeroe-Shetland Channel. This compares with a maximum depth of 281 m below the seabed in the Rockall Trough.

Carbon dioxide and methane hydrate stability zones extend to greatest depth at the northern end of the Faeroe-Shetland Channel and the southern end of the Rockall Trough. Here water depths increase and bottom water temperatures decrease. Although water depths are greater in the Rockall Trough, the stability zones extend to
greater depths in the Faeroe-Shetland Channel due to much colder bottom waters north of the Wyville-Thomson Ridge.

Figure 3.2.5. Depth to the base of the carbon dioxide stability zone below the seabed in the Faeroe-Shetland Channel (a) and the Rockall Trough (b). Contours are spaced at 40 m intervals.

Although carbon dioxide hydrate is often considered to be more stable than methane hydrate in the laboratory environment, and is easier to produce than methane hydrate, it has a thinner predicted hydrate stability zone. Carbon dioxide hydrate is more stable at low pressures and temperatures, but with the increase pressure and especially temperature with depth below the seabed, methane hydrate becomes relatively more stable (Figure 3.3.10), explaining the difference in predicted hydrate thicknesses displayed (Figure 3.2.4 and Figure 3.2.5).

3.2.3 Discussion

Program predictions for the depth to the base of the methane hydrate stability zone show direct comparison with previous calculations. Miles (1995) predicted the base of the methane hydrate stability zone to lie between 200 and 250 m, using a thinned crust model to estimate continental geothermal gradient (approximately 80 °C/km offshore north and west of Scotland) (also see Rao et al., 2001 for geothermal gradient
estimations). In this study a geothermal gradient of 30 °C has been estimated. If the developed computer program ‘hydcalc.exe’ uses a geothermal gradient of 80 °C/km, the maximum methane hydrate thickness is predicted to be 236 m, within the same range as that predicted by Miles (1995). However, although the methane hydrate algorithm compares well with estimates above, it is important to consider any inaccuracies, which may affect stability zone calculations. There is no direct comparison for carbon dioxide hydrate thickness predictions.

For a detailed discussion on the accuracy of the hydrate stability computer programs and contouring results please see section 3.4.

**Geothermal gradient**

Geothermal gradients collected from downhole temperature measurements (measured at less than 1 km from the seafloor) show wide variation with a fairly random distribution, ranging from 28 °C/km to 67 °C/km (Figure 3.2.6). Re-examination of the available geothermal gradients after calculations with the addition of further downhole measurements determined an average gradient of 45 °C/km, with a standard deviation of 11 °C/km. Although the 30 °C/km gradient used in these calculations lies within 2 standard deviations of the mean, it does lie at the lower end of the main range of measured geothermal gradients (Figure 3.2.6) and the consequence of using this single value would mean calculations tend to over estimate the thickness of the hydrate stability zones, and recent research (Long et al, 2005) suggests a geothermal gradient of 45 °C/km may be more appropriate. Re-calculation of hydrate thickness using the average regional geothermal gradient would decrease the predicted hydrate stability zones. The depth to the base of the methane hydrate stability zone would reduce from 682 m to 436 m in the Faeroe-Shetland channel, and from 668 m to 435 m in the Rockall Trough at its most southerly point. This would compare with depths to the base of the carbon dioxide hydrate stability zone reducing from 346 m to 225 m and from 281 m to 184 m, respectively.

As the program is extremely sensitive to geothermal gradient variations the accuracy of these values continues to represent the greatest level of uncertainty in the model, and may be particularly significant at a localised scale. A map of accurate geothermal
gradient in the study area, at the appropriate depth below seafloor, would be necessary for improved hydrate thickness predictions, though this is beyond the scope of this project. Such a map would be extremely difficult to derive due to the lack of detailed geothermal gradient data, and therefore the hydrate model used within this study is still a useful predictive tool.

Figure 3.2.6. Histogram of calculated geothermal gradients offshore north and west of Scotland with an added normal curve.

3.2.3.1 Evidence for natural methane hydrate

There appears to be no direct evidence for natural methane hydrate in the study area, but this may be a consequence of a lack of pressurised core samples (Long, 2000).

Mud diapirs have been discovered in the northern end of the Faeroe-Shetland Channel (Long, 2000; Holmes et al, 2003), and similar structures have been associated with gas hydrates in other explored regions. No classic Bottom Simulating Reflectors have been discovered in the Faeroe-Shetland Channel, or the Rockall Trough; however, an anomalous reflector has been mapped in the northern section of the Faeroe-Shetland Channel. This has been found to cross-cut other reflectors and appears at approximately 300-400 m below the seabed (Long and Holmes, 1998). Doubts as to whether this reflector could be attributed to gas trapped below methane hydrate have
proven to be correct with Davies and Cartwright (2002) demonstrating the cross-cutting seismic reflector is an example of a diagenic fossilized Opal A to Opal C/T (Cristobalite/Tridymite) transition. There have been instances of hydrate formation on the seabed resulting from artificial releases of deep methane gas (Long et al, 2005). This confirms conditions are suitable for hydrate formation, as they are in most deep water areas, though natural samples remain undiscovered.

A complicated network of currents in this offshore region creates variations in bottom water temperatures (and salinities) which could influence hydrate stability if natural methane hydrate existed in near surface seafloor sediments. Mixing water masses, particularly between Faeroese intermediate and bottom waters can lead to the development of internal eddies and waves causing large temperature changes. Long-term oceanographic monitoring also indicates compositional changes in the Faeroe-Shetland Channel Bottom Water over time scales as little as 10 years, with a NSDW (Norwegian Sea Deep Water) reduction of approximately 20% in bottom waters (Turrell et al., 1999). The Wyville-Thompson Ridge overflow also shows variation. The volume of water overflowing the ridge, from the Faeroe-Shetland channel into the Rockall Trough, alters considerably, and mixing in descending overflow plumes can cause a bottom water temperature increase of c.3 °C (Sherwin and Turrell, 2005). Such fluctuations would influence the stability of hydrate at the seabed, and therefore it is unlikely natural hydrate would be found in areas with a shallow (thin) hydrate stability zone.

Although pressures and temperatures are suitable for hydrate formation and calculations predict a thick methane gas hydrate stability zone, greater exploration in the Faeroe-Shetland Channel and the Rockall Trough would be necessary to fully determine whether natural gas hydrate is present. Possible methane sources in the two regions have not been investigated within this study, and may help to pin-point suitable areas for further exploration.

3.2.3.2 Carbon dioxide storage potential

Maximum predicted carbon dioxide hydrate thickness in the Rockall Trough and the Faeroe-Shetland Channel are 280 m and 345 m, respectively for a 30 °C/km geothermal
gradient. Therefore, pressure and temperatures do appear to be in the range required for carbon dioxide storage as a liquid and hydrate, and a significant layer of carbon dioxide hydrate could be formed if all conditions are favourable. Borehole records show sediments within and near the studied areas may have suitable porosity for CO₂ injection and hydrate formation (BGS, 2004). Research shows a reduced porosity limits hydrate formation (Booth et al, 1998; Clennell et al, 2000), and a sandy reservoir would be advantageous for storage. Sandy horizons do appear on borehole logs within the predicted hydrate stability zone, though a more thorough investigation would be necessary to fully quantify the storage potential.

The studied regions are a significant distance offshore, and pipeline costs from the coast would be expensive. However, should offshore platforms be constructed, these potential storage sites would increase their appeal. Alternative regions with storage potential may also occur offshore Western Europe, with thick hydrate stability zones relatively close to shore (see section 3.3.2), and therefore more easily accessible.

3.2.4 Conclusions

- A computer program has been developed to calculate the predicted depth to the base of the carbon dioxide hydrate and methane hydrate stability zone.

- Data for input into the developed program have been collected within two regions offshore the north and west of Scotland: the Faeroe-Shetland Channel and the Rockall Trough.

- Initial calculations (using a geothermal gradient of 30 °C/km) predict the methane hydrate stability zone to reach a maximum of 682 m below the seabed in the Faeroe-Shetland Channel, and 668 m in the northern Rockall Trough. However, more recent evidence discovered after model calculations suggests a geothermal gradient of 45 °C/km may be more accurate, reducing the predicted stability zones to 436 m and 435 m, respectively.
• No physical evidence has been determined to support the existence of natural methane hydrate in these regions, though the presence of mud diapirs in the Faeroe-Shetland channel may be an indicator of its presence.

• Initial calculations predict the carbon dioxide hydrate stability zone to extend to a depth of 346 m beneath the seafloor in the Faeroe-Shetland Channel, and to a depth of 281 m in the northern Rockall Trough. Using a geothermal gradient of 45 °C/km predicted hydrate stability zones would reduce to 225 m and 184 m, respectively. Therefore, conditions may be suitable for carbon dioxide storage as a liquid and hydrate.

• These calculations could be greatly improved with a detailed map of geothermal gradient data.
3.3. Mapping hydrate stability offshore western Europe

The models developed and discussed in section 3.1 have been applied to a detailed hydrate stability zone thickness localised study for the Rockall Trough and the Faeroe-Shetland channel (see section 3.2). This has been extended to a regional study offshore the western European continental shelf to examine Europe-wide potential for carbon dioxide and methane hydrate stability. A slightly more simplified dataset has been developed to calculate hydrate stability zone thickness over this offshore large region to enable results to be produced during the short timeframe of this project.

3.3.1. Oceanographic Setting

The study area off the western European continental shelf lies between the geographic positions 20°W, 30°N to 20°E, 30°N and 20°W, 70°N to 20°E. The ocean circulation in this region is complex with numerous water masses forming the North East Atlantic Ocean and associated water bodies. Water depths reach a maximum of 5743 m in the Iberian basin, and temperatures vary according to the associated water mass present, reaching sub-zero bottom water temperatures at higher latitudes. Large topographical features such as the Iceland-Faeroe Rise dominate sections of the seabed in this part of the Atlantic, as well as relatively flat areas, such as the Iberian Abyssal Plain, and deep channels such as the Norwegian Deep and the Rockall Trough. The continental shelf is narrow in most places, with exceptions around the British Isles and northwest France, where it forms the shallow seabed of the North Sea, Irish Sea, Celtic Shelf and the Northern Bay of Biscay (Figure 3.3.1). Many seamounts are present, which influence localised current pathways. These include the Anton Dohrn, the Biscay, and the Vigo seamounts.

The surface waters of the North East Atlantic Ocean are considerably warmer than other ocean areas at similar latitudes. This is due to the large northward transport of heat from low latitudes by the North Atlantic Current. These warmer waters cross the Greenland-Iceland/Iceland-Faeroe Ridge and enter the Nordic Seas and the Arctic, where they are converted to colder water masses, which return southwards over the ridge. Surface waters largely consist of warm northward flowing Eastern North
Atlantic Water (ENAW). Intermediate waters in the region vary considerably, and include water masses such as southward flowing Arctic Intermediate Water (AIW) and Norwegian Sea Intermediate Water (NSIW), northward/eastward flowing Labrador Sea Water (LSW), and Mediterranean Water. Mediterranean Water flows westward from the Mediterranean Sea into the Gulf of Cadiz, descends as a spreading plume, and mixes with overlying Eastern North Atlantic Water. This mixed Mediterranean water creates a higher salinity gradient decreasing westward and northward with a peak salinity of approximately 36.2%. Bottom waters consist of Norwegian Sea Deep Water (NSDW), Labrador Sea Water (LSW), Arctic Deep Water (ADW) and northward flowing Antarctic Bottom Water (AABW).

Figure 3.3.1. Water depth below sea-level (m) off the western European Continental Shelf.

Temperature profiles and bottom water temperatures for the different regions of the North East Atlantic have been discussed previously (please see section 3.1 and 3.2).
3.3.2 Carbon dioxide hydrate stability

A compiled data file of longitude, latitude, water depth (m), bottom water temperature (°C) and geothermal gradient (°C/km) was input into the previously developed hydcalcCO2.exe program, to calculate the depth to the base of the carbon dioxide hydrate stability zone.

A grid of the predicted thickness of the CO$_2$ hydrate stability zone, with 0.1 grid spacing, was created in SURFER, and the results were contoured (Figure 3.3.2). The Mediterranean Sea has been omitted from calculations.

Figure 3.3.2. Predicted depth to the base of the CO$_2$ hydrate stability zone below the seafloor offshore western Europe (m). The Mediterranean has been omitted from this study.
Results predict CO$_2$ hydrate will be stable over large areas, with the base of the CO$_2$ hydrate stability zone reaching a maximum depth of 460 m below the ocean floor where water depths exceed 3800 m in the Aegir ridge, Norwegian basin, and bottom water temperatures are at a minimum of approximately –0.9 °C. These calculations use an assumed geothermal gradient of 30 °C/km, as there are no widespread databases of geothermal gradient, and global averages lie between 20 °C/km and 40 °C/km (Lapidus, 1990; Press & Siever, 1998).

3.3.3 Methane hydrate stability

Results predict CH$_4$ hydrate will also be stable over large areas, with the base of the CH$_4$ hydrate stability zone reaching a maximum depth of up to 867 m below the ocean floor, at the same geographical position as the CO$_2$ hydrate stability maxima in the Aegir Ridge, Norwegian Basin (Figure 3.3.3). These calculations use an assumed geothermal gradient of 30 °C/km.
Figure 3.3.3. Predicted depth (m) to the base of the methane hydrate stability zone below the seafloor offshore western Europe. The Mediterranean has been omitted from this study.

3.3.4 CO\textsubscript{2} density and solubility

Most methods actively being considered for underground CO\textsubscript{2} storage involve \textit{in-situ} conditions above the critical point of CO\textsubscript{2} (i.e. \textgreater31.1 °C, \textgreater73.8 bar), where a supercritical phase is stable. The density of this supercritical phase will vary with temperature and pressure but may be in the order of 0.7 g/cm\textsuperscript{3} (700 kg/m\textsuperscript{3}) (Rochelle & Camps, 2006; Rochelle et al., 2006). Storage of supercritical CO\textsubscript{2} would therefore require a low permeability cap-rock to prevent the buoyant CO\textsubscript{2} migrating towards the surface.
The storage method being discussed in this study, storage as a liquid and hydrate, would involve injection of liquid CO$_2$ into sediments below deep waters or below permafrost regions, where pressures are as high as in a deep aquifer storage system, but temperatures are much lower. Under these conditions the stable phase of CO$_2$ will be liquid, which is likely to have a higher density (in the order of 0.9 cm$^3$) to that of supercritical CO$_2$. This means less volume would be required to store the same weight of CO$_2$. The increased density would reduce buoyancy forces driving vertical migration, and so a thinner cap-rock may be sufficient to contain the stored CO$_2$ (Rochelle et al., 2006). Cooler temperatures would also increase its viscosity; hence any migration would be much slower than for supercritical CO$_2$. In addition, CO$_2$ solubility increases with decreasing temperature up to the point of hydrate precipitation. Studies have shown a significant amount of stored CO$_2$ will be trapped as a dissolved phase and once dissolved, CO$_2$ is no longer susceptible to the same buoyancy driven migration as free phase CO$_2$ (Rochelle et al., 2006). Therefore, increased solubility would mean increased concentrations of CO$_2$ in its trapped dissolved phase, reducing the likelihood of upward migration. All these factors would be beneficial for long-term containment.

To fully comprehend the variability of the density of liquid CO$_2$ in this storage scenario, and consequently the potential for buoyancy driven upward migration, carbon dioxide and seawater densities have been calculated at the base of the carbon dioxide hydrate stability zone (the liquid CO$_2$ density below the previously predicted CO$_2$ hydrate ‘cap’). Densities have been calculated for offshore western Europe and results have been contoured.

### 3.3.4.1 CO$_2$ and seawater density at the base of the hydrate stability zone

A Microsoft Excel function was provided by Eric Lindeberg at SINTEF Petroleum Research for the calculation of carbon dioxide density in kg/m$^3$ using pressure (bar) and temperature (°C), with an assumed seawater salinity of 35%. Initial data processing for density calculations involved the creation of two new data columns within the Western European dataset containing total depth at the base of the carbon dioxide hydrate stability zone (water depth (m) + hydrate stability zone thickness (m)), and the
temperature at the base of the hydrate stability zone (hydrate stability zone thickness (m)*0.03 °C/m + bottom water temperature (°C)). Due to the huge quantity of data used to calculate hydrate stability off the western continental shelf, it was necessary to divide data into sizable pieces to allow input into Excel, using a simple file splitter, ‘Splitter Light 4.0’ widely available for download from http://www.martinstoeckli.ch/splitter/. The newly created columns could then be input into the density function ‘CO2 SW’. The same files were used to calculate seawater density at the base of the hydrate stability zone. Seawater densities have been calculated in Matlab using the widely available function ‘sw_dens’, which can be downloaded from the Mathworks website. This uses inputs of salinity (%), temperature (°C), and pressure (db). After calculation of seawater density and carbon dioxide density it was possible to deduct seawater density from CO2 density to obtain a density difference (i.e. essentially how buoyant the stored CO2 would be).

After all calculations had been performed it was necessary to filter the data to ensure only density values are presented for areas where CO2 hydrate is stable. The filtered data sets were then merged and contoured using the contouring package SURFER. Results are presented as a series of maps with a grid spacing of 0.1 (Figure 3.3.4, 3.3.5).
Figure 3.3.4. Carbon dioxide density (kg/m$^3$) at the base of the CO$_2$ hydrate stability zone off the western European continental shelf. Contours levels are spaced at 5 kg/m$^3$ intervals. The Mediterranean has been omitted from this study.

The minimum carbon dioxide liquid density at the base of the hydrate stability zone off the Western European continental shelf is predicted to be 822 kg/m$^3$ (0.822 g/cm$^3$) in the Gulf of Cadiz, with a maximum density of 1092 kg/m$^3$ (1.092 g/cm$^3$) to the west of the Madeira-Tore Rise in the Iberian Basin, where water depths reach their maximum of 5743 m. Greatest CO$_2$ densities lie below deep-water sediments offshore the Iberian coast in the Iberian Basin. Densities generally decrease northwards, with lower liquid CO$_2$ densities appearing in shallower regions such as the Iceland-Faeroe Rise.
The density of carbon dioxide varies with temperature and pressure, decreasing with increasing temperature and increasing with increasing pressure (Figure 3.3.5). The rate of change with both variables is fairly linear until carbon dioxide experiences a phase change; change from a liquid to a gas. This phase change is clearly visible on Figure 3.3.5. The blue contoured region represents CO$_2$ density in its gaseous phase. Beneath the hydrate stability zone in the study region the stable phase of CO$_2$ will be a liquid, and hence densities on Figure 3.3.4 are greater than 800 kg/m$^3$.

**Figure 3.3.5.** Contour plot of the variation of CO$_2$ density (kg/m$^3$) with pressure (depth in metres) and temperature (°C). The step in density at approximately 15 °C represents a phase change; change from a liquid to a gas.
Figure 3.3.6. Seawater (35ppm) density (kg/m³) at the base of the carbon dioxide hydrate stability zone off the western European continental shelf. Contours levels are spaced at 1 kg/m³ intervals. The Mediterranean has been omitted from this study.

The maximum seawater density occurs at the same point as that of liquid CO₂ density reaching 1052 kg/m³ to the left of the Madeira-Tore Rise in the Iberian Basin, where water depths reach their maximum of 5743 m. Similarly densities generally decrease northwards, with lower seawater densities appearing in shallower regions.

Seawater density varies with temperature and pressure, decreasing with increasing temperature and increasing with increasing pressure (Figure 3.3.7).
Figure 3.3.7. Contour plot of seawater density (kg/m³) with pressure (depth in metres) and temperature (°C). A seawater salinity of 35 ppm has been used for calculation of density.

Density difference

To determine the effective buoyancy of liquid carbon dioxide at the base of the hydrate stability zone, which represents the minimum depth for CO₂ injection, the difference between CO₂ and seawater density was calculated. A negative density difference identifies regions where seawater is denser than liquid CO₂, and positive values identify areas where liquid CO₂ is denser than seawater. Depths at which CO₂ becomes denser than seawater are important for storage scenarios, as a liquid which is denser than seawater will not be subjected to buoyancy driven upward migration (therefore it will sink deeper into the sediments), and thus aid long-term containment. However, the storage of liquid CO₂ under conditions where CO₂ becomes denser than seawater would limit the formation of a hydrate ‘cap’, as such is dependent upon slow buoyancy driven upward migration to allow the CO₂ to enter the hydrate stability zone. The formation of hydrate under these circumstances would rely on CO₂ being dissolved into the pore waters and diffusing upwards into the hydrate stability zone. Regions with a zero density difference will be neutrally buoyant, and at this point liquid CO₂ can be
described as an NNAPL (a neutrally-buoyant non-aqueous phase liquid). Stored CO$_2$ as an NNAPL, or as a dense liquid without the formation of hydrate, would remain within the hosting sediment slowly dissolving into the pore waters, and gradually react to possibly form carbonates (via similar processes described for supercritical CO$_2$ storage).

The density difference has been contoured, highlighting the regions with zero and positive density difference (Figure 3.3.8). The maximum positive density difference, of 37.98 kg/m$^3$, appears in the offshore region of the Iberian/Moroccan peninsula where water depths are at their greatest. Liquid CO$_2$ density increases rapidly in this region due to a steep continental shelf gradient. Therefore, the majority of the North East Atlantic region covering a longitudinal area of 20°W to approximately 5°W, and a latitudinal area of 30°N to approximately 50°N represents a large area of positive density difference. Hence, any CO$_2$ injected below the hydrate stability zone in this region wouldn’t be subjected to subsequent vertical migration. A similar region appears between Iceland and Norway, from approximately 7°W to 2°E, and 65°N to 70°N. This area has a more apparent zone of 0 density difference, where CO$_2$ becomes an NNAPL.
Figure 3.3.8. Density difference between liquid CO$_2$ and seawater (kg/m$^3$) off the western European continental shelf. Contours levels are spaced at 2 kg/m$^3$ density difference intervals. Purple contours indicate areas of negative density difference, and blue contours indicate areas of positive density difference. The white contour, between purple and blue contours represents the area at which CO$_2$ becomes an NNAPL. The Mediterranean has not been included in this study.

$CO_2$ density at the ocean floor

There has been considerable interest in the CO$_2$ density on the ocean floor (see Chapter 2). Various studies have been pursued on possible CO$_2$ storage methods involving injection of liquid CO$_2$ directly onto the seabed (Marchetti, 1977; Wong & Hirai, 1997). Although no longer favoured due to international dumping laws (OSPAR and the London Dumping Convention), there are other reasons to determine sea floor regions
where \( \text{CO}_2 \) density becomes denser than seawater. For example, should any \( \text{CO}_2 \) leakage occur, from natural or artificial sources below the seabed (without secondary \( \text{CO}_2 \) hydrate formation) the liquid \( \text{CO}_2 \) density would be necessary to calculate spreading rates on the seafloor. Calculations of \( \text{CO}_2 \) density on the ocean floor have been omitted from this study as it is outside the scope of this project, however very little alteration of calculations would be necessary to determine such densities.

### 3.3.5 Discussion

It is important to consider any inaccuracies which may be present in the predictive model results. Possible errors specifically relating to the western European offshore data are discussed in the following section. Possible model and contouring errors concerning both section 3.2 and 3.3 are discussed in section 3.4. Additionally the following discussion addresses the significance of the model results, which will be further discussed in Chapter 7.

#### 3.3.5.1 Data collection and interpretation

Bathymetry data were provided by GEBCO global bathymetry data, which is a one minute grid based largely on contours contained within the GEBCO digital atlas. The derivation of bathymetry from contours expressed problems in shallower areas, particularly at depths less than 100 m. However, \( \text{CH}_4 \) and \( \text{CO}_2 \) hydrates do not form in such shallow regions, and therefore limits the errors resulting from GEBCO data.

Bottom water temperature data were derived from regional CTD casts from the BODC, ICES, Ifremer and from published data in various IOS reports. CTD casts with a high sampling rate were chosen for improved accuracy. Temperature profiles were plotted and divided into sections to derive linear equations to fit to bathymetric data. No stratification was assumed for temperature calculations, and therefore temperature inaccuracies may have been introduced at this point (Figure 3.3.9). 4 sets of temperature equations were used to calculate bottom water temperature, by dividing the study area into latitudinal and longitudinal bands (see section 3.1.2). By comparing the derived temperature gradients with original CTD cast temperature data it has been
Figure 3.3.9. Temperature (°C) profiles for (a) Norwegian Sea and Baltic Sea (b) Iberian Basin, Bay of Biscay and offshore the Moroccan coast (c) Offshore the west of the British Isles (50°N – 56°N). Blue profiles express actual CTD downcast temperature data, and red profiles express predicted temperature profiles used within the model from calculated gradients (see section 3.1.2). N.B. North Sea profiles have been excluded from this figure as any inaccuracies in these calculated temperatures would not influence hydrate stability predictions due to water depths being too shallow for hydrate formation.
possible to approximate the maximum temperature derivation introduced into the predicted gradients from CTD data. The Iberian/Bay of Biscay temperature gradient appears to express the largest possible temperature difference from CTD data of -2.4 °C, with Norwegian data expressing a maximum of approximately -2.1 °C, and data for the west of the UK a maximum of approximately -1.1 °C. However, as can be seen in Figure 3.3.9, although the maximum differences appear to underestimate temperature (and hence would over estimate hydrate thickness), CTD cast temperatures lie either side of the predicted temperature gradient and therefore may average any under/over estimation. Additionally CTD profiles with the highest sampling rate were chosen to derive equations for temperature gradient determination, hence inaccuracies minimised.

The division of offshore regions into 4 areas to derive temperature gradients assumed similar bottom water temperatures in each of the 4 regions. Though localised bottom water temperatures appeared to be very similar, an accurate map of bottom water temperature including localised fluctuations would be necessary for highly accurate predictions. In shallower zones, bottom water temperatures may be subjected to seasonal differences; however, as both methane and carbon dioxide hydrate requires depths in excess of 300 m, inaccuracies as a result of such variations would be minimal. For other possible model inaccuracies see section 3.4.

3.3.5.2 Difference in CO₂ and CH₄ hydrate stability zone thickness

In general predicted CH₄ hydrate stability zones extend to greater depth than CO₂ hydrate, 405 m greater at stability maxima in the Aegir Ridge; however CO₂ hydrate stability zones appear to extend to greater depth in certain offshore regions. The most apparent region where CO₂ hydrate is stable where CH₄ hydrate is not is on the Voring Plateau, and in the Norwegian Deep Channel. These regions reach cold bottom water temperatures at relatively shallow water depths. For example, at 9.86°E, 64.49°N water depths reach 304 m, and bottom water temperatures reach 3.76 °C, and at this point the CO₂ hydrate stability zone extends to a depth of 158 m below the seafloor, where CH₄ hydrate is not stable. This compares with 3.75°E, 60.18°N, with a water depth of 299 m, bottom water temperature of 3.84 °C, a CO₂ hydrate stability zone thickness of
148 m, and no CH₄ hydrate stability zone. Other regions expressing similar differences include the Rockall Plateau, the Porcupine Bank, and west of the Kolbeinsey Ridge, North of Iceland. This difference can be explained by the use of a P-T stability diagram (Figure 3.3.10).

![Stability Diagram](image)

**Figure 3.3.10.** Depth-Temperature stability diagram for CO₂ hydrate and CH₄ hydrate in pure water and seawater (pressure represented as depth (m)) (Sloan, 1998).

Figure 3.3.10 shows the pressure-temperature stability differences between methane and carbon dioxide hydrate (the area under the curves represent conditions at which hydrate is stable). At shallower water depths (lower pressures) CO₂ hydrate can be more stable than CH₄ hydrate. For example, at a temperature of 3.85 °C, CO₂ hydrate is stable below approximately 195 m waters depth; however, at the same temperature CH₄ hydrate requires a depth of 380 m to be stable. The offshore regions with an absence of a CH₄ hydrate stability zone where CO₂ hydrate appears stable, such as in the Norwegian Deep Channel express this stability difference at shallower water depths, with bottom water temperatures of approximately 3.8 °C, and water depths of c.300 m in the Norwegian deep channel, west of the Kolbeinsey Ridge, and the Voring Plateau. Warmer bottom water temperatures of approximately 9 °C and water depths of around
550 m exist in the regions Porcupine Bank and the Rockall Plateau. A temperature of 9 °C would require a depth of approximately 620 m for CH₄ hydrate to be stable, in comparison with a depth of 370 m for CO₂ hydrate. These stability values are taken from stability data for hydrate formed in pure/distilled water, this differs in seawater. In the developed computer program a temperature offset of 1.1 °C is included to account for salinity differences (see 3.4 for possible errors in this assumed offset), and this must be taken into consideration when directly comparing P-T stability. Therefore, in the developed program, a temperature of 3.8 °C, would be taken as 4.9 °C to identify the depth at which hydrate is stable, and so using Figure (3.3.10), the depth required for CO₂ hydrate to be stable at this temperature is 220 m, compared with a depth of approximately 420 m for CH₄ hydrate.

3.3.5.3 Significance of results

Methane Hydrate Stability

The predicted depths to the base of the hydrate stability zone offshore western Europe indicate the potential for a very large hydrate reserve. However, although pressure and temperature conditions may be suitable for methane hydrate formation it doesn’t mean other necessary conditions will be in place to initiate formation. Hydrate formation processes are still poorly understood, and hydrate formation seems to be dependant on a complicated range of factors. Porosity, gas availability, gas solubility, gas type, water availability and salinity are all key to whether natural hydrate reserves are present. Predictions assume a formation gas of pure methane; however, other gases are likely (Sloan, 1998), which would influence stability. Additionally, although hydrate stability predictions indicate a very thick hydrate layer, in reality natural hydrates have been discovered in shallow sediments (e.g. Sloan, 1998; Riedel et al., 2002; Ivanov et al., 2007) and their presence in sediments ranges from finely disseminated to distinct nodules (Holditch et al., 2006), and until formation processes are understood accurate volume estimates of methane hydrate reservoirs are impossible.
There is a general lack of data on natural hydrate for the NE Atlantic, and very few natural samples have been discovered. The only natural hydrate samples discovered in the study region appear to have been found in the Gulf of Cadiz (Figure 3.3.11). Hydrate samples were recovered from the central part of the Ginsburg and Bonjardim mud volcanoes (Kenyon et al, 2000; Gardner, 2001). Hydrates at these sites were present as small inclusions reaching up to 4cm in size. Other hydrate occurrences in the NE Atlantic have been inferred from the presence of BSRs (Bottom Simulating Reflectors), mud volcanoes or large coral reef structures and authigenic carbonate. Coral reefs and authigenic carbonate have been associated with hydrocarbon seepages and has been linked to the possible presence of hydrates in the Porcupine Bight area (Henriet et al., 1998). The Storegga Slide area offshore Norway is a well known massive submarine landslide area which has been linked to the dissociation of methane hydrate (Bunz et al., 2003), however more recently there have been doubts as to whether the slide can be attributed to methane hydrate (Westbrook, 2006). However, seismic surveys in the Storegga area offshore Norway would indicate some presence of natural hydrate (Figure 3.3.11) (Bugge et al, 1987; Mienert et al, 1998; Bunz et al, 2003). A BSR at 280 m below the seabed was determined from seismic data in this offshore region (Bunz et al, 2003), which would confer with stability predictions. Very recent sampling has revealed gas hydrate deposits on the Voring Plateau (Ivanov et al., 2007). Future research cruises and the increase of pressurised sample corers may aid to determine the true distribution of natural hydrate offshore western Europe.

Determining the distribution of natural methane hydrate reserves is extremely important to understand global carbon sources and sinks for climate change models as each cm$^3$ of hydrate has the potential of releasing up to 164 cm$^3$ of methane gas should destabilisation occur, or trapping the same volume on formation. As methane is much more effective than CO$_2$ as a greenhouse gas large releases of methane gas into the atmosphere could adversely impact global climate. Natural hydrates also represent a possible future energy resource, and a full understanding of potential volumes and reserves would be necessary to calculate economic benefits of exploiting these carbon reservoirs.
Figure 3.3.11. Predicted depth to the base of the methane hydrate stability zone (m) offshore western Europe with identified sites of natural methane hydrate occurrence (inferred and sampled). The Mediterranean has been omitted from this study.

Carbon dioxide density & hydrate stability: storage as a liquid and hydrate

Model results have predicted large regions offshore the Western European continental shelf with suitable pressure and temperature conditions for storage as a liquid and hydrate. The predicted depth to the base of the hydrate stability zone reaches a maximum of 460 m below the seafloor, offering the potential of a very thick layer of carbon dioxide hydrate above a liquid carbon dioxide reservoir.

To fully comprehend this storage potential, latitude and longitude have been converted to distances in kilometres to approximate the volume of hydrate predicted in the study.
area. To do so it was necessary to transform spherical coordinates to rectangular coordinates. If two points on the Earth are represented by \(x_j\) and \(x_2\), their rectangular coordinates are:

\[
\begin{align*}
x_1 &= r \cos[a] \sin[b] \\
x_2 &= r \cos[a_2] \sin[b_2] \\
\end{align*}
\]

where \(a = \text{latitude}, \ b = \text{longitude}\) and \(r = \text{radius of the earth, which has been assumed to equal 6378km.}\) To determine the angle \(\theta\) between \(x_j\) and \(x_2\) the dot product of \(x_j\) and \(x_2\) is used producing the equation:

\[
x_1 \cdot x_2 = |x_1||x_2| \cos \theta
\]

Any vector pointing to another point on the Earth will have a length \(r\), therefore the dot product creates \(r^2\) on both sides of the equation and can be cancelled out. The remaining dot product produces:

\[
\begin{align*}
\cos \theta &= \cos[a_1] \cos[b_1] \cos[a_2] \cos[b_2] + \cos[a_1] \sin[b_1] \cos[a_2] \sin[b_2] + \\
&\quad \sin[a_1] \sin[a_2]
\end{align*}
\]

\[
\begin{align*}
\cos \theta &= \cos[a_1] \cos[a_2] (\cos[b_1] \cos[b_2] + \sin[b_1] \sin[b_2]) + \sin[a_1] \sin[a_2]
\end{align*}
\]

\[
\begin{align*}
\theta &= \cos^{-1} (\cos[a_1] \cos[a_2] (\cos[b_1] \cos[b_2] + \sin[b_1] \sin[b_2]) + \\
&\quad \sin[a_1] \sin[a_2])
\end{align*}
\]

This is the angle between \(x_j\) and \(x_2\), but to determine the length we use the equation:

\[
\text{Arclength} = \theta / 360 \times 2\pi \times r
\]

Producing the final equation for the distance between two points on Earth:

\[
\text{Distance} = (\cos^{-1} (\cos[a_1] \cos[a_2] (\cos[b_1] \cos[b_2] + \sin[b_1] \sin[b_2]) + \\
&\quad \sin[a_1] \sin[a_2]) / 360 \times 2\pi \times r
\]
Constructing a 1 by 1 degree grid for latitude, longitude, and converted distance, and matching each grid square with the predicted carbon dioxide hydrate thickness at that point, enabled calculation of the approximate volume of predicted carbon dioxide hydrate thickness for offshore western Europe within the 200 mile economic zone. These calculations provide a total volume of $1.3 \times 10^9$ km$^3$.

This estimated carbon dioxide hydrate capacity is merely an estimated potential volume of sediment which may have suitable pressure and temperature conditions for the formation of carbon dioxide hydrate. It does not include potential sediment volume underlying the hydrate stability zone for the storage of liquid carbon dioxide, which would be dependant on the specific aquifer volume capacity. For a more detailed discussion on volume estimates see Chapter 7.

3.3.6 Conclusions

- Computer models (see section 3.1 and 3.2) have been developed and used to calculate the predicted depth to the base of the CO$_2$ and CH$_4$ hydrate stability zones offshore the western European continental shelf.

- Calculations predict the CO$_2$ and CH$_4$ hydrate stability zones to be stable over large areas reaching a maximum depth of 460 m, and 867 m, respectively, where water depths exceed 3800 m and bottom water temperatures are at a minimum of approximately -0.9 °C in the Aegir Ridge, Norwegian basin.

- The predicted depths to the base of the CH$_4$ hydrate stability zone indicate the potential for a large natural hydrate reserve, however there appears to be a lack of confirmed natural hydrate occurrence below the NE Atlantic. Natural hydrate samples have been discovered in the Gulf of Cadiz (Gardner, 2001; Kenyon et al., 2000), and the Voring Plateau (Ivanov et al., 2007) with only other noted occurrences inferred from the presence of BSRs, submarine landslide scars, mud volcanoes, or coral reef structures and authigenic carbonate (Henriet et al., 1998; Long & Holmes, 1998; Bunz et al., 2003; Holmes et al., 2003).
• Large areas offshore the western European continental shelf appear to have suitable pressure and temperature conditions for CO$_2$ hydrate formation with an approximate CO$_2$ hydrate stability zone volume of $1.3 \times 10^9$ km$^3$. Therefore predictions indicate considerable potential for storage as a liquid and hydrate.

• The offshore data set developed for predictive calculations of hydrate stability has also been applied for calculation of CO$_2$ density at the base of the CO$_2$ hydrate stability zone using an Excel function provided by Eric Lindeberg at SINTEF, and seawater density at the base of the CO$_2$ hydrate stability zone using the widely available Matlab function 'sw_dens'.

• The maximum CO$_2$ density and seawater density is found to occur in the Iberian Basin, to the left of the Madeira-Tore Rise, at densities of 1092 kg/m$^3$ and 1052 kg/m$^3$ respectively, where water depth water depths reach their maximum of 5743 m. This offshore region also expresses the greatest negative density difference between liquid CO$_2$ and seawater (35%), therefore possibly representing suitable conditions for a negatively buoyant liquid CO$_2$ store.

• Predictions assume an average geothermal gradient of 30 ºC, and do not take into account the suitability of the sediment for hydrate formation and liquid CO$_2$ storage. These predictions could be greatly improved by more detailed temperature and geothermal gradient models.
3.4 Model and contouring errors

The development of the hydrate stability zone thickness model and temperature and pressure datasets have unavoidably introduced some possible inaccuracies, which must be considered during interpretation of the results. Some of these have been considered in section 3.2.3 and 3.3.5.1. The following section will discuss possible errors introduced during the development of the models and contouring of the results, which apply to results presented in Chapter 3.

3.4.1 Use of CSMHYD for pressure predictions

The basis for Sloan's hydrate prediction model originates from the basic model produced by van der Waals and Platteeuw (1959), in which the phase equilibrium of gas hydrate was derived from statistical thermodynamics (later used for prediction of dissociation pressures of gas hydrates (Parrish and Prausnitz, 1972)). The Parrish and Prausnitz model was simplified by introducing universal reference properties for each type of hydrate structure (Holder et al, 1980). All models produced from these origins give relatively consistent results, and are comparable with experimental data (Sloan, 1998). Model assumptions may introduce some errors. For example, the model assumes spherical molecules, and although the model incorporates algorithms which provide better predictions for non-spherical molecules it tends to over estimate cage occupancy (Sun and Duan, 2005). Sloan predicts an average pressure prediction deviation of not less than ±7% for hydrate results using CSMHYD, and any such inaccuracies are within an acceptable range for many calculations (Sloan, 1998). Figure 3.4.1 compares carbon dioxide hydrate P-T predictions using CSMHYD with experimental data from various sources. A degree of variation occurs, but true inaccuracy of model predictions cannot be fully determined, as experimental errors must also be taken into account.
Figure 3.4.1. Graphical comparison of carbon dioxide P-T predicted using CSMHYD (●), experimental results (+) from various sources provided in Sloan (1998) and pressure predictions using HWHydrateGUI (○).

3.4.2 Constants derived from CSMHYD

In order to use the JOIDES linear equilibrium equation data for the calculation of hydrate thickness, linear regression of the carbon dioxide hydrate logarithmic pressure predictions for a range of temperature reciprocals was necessary. The original methane constants used for hydrate thickness predictions were derived from two linear equations, as the logarithm of methane stability data provides values, which lie on a linear line of best fit. However, the logarithm of carbon dioxide hydrate pressure predictions is more complicated, and therefore linear regression more difficult (Figure 3.4.2).
Figure 3.4.2(a) Pressure predictions for carbon dioxide hydrate results from Sloan’s model (●) and their (b) comparison with constants derived from regression of such data (constants 1 (▲), constants 2 (◁), constants 3 (*)). Error bars have been added to express the maximum and minimum pressure derivation of regressed equation data from original model predictions.

The hydrate stability data were divided into 3 pressure ranges, providing 3 linear regression equations (see section 3.1.1). As these linear equations were derived from lines of best fit it is possible that errors were introduced at this point. These have been plotted as error bars on pressure predictions derived from CSMHYD.exe (Figure 3.4.3).
The maximum logarithmic pressure derivation is +0.37, lying within the middle pressure range, or second linear equation. This compares to a maximum pressure derivation of +3947 kPa lying within data for the third pressure range. However, although these pressure derivations appear to be significant, both positive and negative differences can be seen between the models P-T equilibrium and that of CSMHYD.EXE, therefore both overestimating and underestimating hydrate stability zone thickness at different P-T conditions. As the model over and underestimates hydrate stability zone thickness the differences may average each other out, reducing the effect of equilibrium errors over large regions.

3.4.3 Sensitivity to pressure, temperature and geothermal gradient

The carbon dioxide hydrate prediction program is sensitive to temperature changes; calculating a 36 m decrease in hydrate thickness per 1 °C increase in temperature, when well within its stability field. The methane hydrate prediction program shows a sensitivity of -38 m per 1 °C increase in temperature.

Hydrate stability sensitivity increases with decreasing pressure. If the pressure decreases from 3800 kPa to 3700 kPa the program predicts a 4 m decrease in carbon dioxide hydrate thickness. However, decreasing the pressure from 2200 kPa to 2100 kPa decreases the carbon dioxide hydrate thickness by 7 m. This compares with 7 m and 10 m, respectively, for methane hydrate.

The developed models show hydrates are highly sensitive to geothermal gradient and therefore any increase would significantly reduce the resulting thickness of the hydrate layer. However, the models’ sensitivity is highly variable. For the original methane hydrate stability equation it was proposed there was an uncertainty of ±1% in the total (water and sediment) depth estimate for ±0.1 °C (JOIDES, 1992). Using hydcalc.exe, and altering the data file for the Faeroe-Shetland Channel to account for a 1 degree Celsius rise in geothermal gradient per kilometre, the average reduction in the methane hydrate stability zone would be 3%, with a standard deviation of 0.3. In this case, this reduction is the equivalent of an average 5.6 m, with a standard deviation of 7.7 m.
3.4.4 1.1°C offset

The program incorporates a previously assumed temperature offset defined for methane hydrate stability in seawater as compared with pure water. This 1.1 °C offset was determined from the experimental dissociation pressure of methane hydrate in the pressure range of 2.75-10.0 MPa (Dickens and Quinby-Hunt, 1994). However, by using CSMHYD.exe (Sloan, 1998) to determine carbon dioxide hydrate stability in seawater (3.5% by weight) it has been found a variable temperature offset would be necessary to simulate the depression in dissociation temperature with the increase in salt content for carbon dioxide (Figure 3.4.3).

In the initial water-ice phase (I-H-V) / liquid-water (Lw-H-V) phase of pure water carbon dioxide hydrate, and liquid-water phase of seawater carbon dioxide hydrate, the difference in the dissociation temperature is minimal, but this increases as CO\textsubscript{2} hydrate reaches its liquid-water-liquid hydrocarbon phase. At this point (about 450 m depth), the temperature offset becomes fairly constant at approximately 1.9 °C.

Using previous estimates of program temperature sensitivity, this increase in temperature offset would account for an approximate decrease of 29 m in hydrate stability, at depths greater than 450 m (with presented results therefore overestimating hydrate thickness). Future model refinement should incorporate regression of data derived from carbon dioxide hydrate formation in seawater.

In addition the programs do not incorporate any influence of salinity increasing beyond seawater salinity as a consequence of the exclusion of salts during hydrate growth, assuming excluded salts can diffuse away. However, this assumption may be incorrect for rapid hydrate formation in natural and carbon dioxide hydrates (see chapters 5 and 6).
Figure 3.4.3. Depth-Temperature stability diagram for CO₂ hydrate and CH₄ hydrate in pure water and seawater (pressure represented as depth (m)), comparing the difference in P-T equilibrium with pure water and seawater, and the changing offset with pressure (Sloan, 1998). Repeat of Figure 3.3.10.

3.4.5 Density and solubility

The seawater density Matlab script is based upon the UNESCO equation of state for seawater, which is a complicated curve fit with extremely precise detailed calculations. As the program is used across the world by numerous oceanographers it is assumed the inaccuracies in the seawater density calculations are minimal. The carbon dioxide density excel function developed by Eric Lindeberg, is stated to be one of the most accurate programs for density calculations at present, though unfortunately no quantification of inaccuracies was available.

Solubility data has been taken from published scientific literature (see Rochelle & Camps, 2006), and hence further development of solubility calculations would require new experimental data or other models.
3.4.6 Contouring Grid errors

When creating a grid from data sets to enable contouring of data ranges, grid errors are unavoidable, and depend on the method of grid creation. To create all the grids used in this investigation the kringing gridding method was used with a linear variogram. This geo-statistical gridding method expresses trends in the data set, and interpolates between data to smooth the contours, creating visually appealing maps. Interpolation of the data set uses weighted average algorithms, where the closer the point is to a grid node, the more weight it carries in determining the grid value:

\[ G_j = \sum_{i=1}^{N} W_{ij} Z_i \]

where \( G_j \) = the interpolated grid node value at \( j \), \( N \) is the number of points to interpolate at each node, \( Z_i \) = the \( Z \) value at the \( i \)th point; and \( W_{ij} \) = the weight associated with the \( i \)th data value when computing \( G_j \).

Other methods were used during initial investigations for comparison, but the kringing method produced the most attractive contour plots. Grid errors vary with each data set, and have been calculated using the residuals command in the software package SURFER. The formula used in the residual command to compute grid errors is:

\[ Z_{res} = Z_{dat} - Z_{grd} \]

where: \( Z_{res} \) = the residual value (grid error), \( Z_{dat} \) = the \( Z \) value in the data file, and \( Z_{grd} \) = the \( Z \) value of the surface of at the XY coordinate from the grid file.

The average residual value for the European CO\(_2\) hydrate grid is 0.042, with a standard deviation of -10.19, a minimum value of -272.48, and a maximum value of 271.72. A negative value indicates the data file \( Z \) value is less than the interpolated value. This compares with an average residual value of 0.051 for CH\(_4\) hydrate, with a standard deviation of 11.21, a minimum value of -467.04, and a maximum value of 421.82. The created grid for CO\(_2\) density has an average residual value of -0.034, with a standard deviation of 60.40, a minimum of -976.36, and a maximum of 963.45.
The minimum and maximum grid errors show a wide range and therefore indicate some grid points on the displayed maps may vary considerable from the actual data set. However, the average residual value is minimal, and any derivation from the original data set through the gridding process will not affect displayed general trends, and maximum, minimum and average values discussed have been calculated from the original data set, rather than created grids.

As discussed above, there are a number of modelling and contouring errors which need to be taken into consideration when analysing the described results. However, the majority of these are fairly unavoidable. Sloan’s thermodynamic model for producing P-T equilibrium equations is an accurate model, and at present appears to be the most appropriate for this use. Contouring and gridding errors will always exist, but have been minimised by reducing the grid spacing. Due to sparse heat flow data, the geothermal gradient remains the greatest uncertainty, and results would be greatly improved by a geothermal gradient grid. Although the model could be improved by more accurate P-T equilibrium equation derivation and more detailed bottom water temperature grids, without heat flow data such would not improve the accuracy of the results significantly. The produced maps have shown pressure temperature conditions are favourable for this storage method offshore Western Europe, and rather importantly enable visualisation of the potential of storage as a liquid and hydrate which could be used to assist policy makers appreciate the possible future role Europe could play in CCS technologies.

3.5 Conclusions

- Computer models have been developed to predict the depth to the base of the CO₂ hydrate and CH₄ hydrate stability zone.

- Initial investigations predict the CO₂ hydrate stability zone to extend to a depth of 346 m and 281 m below the seabed in the Faeroe-Shetland Channel and Rockall Trough, respectively. Calculations also predict the CH₄ hydrate
stability zone to extend to a depth of 682 m and 668 m below the seabed in the Faeroe-Shetland Channel and Rockall Trough, respectively.

- This preliminary investigation has been extended to predict the depth to the base of the CO₂ hydrate and CH₄ hydrate stability zones offshore the Western European continental shelf.

- Calculations predict the CO₂ and CH₄ hydrate stability zones to be stable over large areas reaching a maximum depth of 460 m, and 867 m, respectively, where water depths exceed 3800 m and bottom water temperatures are at a minimum of approximately -0.9 °C in the Aegir Ridge, Norwegian basin.

- The predictive depths to the base of the CH₄ hydrate stability zone indicate the potential for a large natural hydrate reserve, however there appears to be a lack of natural hydrates below the NE Atlantic.

- Large areas offshore the western European continental shelf appear to have suitable pressure and temperature conditions for CO₂ hydrate formation with an approximate CO₂ hydrate stability zone volume of 1.3 x 10⁹ km³. Therefore predictions indicate considerable potential for storage as a liquid and hydrate.

- The offshore data set developed for predictive calculations of hydrate stability has also been applied for calculation of CO₂ density at the base of the CO₂ hydrate stability zone. The maximum CO₂ density and seawater density is found to occur in the Iberian Basin, to the left of the Madeira-Tore Rise, at densities of 1092 kg/m³ and 1052 kg/m³ respectively, where water depths reach their maximum of 5743 m. This offshore region also expresses the greatest negative density difference between liquid CO₂ and seawater (35%), therefore possibly representing suitable conditions for a negatively buoyant liquid CO₂ store.

- The greatest level of uncertainty within these results is the geothermal gradient due to sparse heat flow data, and results would be greatly improved by a
geothermal gradient grid. Although the model could be improved by more accurate P-T equilibrium equation derivation and more detailed bottom water temperature grids, without heat flow data such alterations would not improve the accuracy of the results significantly.

- The produced maps have shown pressure temperature conditions are favourable for storage as a liquid and hydrate offshore Western Europe, and rather importantly enable visualisation of the potential this storage method which could be used to assist policy makers in appreciating the possible future role Europe could play in CCS technologies.
CHAPTER 4

Experimental Procedures
4. Experimental procedures

The following chapter presents an overview of the experimental procedures conducted during this study for the investigations detailed in Chapters 5 and 6. For more specific procedures related to each individual experiment please see Appendix B.

4.1 Hydrate sample formation and preservation

A number of experiments were conducted during the study ranging from initial simple batch experiments with water and CO$_2$ in stainless steel pressure vessels, to more complicated experiments with cooling coils inserted around sediment cores to freeze the sample before depressurisation, and others with the addition of magnetic stirrer beads to aid hydrate formation, totalling 29 experiments (see Appendix B for further details).

However, the basic procedure remained the same for all CO$_2$ hydrate experiments. A known weight of sediment (natural, quartz rich sand, clay, pure minerals) was mixed with a known weight of water (pure distilled deionised water, or artificial seawater created in the laboratory (see Appendix B) and placed into a liner (polytetrafluoroethylene (PTFE) or aluminium). This liner was then placed into stainless steel pressure vessels, with various outlet and inlet tubes with connected pressure release valves (Figure 4.1a). A thermocouple was added to each experiment to monitor temperature changes. Pressure vessels were sealed with a Viton O-ring, and connected to CO$_2$ pressure lines within a cooled incubator to maintain temperature (Figure 4.1b). An ISCO 260D pressure pump was initially pressurised to the required pressure with CO$_2$. CO$_2$ liquid at pressure was slowly bled into the batch pressure vessel to avoid temperature increases due to pressurisation. After pressurisation the ISCO pressure pump maintained the required pressure throughout the experiment.

Temperature and pressure could be altered for each specific experiment. Temperature changes were monitored throughout the experiments using Pico Log computer software. At the end of each experiment pressure valves connecting CO$_2$ lines were closed, the thermocouple disconnected, and the vessel was removed from the incubator. The vessel could then be rapidly depressurised, in a controlled manner, by opening an outlet valve and bleeding off the CO$_2$. During depressurisation the samples underwent cooling due to CO$_2$ expansion and solid CO$_2$ ('dry ice') often formed inside the vessel helping to
maintain cooler temperatures and consequently aiding the preservation of the sample. Samples were then preserved by rapidly cooling to liquid nitrogen temperature (c. -180 °C), and these cooled samples were then wrapped in aluminium capsules for transport and storage. Samples were transferred to a cryogenic storage refrigerator where they were stored over liquid nitrogen until further analysis.

The time taken for each individual experiment varied between 3 days and 7 weeks, therefore unfortunately it has not been possible to study large numbers of samples. Additionally, time restrictions on the SEM limited the number of samples which could be analysed further.

Figure 4.1(a). Schematic diagram of a simple batch experiment; with water and sand in a PTFE liner inside a stainless steel pressure vessel, which when sealed was pressurised with CO$_2$. (b) Image of batch experiments inside the cooled incubator. Various pressure release valves and tubes are added to the experimental pressure vessels for connection and safety.

Throughout experimental procedures strict laboratory safety guidelines were adhered to, and a structured training programme was followed for working with high pressure equipment, including a Swagelok Installation Course for tube fitting and handling. The experimental sample formation procedures outlined are detailed step-by-step in Table 4.1. See Appendix B for specific procedures related to each experiment.
4.2 Visual observations

After samples were removed from the pressure vessel, and further cooled to liquid nitrogen temperature, it was possible to make initial observations. These noted observations were augmented with detailed interpretation of photographs (Figure 4.2). Small sub-samples could also be taken to ensure presence of CO$_2$ hydrate before storage and analysis, through heating and observing dissociation and emission of gas. Other properties such as colour, lustre, texture, sediment disturbance, and volume changes could also be observed. Where images were not taken of samples initial visual observations are preserved in laboratory notebooks.
1. Weigh sediment and water, mix and place in liner.
2. Secure pressure vessel base in a bench clamp, and place liner into vessel.
3. Remove all inlets and outlets from vessel lid and fit Viton O-ring onto lid.
4. Secure vessel lid onto the base and once sealed fit screw top the base of the vessel.
5. Fit inlet, outlet tubes and valves onto the vessel, and insert thermocouple.
6. Place vessel into cooled incubator and attach to pressure lines.
7. Connect thermocouple and secure additional thermocouple to outside of the vessel.
8. Load a new PICO log file and not experimental details into log book.
9. Pressurise ISCO 260D pump to the required pressure, and once pressure has stabilized open valve to transfer pressure vessel.
10. Once transfer vessel is fully pressurised, slowly bleed in CO₂ into experiment until required pressure is reached.
11. Check for any leaks in the connections with soap solution, and tighten fittings if required.
12. Set the incubator to the required temperature.
13. Start temperature logging. Note the experiment start time, temperature and pressure.
14. Monitor the experiment throughout.
15. At the end of the experiment stop the logging trace, note the time, close all pressure valves into the experiment and stop the pressure pump.
16. Disconnect the experiment from the incubator pressure lines.
17. Secure vessel in bench clamp and with considerable control open valve to release pressure.
18. When vessel is depressurised unscrew top and remove lid.
19. Extract sample and cool in liquid nitrogen.
20. Place cooled sample into a labelled aluminium foil capsule and store over liquid nitrogen until later analysis.

Table 4.1. Step-by-step experimental procedures for CO₂ hydrate sample formation and preservation.
Figure 4.2(a) Image of pressure vessel containing 4 plastic tubes initially completely filled with seawater ice ball/sediment mixes at the start of the experiment. (b) Sediment/CO$_2$ hydrate sample with a domed base (top of sample in image) due to the lack of a firm base during the experiment (sediment and water placed on a fine mesh). Surface is uneven, and hydrate appears to fill pores and cement grains. (c) Pressure vessel containing sample with a very disturbed surface texture after depressurisation. (d) Sample from (c) with a surface water ice layer and some hoar frost. Some of the sample was completely un-cemented; hence some surface sediment has been lost. Natural sediment also appears fairly porous, and clay sediment appears very disturbed with a very porous texture.

4.3 Sample handling and SEM imaging

A series of development stages were undertaken to optimise efficiency and ensure minimal sample dissociation and damage in sub-sampling hydrate specimens for SEM imaging. A cryogenic sample preparation box was designed in house at the British Geological Survey by Tony Milodowski, Grenville Turner and the team in the BGS workshops, to maintain cryogenic temperatures and a nitrogen atmosphere to prevent the formation of hoar frost during sub-sampling. Attempts were made to polish samples
to produce a flat surface for BSEM. Polishing under liquid nitrogen in a small restricted space proved difficult however, and disturbed the samples considerably; therefore cleaving the samples was adopted as the most efficient technique for subsampling. Additionally, although used in initial investigations, the original SEM sample holders were too shallow for many suitably sized cleaved sub-samples. Therefore, a range of new sample holders were designed and constructed by BGS staff, and these were used during subsequent analysis.

Each sample for SEM analysis was transferred from a cryo-store into a controlled dry nitrogen atmosphere cryogenic sample preparation box (Figure 4.3). Within the sample preparation box the samples were cleaved into smaller pieces (typically 5-10 mm across and up to 5 mm thick) under liquid nitrogen, and placed in a cooled sample holder to insert into the SEM transfer chamber. All samples were left uncoated. Samples were then analysed using a Leo 435VP variable pressure SEM fitted with an Oxford CT1500 cryogenic gas-cooled sample handling cold stage facility (Figure 4.3). Backscatter electron imaging (BSEM) was used to enhance the contrast between ice and hydrate. The sample stage was maintained at approximately -160 °C with typical nitrogen pressures of ~0.45 Torr, with a typical working distance of 14 mm, and BSEM observations were made in variable pressure mode to prevent specimen charging.

Figure 4.3. Image of the Leo 435VP SEM with a fitted cryogenic sample handling cold stage facility and the designed sample handling transfer box.
Cryogenic scanning electron microscopy

Conventional scanning electron microscopy produces an image by rastering a focused beam of electrons across the surface of a sample. The image is built by collecting the lower secondary electrons generated by interactions of the primary beam with electrons in the surface of the sample (Figure 4.4), and recording the intensity of secondary electron emission on a TV monitor scanned in synchronism with the electron beam raster (Goldstein et al., 1981; Reed, 2005).

**Figure 4.4.** Diagram showing the interior construction of the BSEM and the sample/electron beam interaction with the sample, expressing the differing sample penetration depths of electrons used to construct sample images.
Uses of conventional SEM techniques for analysis of hydrate and ice samples raises various problems. These include:

- Analysis requires high vacuum conditions.
- Energy imparted by the primary electron beam can cause heating of the sample (and hence may dissociate the hydrate sample).
- The sample usually requires earthing to prevent image distortion as a result of sample charging under the electron beam (by coating with a thin layer of conductive carbon or metal). This again may cause warming of the sample which could cause partial dissociation of the hydrate sample.

Standard cryogenic SEM techniques use a conventional high vacuum SEM instrumentation, but the sample stage is cooled to liquid nitrogen temperature. The cold temperature reduces warming of the sample by the electron beam, and allows the imaging of phases (such as hydrate), which would not be stable under ambient temperatures and high vacuum. However, the sample still requires coating.

The cryogenic-BSEM technique used throughout analyses of samples discussed in this study offers some major advantages over conventional techniques for the investigation of hydrate and ice samples:

- Analysis is not conducted under high vacuum conditions (reducing the chances of sample dissociation).
- Samples do not require coating (also reducing the chances of sample dissociation).
- Imaging is achieved by the collection of reflected primary (backscattered) electrons from the sample surface (as opposed to secondary electrons).

The ionisation of a low-pressure gas (such as nitrogen), introduced into the sample chamber, by the passage of the primary electron beam, earths the negative charge, which would otherwise build up on the sample. This means samples do not require coating (although the introduction of a gas limits the maximum resolution due to the broadening of the electron beam by electron scattering). Backscattered scanning electron microscopy (BSEM) also has a lower spatial resolution than conventional secondary electron imaging, due to greater depth of sample penetration (Figure 4.4) and
interaction of backscattered electrons within the samples. However, BSEM produces additional information on phase distributions, as the image intensity is partly proportional to the average atomic number of the phases observed. This enables the identification of compositional differences, a major advantage for hydrate analysis (although images may be complicated with both compositional and topographical variations). An integrated Energy Dispersive X-ray Analysis (EDXA) system also allows detailed major elemental compositional information to be gathered, for the hydrate and the hosting sediment.

All samples were initially analysed at cryogenic temperatures (c. -170 °C), and areas were mapped to identify any changes during BSEM investigation. To fully appreciate the depth of the sample and to identify features, which may be present below surface layers, each sample was warmed slowly to gradually ablate the sample. Differential 'etching' of samples can reveal valuable information on fabric relationships within the materials and the stability of materials present. By using this approach the SEM effectively becomes an 'experimental reactor', enabling the investigation of dynamic processes by varying temperature during analysis (Camps et al., submitted 2007). This is a commonly used technique for removing unwanted hoar frost from samples during cryo-SEM observations. Images were taken throughout the warming phase showing sample changes during ablation. On occasions samples were refrozen at particular stages to ensure preservation of dynamic changes for imaging. During further and more rapid warming, dissociation of hydrate released gas trapped within the hydrate (lost into SEM vacuum system), and the release of this gas, as well as sample changes on dissociation, can cause a degree of image drifting within the chamber, and therefore returning to mapped locations can be difficult, and in such cases specific features, such as sediment grain shapes, are relied upon to return to previously imaged areas.

Please see Appendix B for specific details on each carbon dioxide hydrate experiment, with some further details documented within following Chapters 5 and 6.
CHAPTER 5

Laboratory Investigation of Carbon Dioxide Hydrate
5. Laboratory investigation of carbon dioxide hydrate

Introduction

Although research into clathrate hydrates has rapidly gained pace in more recent years their mineralogy and formation processes are still relatively poorly understood. Various imaging techniques have been used to study gas hydrates, such as Nuclear Magnetic Resonance (NMR; Kleinberg et al., 2003; Gao et al., 2005); Magnetic Resonance Imaging (MRI; Hirai et al., 2000; Gao et al., 2005); X-ray Computed Tomography (CT; Jin et al., 2004; Schultheiss et al., 2006), and have been proven to be very useful for non-invasive imaging of hydrate formation, dissociation and distribution. Scanning Electron Microscopy (SEM) at cryogenic temperatures offers an additional technique to study clathrate hydrates (Stern et al., 2000; Kuhs et al., 2004; Milodowski et al., 2004; Rochelle et al., 2004; Stern et al., 2004; Camps et al., submitted 2007) (see Chapter 4 for further details).

The following chapter presents and discusses findings from laboratory investigation of carbon dioxide hydrates and ices. Pore-scale BSEM imaging of CO$_2$ hydrate samples formed within a well-controlled laboratory environment has revealed detailed information on the growth of CO$_2$ hydrate within sediment, some of which, to my knowledge, have not been noted in previous research.

5.1 Different Ice morphologies

Laboratory-grown hydrate samples are likely to also contain some residual water which will be preserved as ice during cryogenic-SEM observations, therefore it is important to be able to distinguish between different ice and hydrate morphologies present in the hydrate samples. A number of control experiments were conducted to help distinguish different morphologies of other ices, which may be present at cryogenic temperatures. Control samples included (see Appendix B for further details):

1. Pure distilled water mixed with quartz rich sand, frozen (-14°C).
2. Artificial seawater mixed with quartz rich sand, frozen (-14°C).
3. 1 and 2 repeated but pressurised with CO₂, depressurised, frozen (-14°C).
4. Seawater ice balls (see Appendix B) prepared at cryogenic temperatures and mixed with sediment.

Imaging of control samples, in addition to hydrate samples enabled clearer distinction of ice, hydrate, and hydro-halite.

Water ice morphologies vary significantly, ranging from individual hexagonal plates (Figure 5.1c), to spherical balls (Figure 5.1b, d, e) and solid matrix filling masses (Figure 5.1a). Hexagonal water ice plates identified were approximately 20 μm deep and 50 μm wide, which are very similar in size to spherical ice balls with an approximate maximum diameter of 50 μm. A particularly interesting morphology appears as ice cones radiating from a common point (5.2b, c). This morphology in its more perfect form looks like a 'single flower in a vase'. With approximately six elongated hexagonal ice plates radiating from a single spherical ice ball, which is attached above a solid ice cone. Many examples of this particular ice morphology were seen in the imaged samples. Although samples were protected from the laboratory atmosphere, and the formation of hoar frost was generally prevented, Figure 5.1b shows the presence of hoar frost on one particular sample with spherical ice balls and fibrous ice crystals radiating away from the sample.

In addition to water ice morphologies, the presence of hydro-halite (NaCl₂H₂O) in the samples (Figure 5.1f and Figure 5.2a, c, d, e) was determined from energy-dispersive X-ray microanalysis (EDXA) identifying different quantities of sodium and chlorine in different regions (Figure 5.3). Regions of bright white salt (largely halite with other minor salts) precipitated between crystals produced high sodium (7cps) and chlorine (16cps) peaks. Regions identified as hydro-halite produced reduced sodium (2cps) and chlorine (14cps) peaks, and CO₂ crystalline hydrate regions produced a higher carbon peak of 5cps, with much reduced sodium (2cps) and chlorine (3cps) peaks. There is some degree of scattering due to the width of the electron beam, and the different structures analysed were in very close proximity (<1 μm), explaining some similarity in composition.
Figure 5.1(a) Quartz dominated sand matrix filled with water ice. (b) Spherical ice balls with radiating fibrous hoar frost ice crystals growing away from the sample. (c) Hexagonal ice plates formed between sediment grains. (d) Spherical ice crystals formed on the surface of a sand grain, and situated next to CO$_2$ hydrate crystals. (e) Spherical ice crystals, hydro-halite and CO$_2$ hydrate formed around a sediment grain. A degree of hoar frost can be seen covering the crystals. (f) Hydro-halite branching spherical globules within a CO$_2$ hydrate/ sediment matrix (see higher magnification image Figure 5.1.2a).
Figure 5.2(a) Hydro-halite branching spherical globules with ‘furry’ outer layer within a CO₂ hydrate/ sediment matrix (5.73kx magnification). During warming this ‘furry’ outer layer disappears at a lower temperature than the main branches (-110 °C), but at a higher temperature than hoar frost. (b) ‘Flower bouquet’ of ice crystals on the surface of CO₂ hydrate with surrounding ice balls and small salt globules. (c) Stacked hydro-halite crystals (left of image) with ice balls, flowers and plates (right of image). (d) Branches of stacked hydro-halite crystals (c) forming a skeletal leaf pattern within a sediment pore. (e) Higher magnification image of (d) showing branch-like nature of the hydro-halite crystals and surrounding ice balls. (f) Hexagonal ice plate (centre of image) lying on the surface of CO₂ hydrate with salt globules and ice balls nearby.
Figure 5.3(a) EDXA analysis of salt precipitated between hydrate and hydro-halite crystals showing strong sodium and chlorine peaks, with residual silicon peak from nearby quartz grains, and other residuals from nearby minerals. (b) EDXA analysis of hydro-halite crystals with greatly reduced sodium peak, and a reduced chlorine peak. (c) EDXA analysis of CO$_2$ hydrate crystals with a relatively strong carbon peak, background silica peak, and much reduced other residuals.
The same crystalline hydro-halite structures occurred in both hydrate samples, and in samples formed in a standard freezer with no hydrate present. The formation of hydrohalite (NaCl.2H₂O) therefore appears to be a consequence of freezing at cryogenic temperatures, forming from water and halite remaining in the sample pore-waters at temperatures below -5 °C. Below temperatures of -25.5 °C (the eutectic temperature) an aqueous solution can no longer be in equilibrium with ice and salts, therefore, at this point; water ice, hydro-halite and halite co-exist as separate distinct phases. Cryogenic temperatures, as low as -180 °C, are considerably lower than the eutectic temperature, hence; explaining the presence of water ice crystals, hydro-halite crystals, and salt within the samples.

5.2 CO₂ hydrate morphologies and salt inclusion during formation

Carbon dioxide hydrate samples have been formed in a variety of sediments and water solutions, under variable pressure and temperature conditions. Each experiment was designed to investigate the influence of mineralogy, salinity, porosity, experimental technique, and the availability/quantity of formation components on the nature and formation of carbon dioxide hydrate (Figure 5.4). A selection of these samples were subsequently analysed using BSEM, and images from such are presented with detailed explanations for each image in underlying captions. After early experiments and consequent imaging to fully distinguish between ice phases and carbon dioxide hydrate, it has been possible to identify different carbon dioxide hydrate morphologies within the several experimental samples investigated. Experimental samples show different hydrate morphologies, resulting from different formation conditions with the primary supply of necessary components altering the rate of formation; hence each sample is described separately in the text. These samples include the following (for more detailed explanation of the experimental procedure for each sample, see Appendix B):

1. Coarse quartz rich sand (600 μm – 2 mm) fully saturated with artificial seawater solution, with a thin surface layer of seawater lying above the sand. Pressure remained constant at 170 bar, and the temperature was varied between -3.8 °C and 3.1 °C (Run 24).
2. Quartz rich sand (355 - 600 μm) mixed with seawater spherical ice balls used as a precursor for carbon dioxide hydrate formation. Both pressure (36 bar to 200 bar) and temperature (-8.2 °C to 1.8 °C) were varied (Run 20).

3. Medium quartz rich sand (355 μm – 600 μm) dampened with artificial seawater (approximately 5% by weight). Pressure remained constant at 200 bar, and temperature at 2 °C (<+0.4 variation) (Run 25).

4. Three different sediments used in one Teflon liner: Clay (Wyoming bentonite), Clean medium grained quartz rich sand (355 μm – 600 μm), and natural mixed sand from Anglesey with a fine-medium size fraction, to investigate hydrate growth along sediment contact points. Variable temperature (12 °C to 2.2 °C) and constant pressure at 200 bar (Run 31).

5. Medium quartz rich sand (355 μm – 600 μm) fully saturated with deionised water. Pressure maintained at 200 bar, and temperature maintained at 2 °C (+/-0.6°C) (Run 30).

6. Coarse quartz rich sand (600 μm – 2 mm) dampened with deionised water. Pressure maintained at 200 bar, temperature varied (5.6 °C to -52 °C). (Run 34).

7. Artificial seawater solution only, no sand. The aim was to investigate hydrate formation in an aqueous environment. Variable pressure (36 bar to 200 bar) and temperature (2 °C to 9 °C) (Run 22).
Figure 5.4. Chart to show the broad investigatory pathways followed for each experimental run. See appendix for further experimental details.

5.2.1 Investigated CO$_2$ hydrate samples

Sample 1

The sample contained carbon dioxide hydrate formed within and above a quartz dominated unconsolidated coarse sand (600 μm–2 mm) fully saturated with an artificial seawater solution (concentration of 3.5% by weight) (water-rich environment). BSEM images show carbon dioxide hydrate formed in the overlying water layer, which on initial visual inspection appeared as a homogenous white layer above a sand matrix with the latter having its porosity filled with white ‘grains’. The sample degassed vigorously when warmed by hand suggesting a very high concentration of CO$_2$ hydrate
in the sample (although this could also indicate a large volume of trapped CO$_2$ within the sediment).

A cleaved sample of both the upper solid CO$_2$ hydrate layer and the hydrate filled sand was sub-sampled for BSEM analysis. However, what appeared as a pure white homogenous hydrate layer on initial inspection, appeared very differently under the BSEM. The sample stage of the SEM was maintained at $-151.6$ °C during analysis. White ‘veins’ of salts run throughout the sample, and at higher magnification these salt structures show very delicate salt fabrics, with radiating dendritic salt crystals (c. 15 μm) separating and included within the hydrate (Figure 5.5). Alongside these salt fabrics small holes puncture the hydrate (<20 μm), creating a slightly micro-porous structure. The hydrate itself appeared as acicular ‘needles’ (see 5.2.2) with a direction of growth visible by salt fronts within each needle, forming downwards into the sample towards the saturated sand layer (northeast in Figure 5.5c). Grey regions represent areas of CO$_2$ hydrate, bright white regions represent salt fabrics, and darker grey regions represent holes or gaps in the sample.

EDXA was used to assist in clarification of defining salt fabrics and hydrate, and the X-ray identified sodium, magnesium and chlorine peaks in bright regions, and a weak carbon peak in grey hydrate regions, indicating appreciable CO$_2$ and salt concentration within the sample. The dominating sodium and chlorine peaks indicate the majority of the salt fabrics within the sample are dominated by halite with other salts present in reduced concentrations.

To fully appreciate the depth of the sample and to ensure full analysis, the sample was warmed from $-151.6$ °C to -85 °C, at which point the CO$_2$ hydrate began to ablate, and the salt fabrics became more apparent. Figure 5.5d expresses the salt ‘skeleton’ remaining after raising the temperature to gradually ablate the CO$_2$ hydrate.
Figure 5.5(a) BSEM image of carbon dioxide hydrate needles forming downwards into Sample 1 with salt ‘veins’ separating and included within the formed hydrate. Grey regions represent CO₂ hydrate, bright white regions represent salts, and darker grey regions are holes (highlighting the porous nature of the hydrate). (b) BSEM image of a part of (a) at higher magnification identifying dendritic radiating salt needles forming a delicate ‘net-like’ salt fabric within the sample. (c) BSEM image of CO₂ hydrate needles with salt precipitated along grain boundaries and included within the hydrate, with salt ‘fronts’ identifying the direction of growth, towards the upper right of this image (or towards the underlying sediment). Dark cracks are visible in the sample, which are thought to have formed as a consequence of sample handling. (d) BSEM image of the same area as (a) after raising the temperature to -85 °C and ablating some of the hydrate sample. Grey regions represent CO₂ hydrate and ice, and lighter regions the delicate 3D salt ‘skeleton’ revealed after ablation.
**Sample 2**

Carbon dioxide hydrate formed within 50% quartz rich sand (355-600 μm) and 50% spherical ice balls (c. 500 μm in diameter) made from artificial seawater. The use of seawater ice balls (see Appendix B for experimental procedures), or crushed ice, is an experimental technique to facilitate hydrate formation within a sample, with the ice acting as a precursor for hydrate growth (Stem et al., 2004). After depressurisation and preservation above liquid nitrogen the sample appeared as a light, slightly porous white and brown core. A degree of sample volume reduction (<27%) was also noted, either due to porosity reduction from melting ice balls and formation of CO₂ hydrate, or contraction during cryogenic freezing. The porous nature of the sample on initial inspection became more apparent on BSEM investigation (Figure 5.6a). The sample stage was maintained at approximately -148 °C throughout the investigation.

CO₂ hydrate surrounded sand grains and appeared within the pore spaces, in some areas forming pore-filling cement and in other areas connecting grains very weakly by fragile hydrate shells (Figure 5.6a). These textures represent the method used in the experiment to form the hydrate - using ice balls as a precursor, and using warming and cooling cycles to encourage hydrate growth. Shells of the outer regions of the original ice balls were initially replaced by hydrate, but maintained the spherical shell shape (Figure 5.6b, c), and have been seen in previous research (Stem et al., 2004). These 'shells' are thought to have formed as liquid water drained from the grain interior during melting cycles after initial hydrate formation around the exterior of the ice ball (Stem et al., 2004). Presumably further warming and cooling cycles would eventually remove this porous shell texture representative of the original seed material.

In some open pores well-formed euhedral carbon dioxide hydrate crystals can be seen (Figure 5.6b, c), but a large percentage of the hydrate present appears as 'melt structure' granoblastic hydrates (Figure 5.6d), representing secondary formation due to the melting and cooling cycles (see 5.2.2). Additional morphologies include 'coral-like' branching hydrates, which appear to be unique to this sample (Figure 5.6d).
Figure 5.6(a) BSEM image of CO₂ hydrate formed within coarse quartz rich sand (355 – 600 μm) using seawater spherical ice balls (c. 500 μm in diameter) as a precursor. Grey regions represent CO₂ hydrate, white regions salt and sand grains, and darker grey regions are voids. (b) Higher magnification BSEM image of CO₂ hydrate crystals (c. 160 μm in diameter) formed within a void inside a CO₂ hydrate spherical ‘shell’ which was previously filled by seawater ice. (c) Lower magnification BSEM image of (b) after 30 minutes of ablation at -85 °C revealing halite networks within hydrate crystals. (d) BSEM image of granoblastic ‘melt structure’ CO₂ hydrate (c. 40 μm in diameter) surrounding larger hydrate crystals in the left hand side of the image. To the right hand side are ‘coral-like’ branching hydrates, unique to this sample.

Salt fabrics are not as clear as in other samples under discussion, but after ablation honeycomb salt structures appear to etch out of euhedral CO₂ hydrate crystals, and around the hydrate, which replaced the ice ball shells (Figure 5.6c).

Also imaged from this sample run was a white hydrate ‘curl’ which was discovered on the surface of the sample. This curl of hydrate, which on initial inspection looked a little like ‘pencil shavings’, expressed similar microscopic morphologies seen in other
hydrate samples (‘holey’ hydrate and ‘vesicular’ hydrate), but also an additional morphology not seen in any other sample – ‘pea-pod’ hydrate (see 5.2.2).

Figure 5.7(a) BSEM image of ‘holey’ hydrate within a CO$_2$ hydrate ‘curl’ found on the surface of sample 2. Sample stage was maintained at approximately -171 °C. (b) BSEM image of ‘Pea-pod’ hydrate with each pod (c. 40 μm) constructed by spherical and cubic polyhedral CO$_2$ hydrate ‘peas’ (<5 μm) surrounded by a layer of ice, another layer of hydrate and then an external ice/salt matrix. (c) BSEM image of (b) after etching at -140 °C. The CO$_2$ hydrate ‘peas’ have been ablated during warming, indicating a more unstable hydrate phase. (d) CL image of (b) showing the different phases which seem to be present. Saline regions appear white and water ice appears as darkest grey regions (between other phases).

The ‘holey’ hydrate contained trapped gas bubbles, as well as a ‘crystalline mush’ (Figure 5.7a) with very crystalline hydrate and salt precipitated along the crystal boundaries, as was also discovered in sample 5 (see 5.2.2). The pea-pod hydrate had a highly unusual structure (Figure 5.7b). More than one phase of hydrate and ice growth seemed to be present, with salt (or frozen brine) forming a skeleton around these
different phases (forming the pod or shell). Each pod appeared to be constructed by spherical and cubic polyhedral CO$_2$ hydrate ‘peas’ surrounded by a layer of ice, another layer of hydrate and then an external ice/salt matrix, the imaging of which appeared a little clearer using cathodoluminescence (CL) (Figure 5.7c). The direction of growth was not apparent, but some of these ‘pods’ did appear to spiral around a central point. There were also areas where a salt skeleton formed a branch-like network interconnecting the pea-pod hydrate. It is unclear as to how these salt networks form; but their growth could be connected to the spiral growth pattern observed in the pea-pod hydrate.

*Sample 3*

This sample contained carbon dioxide hydrate grown within medium grained (355-600 μm) unconsolidated quartz rich sand, dampened with an artificial seawater solution (35 ppm) (i.e. water poor sample with an interconnected open pore network to facilitate the access of liquid CO$_2$ to all the dampened sediment). Initial visual inspection identified a solid sediment ‘puck’ filled with intergranular white specs, which de-gassed when warmed. BSEM investigation noted very crystalline CO$_2$ hydrate cementing sediment grains, replacing the original water meniscus, which would have been present along sediment grain boundaries. Larger crystals of CO$_2$ hydrate appear to have formed within larger pore spaces, and reach up to 100 μm (Figure 5.8a). Small spherical ice balls are also present where some minor dissociation has occurred during sample cleaving, and hydro-halite crystals are present in the sample (identified though EDXA analysis, with high sodium and chlorine peaks in areas of high salt concentration and weaker signals in areas of hydro-halite). EDXA also identified a weak carbon peak in hydrate rich zones.
Figure 5.8(a) BSEM image at 126x magnification of crystalline CO$_2$ hydrate formed within medium quartz rich unconsolidated sand (355-600 μm) dampened with artificial seawater solution. Sample chamber maintained at $-154$ °C. Bright white regions are quartz sand grains, and grey regions are CO$_2$ hydrate (plus smaller amounts of hydro-halite and ice). (b) BSEM image at 1.55kx magnification of CO$_2$ hydrate crystals formed around quartz sand grains, with a larger crystal growing outwards into a gas filled pore space. Bright white regions represent a sand grain; duller white regions along crystal boundaries are precipitated salt, dark grey regions are open cavities and water ice, and lighter grey regions CO$_2$ hydrate.

Salt precipitate concentrations (halite dominated) within this sample are much lower than other samples discussed due to less seawater added initially in the experiment (although salinity was the same as for other seawater experiments). The majority of the salt present is along grain boundaries, separating hydrate crystals (Figure 5.8b). A degree of dissociation is also evident due to the presence of ice around hydrate grains, possibly as a consequence of electron beam damage from examining the same area for too long a period. Some of the larger crystals also appear to have some salt included within their structure as was present in other samples, but as very fine veins rather than obvious inclusions. Ablation of the sample etched some of the crystal boundaries further to enable clearer visualisation of salt present between grains, however; any fine salt fabrics were lost with further ablation due to their delicate nature.
Sample 4

Carbon dioxide hydrate formed within three different sediments in a single Teflon liner: Clay (Wyoming bentonite), Clean medium grained quartz rich sand (355 μm – 600 μm), and natural mixed sand from Anglesey with a fine-medium grained size fraction. On initial visual inspection the sand and clay appeared to be porous, with disseminated hydrate clearly visible in the sand matrix. The clay’s texture was quite unusual with a highly porous (expanded) appearance, possibly as a result of degassing during depressurisation. A sub-sample was taken at the interface between the clean sand with a known size fraction and the bentonite clay. Unfortunately the SEM sample chamber accidentally vented while the sample was on the cold stage, and a considerable quantity of hoar frost covered the surface, which has impeded clear examination of the hydrate present.

Within the sand, hydrate appeared as both intergranular pore-filling cement and as discrete lenses. The hydrate forming lenses; within the sand; appeared as elongated flattened crystals, which seem to be have grown horizontally, diagonally and vertically (Figure 5.9a), with each crystal separated by a thin layer of precipitated mixed salt and clay (suggesting partial mixing of the sand and clay prior to, during, or, post hydrate growth). The pore-filling cement seems to have a smaller percentage of salt and clay present along crystal boundaries and the hexagonal shape of the crystals is more apparent (Figure 5.9b, c). Additionally, ‘melt-structure’ granoblastic (d) and acicular CO$_2$ hydrates are also present (Figure 5.9e).

There are some salt globules present on the sample; but the majority of the salt in this sample has been precipitated along crystal boundaries. There appears to be no evidence for the presence of salt inclusions. On sample ablation, the precipitated salt became more apparent (Figure 5.9f), etching out into honeycomb salt fabrics within the sandy matrix. Salt structures within the clay are less clear as the majority of the hydrate within the clay formed as individual crystals and did not form the honeycomb structures which are easily distinguishable.
Figure 5.9(a) BSEM image of a CO$_2$ hydrate lens formed within medium grained quartz rich sand (355-600 μm) near the interface with Wyoming bentonite clay, showing flattened hydrate crystals grown vertically, diagonally and horizontally. Sample stage maintained at -171.6 °C. (b) BSEM image of pore-filling CO$_2$ hydrate cementing sand grains. White areas are sand grains, light grey regions represent intergranular clay and salt, and darker grey regions are hydrate. (c) BSEM image after ablating to -100 °C of pore-filling ice pseudomorphs after CO$_2$ hydrate enveloping a sand grain with pronounced intergranular honeycomb salt and clay fabrics between former hydrate crystals. (d) BSEM image of granoblastic CO$_2$ hydrate along the clay-sand interface. (e) BSEM image of acicular CO$_2$ hydrate formed away from a sand grain into surrounding the pore space. (f) BSEM image of the sand-clay interface after full ablation to 0 °C showing the nature of clay and salt fabrics within the sample.
Sample 5

Carbon dioxide hydrate formed within medium quartz rich sand (355 μm – 600 μm) fully saturated with deionised water. The sample was depressurised a little too rapidly creating an expanded horizontal fracture in the sand. Within this fracture was a white hydrate lens; either formed during the experiment, or after cooling during depressurisation. A sub-sample was taken from this lens for BSEM investigation. The CO₂ hydrate appeared micro-porous with a large percentage of surface ice crystals. There was some evidence for partial dissociation as ‘teeth-like’ ice crystals could be seen as the hydrate was actively being converted to ice (see Rochelle et al., 2004). Many trapped gas bubbles could also be seen in the sample, with some examples of hydrate growing around these gas bubbles (Figure 5.10a).

Three different hydrate morphologies appear within this sample. ‘Holey’ hydrate (Figure 5.10a, d), ‘Melt-structure’ hydrate (Figure 5.10b) and ‘Vesicular’ hydrate (Figure 5.10c, d) (see 5.2.2 morphological descriptions for more details). No salt is present in this sample as the hydrate was formed from deionised water.
Figure 5.10(a) BSEM image of CO$_2$ hydrate formed as a lens within medium grained quartz rich sand (355-600 μm) fully saturated with deionised water. CO$_2$ hydrate crystals are shown to have formed around a gas bubble, with many trapped gas bubbles, expressing an example of the ‘Holey-hydrate’ morphology. Sample stage maintained at -150 °C. (b) ‘Melt-structure’ polyhedral CO$_2$ hydrate crystals formed alongside a sediment grain. (c) ‘Vesicular’ CO$_2$ hydrate which has grown into a large void within the sample. (d) Lower magnification image of (c) expressing the relationship between the ‘vesicular’ hydrate morphology grown into a large void and the ‘holey’ gas-rich hydrate.

Sample 6

Carbon dioxide hydrate formed within coarse quartz rich sand (600 μm – 2 mm) dampened with deionised water. This sample was cryogenically frozen at pressure using a newly developed technique (see Appendix B), therefore eliminating the possibility of slight dissociation on depressurisation and transfer to liquid nitrogen temperatures. To my knowledge, this is the first noted attempt to preserve hydrate in-situ by freezing whilst at pressure. Additionally, the sample was immediately sub-
sampled in a nitrogen atmosphere and imaged using the BSEM, eliminating the possibility of sample breakdown during storage at liquid nitrogen temperatures. On analysis the sample was found to contain highly crystalline CO$_2$ hydrate, with well formed euhedral crystals <=70 $\mu$m in diameter and the largest crystals growing into large open pore spaces (Figure 5.11a). The sample was well cemented with all the sand grains coated with a thick layer of crystalline hydrate, but some pore spaces remained open due to water being the limiting factor for hydrate growth. No salt appears within this sample as deionised water was used to dampen the sand grains.

**Figure 5.11(a)** BSEM image of crystalline deionised water CO$_2$ hydrate cementing dampened quartz rich sand (600 $\mu$m-2 mm) preserved in-situ at pressure, with larger hydrate crystals growing into open pore spaces. The sample stage was maintained at -169 °C. **(b)** Lower magnification image of (a) showing sand grains (beneath hydrate crystals) completely encrusted with euhedral CO$_2$ hydrate crystals.

**Sample 7**

Carbon dioxide hydrate formed within artificial seawater solution (no sand). The sample appeared white on initial visual inspection, with a bubbly texture. BSEM images show euhedral CO$_2$ hydrate crystals which have grown downwards into the seawater solution, terminated by a growth front where hydrate formation ended and (frozen) seawater lay beneath (Figure 5.12a). As a consequence of sample handling there was very slight dissociation of this sample, and a degassing feature can be seen in Figure 5.12a in the right of the image. This degassing hole (dark grey pit) shows some ‘teeth-like’ ice along the bottom of the degassing feature, which formed as a
consequence of hydrate dissociation. However, it was possible to identify areas of pristine hydrate and ice from areas of slight hydrate dissociation. Small globules of salt appeared on the surface of the crystals and within the seawater ice, with some sheet-like salt structures disseminated on the surface of the seawater ice (Figure 5.12c). At higher magnification, the euhedral hydrate crystals showed salt inclusions (Figure 5.12b). These inclusions appear as brighter white zones, surrounded by dark grey zones. The included salt occurred as strings of crystals, which formed a ring around the crystal grain boundaries (<3 μm wide), near contact with other hydrate crystals, and as small single salt crystals included within the hydrate crystal faces (<2 μm). The surrounding dark zones represent remaining frozen brine surrounding the hydrate crystals.

The sample was warmed very gradually from -151 °C to -44 °C for a period of 60 minutes, and at a temperature of -116 °C the sample began to ablate, slowly changing to ice, as the CO₂ gas was lost into the vacuum of the SEM. As the sample was gradually etched the underlying salt fabrics in the frozen seawater became more visible, however; due to the very small scale of the salt inclusions within the hydrate crystals, these structures were lost. The fully etched sample revealed a large quantity of salt present within the frozen seawater solution, and very little within the crystalline hydrate region. On closer inspection the remaining salt structures formed a very fine honeycomb mesh within the seawater ice sample region (Figure 5.12d), at a finer scale than seen in previous images.
Figure 5.12(a) BSEM image of euhedral CO₂ hydrate crystals formed within artificial seawater, growing downwards into underlying seawater solution (now frozen) taken while the sample was at -151 °C. Globules of salt are present on the sample surface, with some delicate salt fabrics present in the frozen seawater solution. (b) Higher magnification BSEM image of part of (a) showing densely packed crystalline hydrate grains with small salt inclusions within the hydrate crystals. The salt was deposited as strings (<3 μm wide) and small crystals (<2 μm) in the hydrate with surrounding frozen brine. (c) Lower magnification BSEM image of (a) with hydrate crystals to the upper right of the image and underlying frozen seawater with salt fabrics in the rest of the image. (d) BSEM image of remaining salt fabric present within the sample (from frozen seawater region) after ablation for 60 minutes, with a final temperature of -44 °C.
5.2.2 Different CO₂ hydrate morphologies

The different hydrate morphologies present in the samples associated with the primary components and the rates of formation have been subdivided into the following categories to enable clearer comparison.

Euhedral crystalline carbon dioxide hydrate

Well-formed euhedral hydrate crystals appear in a number of the samples under investigation. This morphology appeared in samples formed within both pure deionised water (Figure 5.11) and artificial seawater (Figure 5.6, 5.8, 5.12), with the best-formed, largest crystals appearing in larger pore spaces. The morphology is not seen in samples formed within fully saturated sand. Polygonal crystal shape varies slightly, with some having sharper crystal edges and more easily identifiable faces than others, and some with slight distortion due to compression with surrounding crystals.

Acicular carbon dioxide hydrate

Two samples showed a morphology not seen in any of the others – acicular hydrate. In sample 1, acicular hydrate needles grew downwards from the overlying seawater into the underlying fully saturated sediment. Each acicular hydrate needle is separated by salt and sub-micron holes. There also appears to be a growth front visible in each needle, with each acicular needle forming in the same direction. It is assumed this form resulted from very rapid growth after rapid nucleation on the surface of the water layer, similar to other well known acicular crystal formation (see later section). Smaller and less distinctive acicular crystals were also seen within the clay layer in sample 4; however, the formation of these acicular crystal shapes may be associated with the most suitable growth method necessary to form within clay sediment due to formation difficulties within very fine-grained sediment (Clennel et al., 2000), rather than the rate of growth.
**Melt-structure carbon dioxide hydrate**

Within samples formed from using ice balls as a precursor for hydrate formation, there is an additional morphology formed from warming and cooling cycles to convert the ice balls into hydrate. Reaction rims can also be seen where parts of the ice balls have converted to hydrate. The hydrate crystals did not show such well-formed euhedral shapes as seen in other samples, but had more irregular shapes with a clearly visible layer separating each crystal, expressing a granoblastic-polygonal texture (Figure 5.6). These melt structure hydrates seem to be influenced by the formation processes. This hydrate form has also been seen within sample 4 (Figure 5.9d) and sample 5 (Figure 5.10b), both of which seem to have been affected by melting and cooling cycles. The experimental procedure used for these samples has produced this particular hydrate morphology, and evidence suggests it is a secondary crystal form.

**'Holey' or micro-porous carbon dioxide hydrate**

This morphology appeared in at least two of the samples under investigation, but forming under different experimental conditions. The first example can be seen in Figure 5.10a, which shows one central gas bubble, with other trapped gas bubbles to the left hand side of the image. Hydrate crystals can be seen to have grown into and around these gas bubbles, in some areas forming densely packed hydrate, and in others a crystalline ‘mush’ with each crystal separated by a distinct gas filled zone. The other example (Figure 5.7a) shows some branch-like hydrate, which appears to represent some degree of melting (possibly due to warming during sample preparation), and a similar crystal ‘mush’ fabric, but with much finer scale gas filled holes. This morphology seems to represent a secondary hydrate phase forming in a gas rich system after partial dissociation during depressurisation.

**'Vesicular' carbon dioxide hydrate**

This form appears in at least two of the samples under investigation (sample 2 and sample 5), and seems to grow into open pore spaces within the sediment (Figure 5.10c). The hydrate grew outwards into the free pore space, curving as it formed, yet seemingly ‘blobbier’ than in the acicular form. This hydrate morphology appears to result from a
gas rich environment, as both examples appear to have large quantities of trapped gas bubbles within the hydrate, with sample 5 possibly forming during depressurisation.

'Pea-pod' carbon dioxide hydrate

This morphology appears to be fairly unique and specific to hydrate formation in the CO$_2$ phase. At higher magnification the true complexity of this form can be appreciated. Each ‘pod’ seems to contain a number of layered ‘peas’ consisting of hydrate in the centre, surrounded by a shell of ice, surrounded by another layer of hydrate, and all contained in a ‘pod’ of ice, with each ‘pod’ separated by salt fabrics (with a small percentage of ice). At the end of some of these ‘pods’ are the remnants of some other form of crystalline structure, which are fairly angular and appear to grow from a pre-existing phase or crystal form at the edge of the ‘pod’. This less stable form may also have existed between the salt networks present between some of these ‘pods’ (Figure 5.7). It is possible this morphology represents an early unstable hydrate phase which converts to a more stable phase with time.

5.2.3 Impact of hydrate formation on surrounding sediment

The majority of the samples formed during this experimental investigation consisted of sediment-hosted carbon dioxide hydrate. In addition to the pressure, temperature, salinity, and host molecule, the sediment which the hydrate forms within also plays an important role in the formation of the hydrate. The impact hydrate formation has on the hosting sediment is extremely important in understanding any sediment instabilities which may occur. Natural mineralization often results in some disturbance in the host rock/sediment, and can lead to slope instabilities with consequent potential for landslides (Fletcher & Merino, 2001). Therefore, we need to understand the influence the host sediment has on hydrate formation, as well as the effects hydrate formation has on the host sediment. One key factor in understanding these interactions is where hydrate growth is initiated; for example, within the pore spaces of the sediment, or on the sediment grains; and whether or not hydrate growth pushes sediment grains apart or cements grains together. Although considerable research has been conducted to try to
answer some of these questions, there is a general lack of knowledge of these interactions.

Within this study, a variety of unconsolidated sediments have been used to form carbon dioxide hydrate samples, including clays (bentonite and kaolinite); clean, sorted quartz rich sand of different size fractions; and natural, unwashed sand, sorted into coarse, medium and fine grained fractions collected from Anglesey (OS reference SH 621 789, and/or 4°04’ W 53° 17.5’ N). Unfortunately, due to time restrictions, not all of these samples have been analysed; however, analysis of a number of these samples (see section 5.2.1) has allowed a degree of comparison between sediment-hydrate relationships.

The carbon dioxide hydrate formed in sample 1 initially grew from rapid nucleation in the overlying seawater layer (water rich), forming as acicular needles rapidly advancing into the underlying quartz rich sand. These needles appear to have then formed sheets of hydrate (Figure 5.13a), which grew around the sand grains, enveloping the grains as the hydrate continued to grow. Further nucleation seems to have occurred within the fully water saturated pore spaces, with the carbon dioxide hydrate crystals growing around, and up to, sand grains, meeting one another, and in some cases stopping at a growth front (Figure 5.13b). The transition of a growth front seems to mark where one growth factor, such as CO₂, water, or salinity, became limiting, and further hydrate formation could not occur.

Figure 5.13b shows hydrate crystals growing up to a layer of seawater (now preserved as ice), which appear to surround a sand grain. A strong growth front can also be seen in Figure 5.13c, following the same horizon along the sub-sample. This front represents a change from hydrate to seawater (preserved as ice), as diffusion of carbon dioxide was prevented from entering lower sand layers due to blocked pore networks. Prior to cryogenic freezing the pore spaces filled with ice would have been filled with free water, and this lower layer would have been un-cemented. Hydrate formation therefore appears to be self-limiting. As the hydrate forms it efficiently fills pore spaces, sealing the hydrate forming system and preventing further access of CO₂ necessary for hydrate
formation. In this case hydrate formation in the upper sediment layers blocked CO$_2$ diffusion pathways to underlying sediment and water.

**Figure 5.13(a)** BSEM image of carbon dioxide hydrate needles forming hydrate sheets on contact with underlying quartz rich sand (600 μm-2 mm) (Sample 1). Grey regions represent CO$_2$ hydrate, bright white regions represent salts and darker grey regions are empty spaces. **(b)** BSEM image of CO$_2$ hydrate growing up to a sand grain separated by a layer of ice. The transition from hydrate to ice is marked by a strong growth front. **(c)** BSEM image of transition between hydrate and ice (formerly seawater) in the lower sediment layer marked by a growth front and represents the self-limiting nature of hydrate formation. **(d)** BSEM image revealing sand and salt fabrics after full ablation of hydrate and ice, with salt fabrics providing a supportive matrix for the sand grains in this ablated sample. Previously trapped gas bubble shapes are preserved within the salt fabric. Interesting salt ‘ladders’ are shown over the sand grains, possibly resulting from the meeting of hydrate crystals growing from two different directions around the sand grain.
In an initially fully water saturated system hydrate crystals completely fill the pore spaces, and therefore it is difficult to clearly distinguish between them. However, this is not the case in dampened sediment (CO$_2$ rich). In samples formed from sediment dampened with either seawater (Figure 5.14a, b) or deionised water (Figure 5.14d) the open pore networks allow CO$_2$ to rapidly access the water meniscus surrounding the grains, and even after initial hydrate formation some pore channels remain open enabling hydrate formation to occur throughout the sample. This water poor, CO$_2$ rich system, appears to form euhedral hydrate crystals indicating slower growth than in the water rich sediment-hosted system which formed acicular hydrate; although growth was still rapid. The water-limited system creating these well-formed euhedral crystals allowed clearer visualisation of their relationship with the host sediment. Hydrate crystals completely replace the water meniscus forming a cement between the sand grains, holding the sand grains together and strengthening the sediment. Larger crystals can be seen in larger pore spaces reaching 60 microns in diameter, with smaller crystals with less well-defined crystal faces forming the cement. The limiting factor in this system is water availability; hence, in the sample showing hydrate formation in sediment dampened with deionised water the hydrate content appears to be greater as there was a larger volume of water present initially. This greater volume of water allowed increased filling and cementation, but retained well-formed euhedral hydrate crystals.

Figure 5.14c shows Sample 4 ice pseudomorphs after hydrate ablation and ice replacement, retaining the original structure of the hydrate crystal. These pseudomorphs envelope the sand grains forming an intergranular supportive matrix cementing the grains. Separating each crystal and emphasising the crystal structure is an infilling matrix of both clay and salt. The direction of growth and the nature of the crystal texture indicate growth from within the pore spaces, growing towards and around the sand grain.

This sample also shows differences between growth textures in different sediments due to the design of the experiment to investigate hydrate growth along sediment contact points, in this case between clay and sand. The carbon dioxide hydrate appears to have preferentially grown within the sand, where porosity is high, forming pore-filling cement (Figure 5.14e), and in a few areas as discrete lenses (Figure 5.9d). In some
areas along the clay-sand interface, the hydrate had began to grow into the clay, pushing the grains apart, either forming from the sandy zone (Figure 5.9e), or as discrete crystals or 'pods' within the clay formed from individual nucleation points (Figure 5.14e). After full ablation of hydrate and ice the different textures present within the sample became clearer. Distinguishable honeycomb salt/clay fabrics were seen in the sandy horizon with denser salt/clay structures beneath in the clay horizon, indicating a smaller percentage of hydrate present, and a different growth mechanism (Figure 5.14f). The quantity of hydrate seems to decrease into the clay away from the sand horizon, with hydrate restricted to the outermost 0.5mm clay adjacent to the sand interface. It is important to note hydrate formation within clay appears to be very difficult as this was the only clay sample seen to contain carbon dioxide hydrate, achieved by formation along a sand/clay interface (see Appendix B for experimental details).
Figure 5.14(a) BSEM image of sample 3 euhedral crystalline pore-filling CO$_2$ hydrate cementing quartz rich sand grains (355-600 µm) formed within a CO$_2$ rich system. (b) Lower magnification BSEM image of (a). (c) BSEM image of sample 4 after partial ablation showing pore-filling ice pseudomorphs with pronounced intergranular honeycomb salt and clay fabrics, formed in a water rich system. (d) BSEM image of sample 6 euhedral, crystalline deionised water, CO$_2$ hydrate cementing quartz rich sand grains (600 µm-2 mm) formed in CO$_2$ rich system. (e) BSEM image of sample 4 hydrate formed as pore-filling cement within the sand horizon, as acicular crystals growing from the sand into the clay horizon, and discrete crystals formed from individual nucleation points within the clay. (f) BSEM image of the sand-clay interface after full ablation to 0 °C showing the nature of clay and salt fabrics within the sample.
5.3 Discussion

5.3.1 CO$_2$ hydrate morphologies and salt fabrics

The samples investigated have revealed different hydrate morphologies and different associated salt fabrics, seemingly as a consequence of different formation mechanisms (Table 1). Acicular CO$_2$ hydrate needles formed in a water saturated environment, growing above and into unconsolidated water saturated sand. The formation of needle-like shapes in minerals is well known to be a possible consequence of super-saturation and very rapid formation (Spry, 1969). Each needle would have formed from a single nucleation point and as each crystal grew, pure water would have been consumed from the surrounding solution, leaving the remaining solution between growing crystals more concentrated in solutes (Figure 5.15). Solute concentrations would have increased until the point of salt saturation, at this point salts would be precipitated out of solution. Due to the rapid formation of these hydrate crystals the hydrate continued to grow at salt saturation, therefore, not only were salt crystals precipitated between growing crystals, some were included within the hydrate crystal structure.
<table>
<thead>
<tr>
<th>Form and Occurrence of Hydrate</th>
<th>Form and Occurrence of Salt</th>
<th>Hydrate Formation Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acicular - needles formed within seawater solution above and growing into unconsolidated quartz rich sand fully saturated with artificial seawater.</td>
<td>Delicate salt sheets composed of dendritic salt crystals between the hydrate and included within it.</td>
<td>Very rapid hydrate formation and salt precipitation between advancing needles, and included within, as salt saturation reached. Water rich.</td>
</tr>
<tr>
<td>Euhedral - crystals formed within artificial seawater. No sand.</td>
<td>Strings of salt crystals and individual cubic salt crystals included within euhedral hydrate crystals.</td>
<td>Slightly slower hydrate formation - euhedral crystals with salt inclusions. Water rich.</td>
</tr>
<tr>
<td>Euhedral - crystals formed within unconsolidated quartz rich sand dampened with artificial seawater.</td>
<td>Very fine sheets of salt between hydrate grains and as needles within euhedral crystals of hydrate.</td>
<td>Slower hydrate formation - distinct euhedral crystals. CO₂ rich.</td>
</tr>
<tr>
<td>Euhedral - crystals formed within unconsolidated quartz rich sand dampened with deionised water.</td>
<td>None</td>
<td>Slower hydrate formation - well formed euhedral crystals. CO₂ rich.</td>
</tr>
<tr>
<td>Euhedral - crystals formed within unconsolidated quartz rich sand fully saturated with artificial seawater.</td>
<td>Honeycomb salt fabrics forming an intergranular pore-filling matrix.</td>
<td>Slow hydrate formation - euhedral hydrate crystals with excluded salt filling intergranular porosity. Water rich</td>
</tr>
</tbody>
</table>

Table 5.1. The range of carbon dioxide hydrate and salt fabrics seen during BSEM and EDXA analysis of laboratory formed samples. Explanations for these resulting fabrics are proposed to be different formation rates as a result of formation conditions.
Figure 5.15. Diagram to show simplified version of the proposed hydrate growth model for the formation of imaged salt fabrics. Each acicular hydrate crystal starts as a single nucleation point and, as the hydrate grows, it consumes water excluding solutes, leaving the surrounding seawater more concentrated in solutes. Solute concentration increases until salt saturation is reached, at which point halite is precipitated. Hydrate continues to grow trapping the precipitated halite between hydrate crystals, and in some cases including halite within the hydrate crystal structure.

Slower formation allowed the hydrate to form well-defined euhedral crystals; in both water saturated, and CO₂ saturated, conditions. However, although slower formation allowed the growth of well-formed crystals, formation was still too rapid for diffusion processes to remove excess salinity between growing crystals, which would normally occur within the natural environment.

Within unconsolidated quartz-rich sand dampened with seawater, salt has been precipitated along crystal boundaries with a little included within the individual crystals. However, hydrate formation within a seawater solution led to the inclusion of strings of salt crystals and individual cubic salt crystals within the hydrate crystals, with very little along crystal boundaries. The inclusion of salt crystals indicates faster
formation than in the dampened sand samples where the majority of the salt appears to be concentrated along crystal boundaries. The exclusion of salt during hydrate formation is also highlighted in sample 1, as sample ablation revealed the majority of the salt within the sample appeared to be present in the frozen seawater below the hydrate zone.

The rapid rate of hydrate growth proposed for sample 1 and sample 7, formed in a water rich system, which differs from the apparent slow rate of formation in sample 4, also formed in a water rich system. This difference could perhaps be related to the effect of sediment interaction on hydrate formation, as sample 1 and 7 were formed in artificial seawater; and/or related to water access to CO\textsubscript{2} and efficient diffusion of CO\textsubscript{2}.

5.3.2 Salt inclusion during other mineralization processes

5.3.2.1 High-temperature salt inclusion

The precipitation, and/or inclusion of salts during crystallization are not uncommon natural processes. Solid halite inclusions have been identified in several major minerals crystallized during metamorphism, including within quartz, calcite and tremolite crystals (Trommsdorff et al., 1985). These inclusions have appeared as idiomorphic crystals and dendrites reaching up to 80 \(\mu\)m in size when observed under the petrographic microscope and SEM (Trommsdorff et al., 1985), considerably larger than the salt inclusions seen within samples presented in this thesis. The halite inclusions seen in these metamorphic minerals are thought to be early high temperature precipitates (forming at approximately 500 °C and >2000 bars derived from chloride compositions), forming independently of CO\textsubscript{2}-rich saline water fluid inclusions (Trommsdorff et al., 1985).

The existence of halite crystals enclosed within other minerals provides the best evidence for the existence of fluids saturated with salts prior to inclusion (Roedder, 1984; Trommsdorff et al., 1985). Many geological processes could lead to the development of super-saturated fluids, such as changes in pressure and temperature, or
escape of volatile components. Mineral reactions during prograde or retrograde metamorphism may also lead to the concentration of salts in fluids, including metamorphic reactions which consume water (Trommsdorff et al., 1985). Although the formation of hydrate is not considered as a metamorphic reaction, the crystallization of clathrate-hydrates consumes water, concentrating salts in the residual aqueous fluid, leading to super-saturation in this study. However, hydrate crystallization in this study has caused the formation of precipitates at low temperatures, rather than at the high temperatures seen in metamorphic minerals.

5.3.2.2 Formation of sea ice

The exclusion of salts during hydrate formation is similar to that observed during the formation of sea ice. Solutes present in seawater cannot enter the crystal structure of sea ice. However, although salts are excluded, young sea ice may still have a salinity of approximately 10 parts per thousand, reducing to approximately 1-3 in old sea ice (Wadhams, 2005). This salinity is due to the presence of trapped brine accumulated between parallel rows of dendritic ice crystals (Medjani, 1996; Wadhams, 2005). As the ice crystals continue to grow these brine pockets become very highly concentrated in salts, lowering the freezing point of ice and limiting further growth of ice crystals into the remaining brine. As the ice ‘ages’, these brine pockets eventually form a network of brine channels, which join together, allowing most of the brine to drain out into underlying water (Golden et al., 2005; Wadhams, 2005). The remaining sea ice is a porous composite of pure ice with brine and air inclusions (Golden et al., 2005).

5.3.3 Hydrate formation within sediment

In addition to different hydrate morphologies and salt fabrics present within investigated samples, the influence of the formed CO₂ hydrate on the hosting sediment properties also differs. Within CO₂ rich environments, or dampened sediment with open pore networks, the hydrate always appears to form around the sand grains, replacing the water and cementing the grains together (Figure 5.16). Within water rich environments the sediment/hydrate interaction appears to be more complicated (Figure
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Figure 5.16. Proposed sediment-hosted hydrate pore growth models for CO$_2$ hydrate formed during the experimental investigations of this study.

5.16). In this situation hydrate is mainly seen to form as pore-filling cement, completely filling pore spaces sealing the system from further CO$_2$ access (see section 5.2.3). This pore-filling cementing hydrate appears as two forms, both of which are seen within sediment of a higher porosity: one growing from the pore spaces to the sand grains separated by a water layer around the sand grain, and one which contacts the sand grains (it is unclear as to where nucleation begins). The water film between the hydrate and the sand grain has been noted in previous in-situ and laboratory pore-scale investigations (Techmer et al., 2005; Kvamme et al., 2007). These have been
considered as possible distribution channels for the transport of gas or liquid formation components (Kvamme et al., 2007). However, images presented in this study show water films to be surrounded by hydrate, therefore their transport properties would be greatly reduced; although further investigation is required to fully determine the nature of these water layers. If these water layers were proven to be interconnected distribution pathways, they would need to be considered in physical property monitoring of potential CO$_2$ hydrate storage systems. Interestingly, research suggests these water layers are absent from clay sediment systems and clay minerals may actually stick directly to the hydrate (Odriozola et al., 2004; Titiloye & Skipper, 2005; Kvamme et al., 2007).

The water rich experimental environment has also produced another sediment-hosted hydrate growth form: sediment displacing hydrate. This hydrate appears to have formed from individual nucleation points within the sediment, pushing the sediment grains apart. Although there is some evidence of this hydrate formation mechanism within sandy sediment, this was mainly restricted to finer-grained clay sediment. Further investigation is required to quantify sediment displacement and determine any mechanical effect this growth mechanism has on the sediment and the subsequent effect of hydrate dissociation leaving a sediment framework in an unstable configuration. Hydrate formation within fine-grained clay sediments has proven difficult, with success in only one sample. Previous research has noted hydrate formation inhibition within fine-grained sediment (Clennell et al., 2000; Anderson et al., 2007), and our experiments certainly seem to support this conclusion.

5.3.4 Significance of experimental results

5.3.4.1 Storage of CO$_2$

Precipitation of dissolved salts can occur in and near the well during the operation of natural gas storage aquifers and reservoirs if saline groundwater is present (Lorenz & Muller, 2003). This can reduce the performance of the well bore and cause considerable problems, and is usually solved by the injection of water down the well (Lorenz & Muller, 2003). The storage of CO$_2$ within aquifers and reservoirs would be
subject to similar problems, as injection procedures would rely upon the implementation of similar infrastructure. Storage conditions are likely to lie part way between those used for short-term laboratory studies, and those involved in natural long-term methane hydrate formation, therefore precipitation of salts may occur in some parts of the storage system. Should CO$_2$ storage as a liquid and hydrate be actively considered, it would be necessary to take into consideration the precipitation and inclusion of salt during rapid formation for further conceptual development. Hydrate formation in this type of artificial environment may be very rapid, and could lead to a brine rich system; therefore minerals associated with an evaporite basin may be present, such as gypsum, halite, and anhydrite. Mineral precipitation may also impede CO$_2$ fluid flow in the system, possibly resulting in the migration of CO$_2$ fluid in different directions, and should be considered in storage system models. In addition, the inclusion of salt during formation may influence the stability of the hydrate, possibly reducing the hydrate stability zone, therefore reducing the volume of predicted suitable storage sites.

Although salt inclusion may have an influence on stability, the precipitation of salt between hydrate crystals actually reduces permeability, filling interstitial pore spaces, effectively improving the potential sealing capacity of the CO$_2$ hydrate layer above the liquid CO$_2$ store.

This study has also shown pore-filling cementing sediment-hosted hydrate formed within water rich environments, blocking CO$_2$ transport, sealing the system and impeding further hydrate growth. The formation of hydrate in upper sediment layers prevented hydrate formation below, leaving the remaining sediment un-cemented. This supports previous research on CO$_2$ hydrate as an effective trapping mechanism (Kiode et al., 1997; Someya et al., 2006), although the evidence for this sealing capacity in this study is only qualitative and further quantitative investigations would add to results.

The proposed cool carbon dioxide storage method would consist of an underground store of liquid CO$_2$, contained below a natural (clay) cap-rock with further sealing provided by a cap of overlying sediment-hosted CO$_2$ hydrate (see Chapter 2 for further details). Within this investigation CO$_2$ hydrate has been seen to have grown into clay sediment, from a higher porosity sand layer (sample 4). The hydrate appeared to have
displaced the clay sediment as it formed, which could have an effect on a clay cap-rock within a storage system. However, hydrate only seems to form within the first <5mm if the clay, and formation within fine-grained clay sediment appeared to have been relatively difficult (sample 4 is the only example, showing hydrate within clay) therefore this suggests any effects of hydrate formation in the cap-rock would be minimal.

5.3.4.2 Desalination

There are many desalination systems being researched to provide fresh drinking water from natural seawater. One such system involves the formation of CO\textsubscript{2} hydrate, believed to exclude salts during formation, and known to form relatively rapidly under relatively low pressure temperature conditions, reducing costs. However, in static CO\textsubscript{2} hydrate systems the desalination efficiency may be limited if salt is included within its structure, as shown within this study. Although there appears to be no reported high magnification imaging of hydrate produced during desalination to identify salt precipitation and inclusion, it has been noted that salt does appear to be trapped within the hydrate formed in static desalination systems (Tatro, 2006). During research at Marine Desalination Systems it was discovered on melting the formed CO\textsubscript{2} hydrate, what should have been pure melt-water was actually salty; with decreasing salinity as melting progressed towards the centre of the hydrate mass (Tatro, 2006). The images obtained during this study may aid the understanding of salt trapping during hydrate formation and influence the precise methodology adapted if using hydrate as a desalination agent.

5.3.4.3 Natural hydrate

Solute exclusion into surrounding pore waters during hydrate formation has been well documented, in both natural hydrates and artificially created laboratory hydrates (Torres et al., 2004; Teichert et al., 2005). However, in the natural environment, over time, diffusion and advection processes are generally believed to remove these excluded brines away from the localised point of hydrate formation. An exception to this rule is natural hydrate formation at Hydrate Ridge, Cascadia Margin, where there has been evidence of trapped brines from expedition data within the hydrate-forming zone.
(Torres et al., 2004; Milkov et al., 2005). Salinity/Chlorinity determination from recovered sediment/hydrate cores is difficult as hydrate dissociation on warming samples results in the release of pure water trapped within the hydrate structure, causing the freshening of pore waters. Using geochemical mass-balance calculations, the pressure of initial gas release from a core retrieved during Cascadia Margin ODP Leg 204, and chlorinity measurements from the inner and outer barrel of the ODP Pressure Core Sampler (PCS), an in-situ salinity approaching or exceeding 105 g/kg has been estimated (Milkov et al., 2005). This would indicate an in-situ brine of 3x standard seawater salinity (35 g/kg). The observed increase in chlorinity at Hydrate Ridge, particularly in near surface sediments, has been explained by rapid gas hydrate crystallization (Torres et al., 2004; Milkov et al., 2004). Cascadia Margin represents an area of numerous active cold vent sites, with significant quantities of gas and fluids moving upwards through fault related conduits into the water column above (Riedel et al., 2006). Such geological processes cause intermittent rapid transport of gas and fluids into the hydrate-forming zone (Riedel et al., 2006), and with little overburden in near surface sediments this allows for rapid crystallisation of gas hydrates. See chapter 6 for further information on Cascadia Margin hydrates.

Within the well-controlled experiments of this study very rapid CO₂ hydrate formation can be clearly demonstrated. This very rapid formation caused interstitial pore water solutions to reach salt saturation. Therefore, rather than trapped brine pockets present within the hydrate, as in Cascadia Margin natural core samples, interstitial precipitated salt fabrics and salt inclusions were present. Under the experimental pressures and temperatures used to create these hydrate samples, salt saturation would occur when solute concentration reached approximately 26%w/w (as calculated from EQ3/6 based on a NaCl system). The seawater solution used in each experiment had a solute concentration of 3.5%w/w. If half of the water, surrounding growing hydrate crystals, was consumed (50%), the solute concentration would double to 7%w/w. With continuing hydrate growth, ~85.7% of water would need to be consumed to reach halite saturation of 26%w/w ((87.5-75/14)*12). However, this need not be the bulk water present, but the localised water present between surrounding growing hydrate crystals.

Assuming a halite saturation of 26%w/w it is possible to estimate whether it would be possible to form pure methane hydrate in the natural environment at salt saturation.
Using the thermodynamic computer program CSMHYD.EXE (Sloan, 1998) methane P-T stability conditions have been predicted for formation of gas hydrate in solutions of varying salinities (NaCl system) (Figure 5.17). A significant decrease in hydrate stability can be seen to occur with increasing salinity. However, at salinities of salt saturation (26%w/w) methane hydrate does still appear to be stable within P-T conditions seen in deep ocean sediments. Between c. 2000 m and 4000 m water depth, and temperatures between 0 °C to 4 °C methane hydrate could be stable with NaCl-saturated brine, therefore natural rapid hydrate formation may be possible at salt saturation, and so it seems plausible that similar salt structures forming as a consequence of rapid hydrate crystallization could occur naturally.

![Figure 5.17](image)

**Figure 5.17.** Pressure (depth) - Temperature pure methane hydrate stability plot derived from CSMHYD.exe (Sloan, 1998) for varying halite concentrations, highlighting the pressure temperature region where methane hydrate could be stable at halite saturation.

### 5.4 Conclusions

- Carbon dioxide hydrate samples have been formed in a variety of sediments and water solutions, within a well-controlled laboratory environment and subsequently analysed by cryogenic-BSEM and EDXA.
• To help to distinguish between hydrate and ices, a number of control experiments have also been imaged revealing the presence of different morphologies of ice and hydro-halite.

• Experimental samples have shown different hydrate morphologies resulting from different formation conditions, with the primary supply of components altering the rate of formation. These morphologies include:
  - euhedral crystalline hydrate
  - acicular hydrate
  - ‘melt-structure’ or granoblastic hydrate
  - ‘holey’ hydrate or micro-porous hydrate
  - ‘vesicular’ hydrate
  - ‘pea-pod’ hydrate

• CO₂ hydrate/sediment interactions also appear to alter with different formation conditions. Within CO₂ rich environments the hydrate always appears to form around the sand grains cementing the grains together. Within water rich environments hydrate is mainly seen to form as pore-filling cement, completely filling pore spaces sealing the system from further CO₂ access, but is also seen as sediment displacing hydrate, pushing the sediment grains apart during formation though this form was mainly restricted to clay sediment.

• In addition to different hydrate morphologies and hydrate/sediment interactions these investigations have also revealed interesting salt (halite) fabrics differing with hydrate formation mechanisms, which to my knowledge have never before been recorded in previous research.

• Hydrate samples seem to show halite deposited along crystal boundaries and as solid inclusions within the hydrate crystals, with different salt fabrics and hydrate morphologies associated with different growth rates and conditions.
- Salt inclusion seems to have occurred as a consequence of very rapid hydrate formation, concentrating the surrounding solution until halite saturation was reached, and leading to salt precipitation.

- Salt inclusion during rapid hydrate formation may have important implications for carbon storage as a liquid and hydrate, static desalination systems and natural hydrate research.

- Further investigation of pore-scale formation processes and an increased number of samples formed under various known pressure and temperature conditions, within a variety of known sediments, and a range of water solutions, would greatly improve these results, with the aim of fully understanding the processes involved in the formation of different hydrate morphologies, salt fabrics, and the causes of different sediment/hydrate interactions.
CHAPTER 6

Laboratory Investigation of Natural Methane Hydrate
6. **Laboratory investigation of natural methane hydrate**

6.1 Introduction

Although the majority of this thesis is aimed at the study of carbon dioxide hydrates, to scope the suitability of CO₂ storage as a hydrate it is important to understand the formation of sediment-hosted CO₂ hydrates (see Chapter 5). Hydrate formation conditions and formation rates within the proposed storage system are likely to lie somewhere between the artificial laboratory conditions and those seen in the natural environment. It is difficult to reproduce an exact representation of the natural environment in the laboratory; therefore natural in-situ hydrates can provide pivotal information. Unfortunately, there are very few natural CO₂ hydrates on Earth, with the only known example in the Okinawa Trough, offshore Japan (Sakai et al., 1990); therefore natural methane hydrates provide a suitable alternative, although processes may be a little different. An excellent opportunity to study natural hydrates arose during this study and these results are presented in this chapter.

Natural sediment-hosted methane hydrate accumulations show different forms (see Chapter 2), ranging from layers and lenses, to veins and disseminated (Holditch et al., 2006), varying with the primary supply of components, and explained by the requirement of the hydrate system to minimize mechanical and surface energy (Clennell et al., 2000). Natural hydrates are known to form preferentially in sediments with higher porosity, larger pore-sizes, and high permeability, but have been found in sands, muds and clays (Makagon, 1981; Kvenvolden, 1993).

Though research into natural methane hydrates is extensive their formation within sediments remains poorly understood, and there is considerable debate on formation processes, such as whether hydrate forms within pores, or around sediment grains. CO₂ hydrate research within this study has certainly shown evidence for growth within pore-spaces, as well as around sediment grains (see Chapter 5). The SEM has been proven to be useful for non-invasive imaging of natural methane hydrate samples (Stern et al., 2004; Stern et al., 2005). This study of natural hydrates uses cryogenic-BSEM techniques previously used in CO₂ hydrate studies (which has been seen to be a
valuable investigatory tool for pore-scale analysis; Chapter 5) to investigate natural methane hydrate samples obtained from Cascadia Margin, offshore Oregon.

During the course of this PhD research Dr Peter Jackson of the BGS (British Geological Survey) was a participant on IODP Expedition Leg 311, which had a scientific goal of understanding the hydrate formation and fluid flow processes at Hydrate Ridge, Cascadia Margin, offshore Oregon. As a consequence of Dr Peter Jackson’s participation the BGS successfully acquired two samples from the Expedition. After core retrieval the two core samples were cryogenically frozen on board ship and cryogenically dry-shipped from the US to the UK for further study.

This chapter introduces the oceanographic and geological setting for the Cascadia Margin, providing specific site location details for the two natural methane hydrate cores under investigation, and presents the findings from investigation of the two cores: U1327C and U1328B (conducted jointly with the BGS). The initial observations and sub-sampling of the hydrate cores were made by Dr Christopher Rochelle and Mr Anthony Milodowski from the BGS. Further sub-sampling and analysis were conducted jointly between me and the BGS.

6.2 Cascadia margin

6.2.1 Oceanographic Setting

The Cascadia Basin lies in the Northeast Basin of the North Pacific Ocean, off the continental slope of the mid-North Pacific US coastline, extending westward from the base of the Cascadia accretionary prism, offshore Oregon, to the edge of sediment onlap onto juvenile basement of the Juan de Fuca Ridge, reaching an approximate total surface area of 170,000 km$^2$ (IODP, 2006). The Strait of Juan de Fuca connects inland waters of western Washington and British Columbia to the Pacific Ocean, and the Strait of Georgia merges into the eastern end of the Strait of Juan de Fuca between Vancouver Island and mainland British Columbia. The maximum water depth in the Basin is 2930 m, and it widens and slopes to the south with a seafloor gradient of 1:1000.
The Cascadia Basin is affected by several currents, which influence regional patterns of sediment dispersal. In surface waters the North Pacific Current approaches North America from the central Pacific and splits into the north-flowing Alaskan Current and the south-directed California Current (IODP, 2006; Tomczak & Godfrey, 1994). During winter the Davidson Current also flows northward over the Oregon/Washington margin, and merges with the eastern edge of the Alaska gyre. The bottom water circulation within the region is still fairly poorly understood (IODP, 2006), but is known to be sluggish. Water masses in the area include Subarctic upper water, Arctic Intermediate water, and Eastern North Pacific Central Water (Tchernia, 1980; Open University, 1995; Tomczak & Godfrey, 1994), which fills the water column to the ocean floor.

6.2.2 Geological Setting

Hydrate ridge is a 25 km long, 15 km wide accretionary ridge on the Cascadia Margin, approximately 100 km west of the Oregon coast (Milkov et al., 2004). This accretionary prism is part of the Cascadia subduction zone. The Juan de Fuca plate converges nearly orthogonally to the North American Plate at a rate of approximately 45 mm/year (IODP, 2006; Riddihough, 1984). To the seaward side of the deformation front the Cascadia basin consists of pre-Pleistocene hemi-pelagic sediments overlain by a rapidly deposited Pleistocene turbidite for a total sediment thickness of about 2500 m (IODP, 2006; Riedel et al, 2006). Most incoming sediment is scraped off the oceanic crust and folded and thrust upward to form elongated anticlinal ridges, with elevations as high as 700 m above the adjacent basin (IODP, 2006; Riedel et al, 2006). The thrust faults near the deformation front almost completely penetrate the entire sediment section (Davis and Hyndman, 1989; IODP, 2006). Active cold vent sites dominate hydrate ridge, with these vents associated with fault-related conduits for focussed fluid and/or gas migration (Riedel et al., 2006). Gas vents, authogenic carbonate build-ups, gas hydrate outcrops, and chemosynthetic communities on the seafloor attest to an area of gas-charged sediment where fluids and gases migrate in the subsurface (Milkov et al., 2004).
6.2.3 Specific site location details

6.2.3.1 Site U1327

IODP site U1327 is located near ODP Leg 146 889/890 at 48°41.8889'N, 126°51.9142'W (Figure 6.1; Westbrook, Caarson, Musgrave et al., 1994; IODP, 2006), at the mid-slope of the accretionary prism over a clearly defined BSR estimated at 223 mbsf (mbsf is meters below sea floor) (Riedel et al, 2006), in water depth of 1304.5 m. The site is characterized by ~90 m thickness of slope-basin sediments underlain by a thick section of accreted sediments. In a 300 m thick recovered sediment section, mouse-like sediment textures related to the presence and dissociation of gas hydrate were detected to a maximum depth of 161.85 mbsf (Riedel et al, 2006). From 128 mbsf to the depth of the BSR the chlorinity and salinity profiles indicate freshening as a result of hydrate dissociation during the core recovery process (Riedel et al, 2006). Chlorinity values as low as 70 mM (salinity ~37 ppm) correlated to individual sandy turbidite layers, and such values are predicted to be the equivalent of ~80% gas hydrate concentration within pore spaces (Riedel et al, 2006).
The predominant hydrocarbon gas found in the cores from this site was methane, although there was an increase in ethane concentrations from the stratigraphic section overlying the predicted depth of the BSR (Riedel et al, 2006).

6.2.3.2 Site U1328

IODP site 1328 is located within a seafloor cold vent field, consisting of at least four vents associated with near-surface faults, at 48°40.0479'N, 126°51.0564'W (Figure 6.1), water depth 1267.8 m. The cold vents are characterized by seismic blank zones, between 80 m and several 100 m wide, and show an east-west trend identified by 3D seismic imaging (Riedel et al., 2002). The most prominent vent in the field, referred to as the Bullseye vent, was the target of this site, and has been the subject of intensive research (Riedel et al, 2006). The site is different from all the other sites visited during Leg 311 expedition, as it represents an area of active, focussed fluid flow. Five holes were cored at 1328. Hole A was dedicated to LWD/MWD (Logging While Drilling/Measuring While Drilling) measurements, Hole E was used to carry out a VSP (Vertical Seismic Profiling). A 300 m thick sequence of Quaternary (0 to <1.6Ma) slope and slope basin sediments was recovered at B, C, and D, and divided into 3 lithostratigraphic units (Riedel et al, 2006).

Massive gas hydrate was recovered from near the seafloor, and evidence for hydrate was found in the recovered cores. The chlorinity profile for this site shows four distinct zones. In the upper ~40 mbsf, a significant increase in chlorinity is seen, with maximum values exceeding 850 mM (Riedel et al, 2006). This increase has been interpreted to imply salt exclusion during in situ gas hydrate formation, which has not been removed by advective or diffusive processes (Riedel et al, 2006). The second zone (~40 mbsf - ~150 mbsf) show linearly decreasing chlorinity values (ranging from 538 to 570 mM). The third zone (~150 – 250 mbsf) shows fresher values (as low as 348 mM) suggesting gas hydrate presence and dissociation immediately prior to analysis. In the deepest zone, below 250 mbsf, the chlorinity values remain relatively constant at 493 mM (± 3 mM) (Riedel et al, 2006).
The predominant hydrocarbon gas found in the cores from this site was methane, although concentrations of ethane, propane, and isobutene were also found, increasing in cores cross-cutting the predicted depth of the BSR (Riedel et al, 2006).

6.3 Initial observations of hydrate cores

The deeply frozen hydrate cores were cut part way along their full length using a circular saw with a reciprocating action, and then split in half using a hammer and chisel. Images of the two cores and initial visual observations are provided in the following sub-sections.

U1328B

This core, from a hydraulic piston corer, was 16.5 cm in length and cutting revealed hydrate masses lying below the surface layers of frozen sediment. Spherical voids were also present along the edges of the core, presumed to be in situ gas bubbles, or degassing sites on sample recovery. Splitting the core lengthways identified the sediment and hydrate distribution (Figure 6.2). The outer 1 cm of each half showed signs of disruption from initial coring and subsequent core cutting. The top 3 cm consisted of green/grey silt, within which very little hydrate was identified. The remaining length of the core consisted of an organic/sulphur rich black mud. Between 3 and 8.5 cm lay a hydrate rich zone, containing brecciated hydrate and hydrate pods up to 2.5 cm wide. Thinner brecciated hydrate layers were present below this hydrate rich zone, with the exception of a few larger hydrate pods present at approximately 13 cm (c.1.5 cm thick).

Sub-samples taken along the core were representative of each different hydrate zone, 5 from the hydrate rich zone, 3 from the central brecciated sheet zone, and 1 from the larger pods present in the bottom layer (Figure 6.2).
This core came from a rotary sampler approximately 162-171 m below the seafloor at site 1327. The core was 18.5 cm in length and when cut there was no easily identifiable hydrate present. There was some evidence of disruption along the edges of the core, up to approximately 2 cm of the total diameter. The top of the core (<4.8 cm) consisted of contorted silty/sandy clay laminae fining upwards. Lying below this zone (>4.8 cm<6.5 cm) was more uniform muddy green sandy sediment with a coarse sand base consisting of dark laminations between 1 and 2 millimetres thick (Figure 6.3). Directly below this coarse base consisted of massive fine olive clay. Sub-samples were taken from each of these horizons, with a total of three.

On warming small chips of this core, very few bubbles were seen, suggesting there was a possibility of no hydrate being present in the core at the time of observation, which has been confirmed by subsequent SEM imaging (see section 6.4)
Figure 6.2(a) Digital image of the split 1328B core. BGS copyright. (b) Annotated digital image of the split 1328B core, showing the 2 halves used for sub-sampling. Well preserved white hydrate pods and lenses can be seen throughout the core, separated by muddy and silty sediment.
Figure 6.3(a) Digital image of the split 1327C core. BGS copyright. (b) Annotated digital image of the split 1327C core, showing the 2 halves used for sub-sampling. No easily identifiable hydrate could be found in the core, with silty/sandy clay laminae forming the top of the core and more uniform sandy mud below, with a coarse sandy base.
6.4 SEM imaging

As with laboratory grown carbon dioxide hydrate samples (see chapter 4 for methods used for analysis), the Cascadia Margin natural methane hydrate samples have been cryogenically frozen, cleaved to form sub-samples, and analysed using a cryogenic BSEM. Imaging and analysis under the BSEM has revealed fascinating detailed results about these natural hydrate samples. Comparison with previous understanding of the processes involved in the formation of laboratory grown carbon dioxide hydrates in a controlled environment, has allowed greater understanding of active natural hydrate formation at Cascadia Margin.

Four samples from core 1328B have been analysed (2, 4, 6, 9) representing different hydrate bearing zones, and one sample from core 1327C (2). The sub-samples from 1328B show very similar hydrate morphologies and structures, with each subsequent SEM sample confirming the same resulting formation patterns and textures; therefore each sample has not been described separately as in the previous chapter.

6.4.1 Natural methane hydrate morphologies and related salt fabrics

There appears to be three major different morphologies present in the natural methane hydrate samples: ‘micro-porous’ or ‘holey’ hydrate with very little salt present, ‘dense’ or solid hydrate with no precipitated salt, and ‘crystalline hydrate’ with a larger quantity of interstitial precipitated salt. Additionally, within the clay rich sediment there are other morphologies present including ‘aciccular’ hydrate (Figure 6.4c), hydrate ‘laminae’ (Figure 6.4d), hydrate ‘pods’ (Figure 6.5b), and ‘vesicular’ hydrate (Figure 6.5c). Similar morphologies have been seen previously in imaged samples of laboratory grown carbon dioxide hydrate (see chapter 5).

One of the dominant morphologies – ‘micro-porous’ hydrate also appears to have two slightly different forms. A gas rich form, where there appears to be many trapped gas bubbles within the hydrate (Figure 6.4a; 6.5a), and a crystalline ‘mush’ with gas filled intergranular pore spaces created by euhedral hydrate crystal contact points (Figure
6.4b; 6.5d). These two forms may represent different stages of growth and dissociation (see discussion 6.5).

![BSEM images showing different forms of methane hydrate](image)

**Figure 6.4** (a) BSEM image showing a contact zone between ‘dense’ methane hydrate and gas-rich ‘micro-porous’ methane hydrate, with increasing trapped gas bubble size away from the contact zone. (b) BSEM image of ‘crystalline’ methane hydrate showing interstitial precipitated salt along grain boundaries. (c) BSEM image of ‘acicular’ methane hydrate formed within fine-grained sediment. (d) BSEM image showing methane hydrate ‘laminae’ within fine-grained sediment.

The micro-porous hydrate appears to be layered with the dense hydrate. The dense hydrate appearing as nodules with very little microstructure surrounded by the highly micro-porous hydrate. Additionally, the trapped gas pockets or ‘bubbles’ appear to increase in diameter away from the dense hydrate nodules (Figure 6.4a), with a series of very fine rounded gas bubbles on the contact between these two forms, growing and elongating away from the contact.
Within the samples are a series of crosscutting gas filled channels, some annealed, some partially annealed and some fully open. Surrounding these channels is a larger crystalline hydrate form, separated by precipitated salt filling the inter-granular porosity. This larger crystalline form, the micro-porous form, and the dense form create repeating patterns throughout the hydrate samples, all of which appear to be well preserved. This repetition in addition to the nature of the salt precipitated within the hydrate samples has allowed formulation of a picture of hydrate formation and growth processes at this particular natural site (see discussion 6.5).
Within the sediment rich zones in the samples there are various other hydrate forms. Rapid growing acicular hydrate can be seen to enter the sediment (Figure 6.4c), and hydrate laminae (Figure 6.4d) appears to brecciate the clay-rich sediment, forcing the sediment apart as it forms. ‘Pods’ of hydrate also appear to force the sediment apart forming from isolated crystals (Figure 6.5b). Vesicular hydrate appears to be present in open pore spaces growing into gas filled cavities (Figure 6.5c), which is similar to a form seen within laboratory grown carbon dioxide hydrate.

No hydrate has been discovered in the imaged sub-sample from the second core acquired from IODP 311. This sample contained a sandy matrix with frozen interstitial water filled pores. This frozen water ice forms cement supporting the sandy sediment grain matrix, and takes the form of ‘bubbly ice’ consisting of many trapped gas bubbles frozen within the ice (Figure 6.6a, b). Interestingly there appears to be a considerable quantity of pyrite within this sample (approximately 5%), which although seen in the other core, seems to be clearer in the second core.

**Figure 6.6(a)** BSEM image of ‘bubbly’ ice from 1327C. Small proto-pyrite-framboids can be seen within the sample. **(b)** BSEM image of ‘bubbly’ ice, from 1327C, surrounding and filling a foraminifera.
6.4.2 Natural methane hydrate salt fabrics.

Before describing the salt fabrics within the samples, it is important to note that these salt fabrics are not believed to have formed in-situ. These salt fabrics represent cryogenically-frozen brine and result from the sampling and preservation processes deployed. This differs from the in-situ precipitated salt interpreted during analysis of laboratory formed carbon dioxide hydrate due to the inclusion of salts during hydrate growth (see Chapter 5).

As previously mentioned the sub-samples show well preserved hydrate with a series of channels running through the hydrate, some open and some partially annealed. These channels are surrounded by salt (Figure 6.7), shown in the image as bright white areas, darker areas represent empty spaces, and lighter grey areas are methane hydrate. These salt fabrics appear to line the channels and exist within the hydrate surrounding the channels filling inter-granular pore spaces between the hydrate crystals. X-ray analysis (EDX) of these fabrics identify Na, Cl and K peaks, as well as Ca, therefore providing evidence for a range of salts and clays present in the fabrics. In the area surrounding the channel the hydrate appears fairly dense, with larger crystals, as we move down into the sample the hydrate becomes porous, and the salt concentration decreases. Lying below the micro-porous hydrate is a very dense hydrate, with no visible salt present.

The sample was gradually ablated under the BSEM by slowly warming the sample stage (see Chapter 4 and 5) to reveal hidden information below surface layers, and as the hydrate began to dissociate salt structures become clearer and their distribution more apparent (Figure 6.8). Salts are seen to form a complex salt fabric, identifying a complicated pore network between hydrate grains. The hydrate lying near the main open micro-channel contained the greatest concentration of salts, which surrounded each hydrate grain. Further away from the channel the salt concentration decreases and the salt fabric changes, from a well-structured ‘honeycomb’ network to a more fibrous structure in the porous hydrate, to a very minimum concentration in the dense hydrate. This may indicate some relationship between the salt structures present and the formation of the hydrate, or possibly just how well the brine pore-waters could access intergranular spaces between the hydrate.
Figure 6.7. BSEM of methane hydrate sub-sample from 1328B, showing the distribution of different hydrate morphologies present within the sample, formed around micro-channels (some open and some partially annealed).

To gain a better understanding of the structure of these salt fabrics clearly visible after gas hydrate dissociation, a series of 3D images were taken. By tilting the sample stage at known incremental angles, composite images were taken to construct stereoscopic images. These were then imported into a freeware software Callipygian 3D to create red and green 3D images visible through standard 3D viewers (supplied at the back of this thesis). Visualisation in 3D allows full understanding of the depth of the sub-samples and the intricate, delicate salt fabrics present. Figure 6.9(a) highlights an area with dendritic salt crystals surrounding spaces once filled with methane hydrate crystals. Additional images show low magnification images of the remaining sample after full ablation (Figure 5.9b, c). These 3D images allow easier visualisation of different salt fabrics present in the sample, relating to the distribution of the various forms of hydrate and the sediment distribution.
Figure 6.8 (a) BSEM of sample area shown in Figure 6.7 after partial sample ablation revealing inter-granular salt (brine) filled pore networks, and different salt concentrations and distributions present within the sample. (b) BSEM higher magnification image of the inter-granular pore networks. (c) BSEM image showing revealed salt between ‘dense’ hydrate after partial sample ablation. Higher salt concentrations can be seen around micro-channels between nodules of ‘dense’ hydrate.
Figure 6.9 (a) 3D BSEM of dentritic salt crystals which have formed ‘honeycomb’ salt fabrics representing brine filled inter-granular pore-networks between euhedral and subhedral methane hydrate crystals. (b) Lower magnification 3D BSEM image showing ‘honeycomb’ salt fabrics (lower half of image) and their relation to the underlying fine-grained sediment (upper half of image). (c) Lower magnification 3D BSEM image showing different salt fabrics revealed after sample ablation.
6.5 Discussion

There appears to be three main forms of distinguishable hydrate forms present in the sub-samples from the 1328B core, each expressing different quantities/relationships with the precipitated salt (brine) fabrics present: massive hydrate with no salt present, micro-porous hydrate with very little precipitated salt present and dense crystalline hydrate with considerable quantities of precipitated salt crystals filling intergranular interconnected pore spaces. Running throughout the hydrate samples are cross-cutting micro-channels, some open (now gas filled), some partially annealed, which seem to be lined with water ice and precipitated salt. The position of these hydrate forms in relation to one another, appears to create a repeating pattern (Figure 6.10). The densely packed crystalline hydrate with large quantities of pore-filling salt is present on either side of the micro-channels. Directly surrounding the crystalline hydrate is the micro-porous hydrate giving the appearance of a crystalline 'mush'. The furthest away from the micro-channels, lying beneath and within the micro-porous hydrate, is the massive hydrate found to contain no salt after ablation.

The delicate salt structures seen represent brines present in the recovered samples. Subsequent cryogenic freezing causes the formation of ice, or hydrate, further concentrating the brines present, causing the precipitation of salts at saturation.

There has been some debate about the formation of highly saline pore waters during hydrate formation, and the hydrate formation processes causing a positive chloride anomaly measured at Cascadia Margin (Haeckel et al., 2004; Torres et al., 2004; Milkov & Xu., 2005). It is understood the formation of hydrate and ice, causes salt exclusion into surrounding waters, creating highly saline waters surrounding the zone of hydrate formation. However, Cascadia Margin represents a natural region of very rapid hydrate formation, and we appear to have captured recently formed well preserved hydrate, with trapped brine fluids within the hydrate mass. Although it is assumed natural diffusion will remove the brine fluids over time, the hydrate captured appears to have formed recently and rapidly, and the process of natural diffusion has not had time to remove these fluids. However, it is possible that these brines present within the samples have entered the inter-granular matrix after hydrate formation, though this is less likely due to the seemingly well-preserved nature of the natural methane hydrate.
Figure 6.10(a) Combined panoramic BSEM image showing a full c.12 mm methane hydrate sample (part of which has been seen previously in Figure 6.7). (b) Annotated full scale sketch of (a) showing the distribution of different methane hydrate morphologies, different salt fabrics and the fine-grained sediment. ‘Micro-porous’ hydrate can be seen to surround ‘dense’ hydrate, and ‘crystalline’ hydrate with inter-granular salt fabrics can be seen to surround the main micro-channels which almost run across the full length of the sample.

Very similar salt fabrics have been seen in laboratory grown carbon dioxide hydrates formed within pressure vessels under controlled pressure and temperature conditions (Chapter 5). These carbon dioxide hydrates formed very rapidly, and due to the static formation conditions, any brine fluids present could not diffuse away. When cryogenically frozen and imaged these hydrates show complicated salt fabrics, which differ according to formation conditions. Figure 6.11a shows ice pseudomorphs replacing CO$_2$ hydrate on sample ablation (darker areas) surrounding quartz grains in
natural sediment (large, bright areas). Honeycomb salt structures appear etched out of the sample as ice replacement occurs. These distinct salt structures are associated with slightly slower hydrate formation, with well defined crystal boundaries. However, Figure 6.11b shows salt structures associated with very rapid hydrate formation, with hydrate crystals growing as acicular needles including salt/brine within its structure, as growth is too quick for adequate exclusion, and hence forming at salt saturation. These hydrate needles formed within a water layer above sediment, and the needles formed rapidly advancing into sediment directly below.

The salt; included within the hydrate in the formation of these carbon dioxide hydrate samples, indicate hydrate formation at salt saturation. However, there is no evidence to suggest formation at salt saturation in the natural methane hydrate samples, as no salt can be seen to be included within the hydrate crystals. The salt precipitated in the Cascadia Margin samples only appears along crystal boundaries, therefore leading to the conclusion that the precipitation of salt is simply a consequence of cryogenic freezing of trapped brines, and the quantity of salt present represents the salt concentration within these brines. The absence of included salt in the hydrate crystals also indicates the rate of growth is slower than in the majority of the imaged artificially formed carbon dioxide hydrate samples (see Chapter 5) (though slower grown 6.11a expresses very similar salt fabrics to those seen in the Cascadia Margin samples).
Figure 6.11(a) BSEM image of pore-filling ice pseudomorphs of CO$_2$ hydrate enveloping a sand grain with pronounced intergranular honeycomb salt and clay fabrics between hydrate crystals after ablating to -100 °C. (b) BSEM image of acicular carbon dioxide hydrate formed within a water-rich environment after raising the temperature to -85 °C and ablating some of the hydrate sample. Grey regions represent CO$_2$ hydrate and ice, and white regions the delicate 3D salt skeleton revealed after ablation.

The comparison with artificial samples, which were formed under controlled laboratory conditions, allows us to understand the natural system as well as reaffirming conclusions made for carbon dioxide hydrate samples, and they do show comparable salt fabrics.

In addition a second natural hydrate core sample, U1327C, from Hydrate Ridge, Cascadia Margin, has been imaged, which on core recovery was assumed to contain disseminated hydrate throughout due to the presence of ‘mouse-like’ textures (often associated with hydrate dissociation). When imaged the sample contained ice (see Figure 6.6 and 6.12), presumably due to subsequent handling of the samples after recovery, causing the finely disseminated hydrate to dissociate. However, the ice present in sub-samples from this core did not show any evidence of salt being present (Figure 6.12). The absence of salt in this core provides evidence for the conclusion that hydrate was present, and has dissociated, flushing the sediment with fresh water. The absence of salt also indicates the finely disseminated hydrate was a slower forming older morphology, allowing diffusion to take effect and remove brines from the pore waters.
The distribution of salts (principally halite) in relation to the micro-channels and the different natural methane hydrate morphologies within the sub-samples of 1328B, allows the formulation of a hypothesis to explain the formation of hydrates at this particular site. The absence of salts in the more massive ‘dense’ hydrate suggests this is an older, slower forming morphology, where excluded salt has been removed by natural advection and diffusion processes. Images show evidence for a reaction front along the edges of this massive hydrate where it contacts the ‘micro-porous’ form (see Figure 6.4a). This contact zone shows trapped gas bubble frozen within the hydrate, increasing in size away from the more massive ‘dense’ hydrate. This gas rich hydrate zone indicates partial dissociation. The ‘micro-porous’ hydrate surrounds the ‘dense’ hydrate, and contains very little precipitated salts, which can only be seen on sample ablation. This appears to be a secondary, younger, hydrate morphology formed after

Figure 6.12. BSEM image of a sub-sample from U1327C, showing a sandy matrix filled with gas-rich ‘bubbly’ ice thought to represent disseminated methane hydrate prior to sample handling during recovery. Pyritic proto-framboids are seen to be dispersed throughout the sample. There is no evidence for the presence of salts.
partial dissociation of the massive ‘dense’ hydrate. The ‘crystalline’ hydrate directly surrounding the existing open micro-channels appears to be the youngest, rapidly forming morphology, with concentrated trapped brines between the crystals.

The open micro-channels are, as previously discussed, lined with water ice and precipitated salt filigree. This provides evidence that suggests these channels have been filled with seawater, or brine at some point in the recent past. It is highly plausible that these channels were in fact filled with gas charged saline fluid, acting as feeder channels to the growing hydrate pods and lenses. On recovery of the sample, the force of depressurisation could have ejected these fluids out of the sample, leaving only trapped brine pockets between crystals. The open feeder channels may have been active at the time of recovery, ‘feeding’ the dense crystalline morphology, with partially annealed channels being their older, inactive counterparts.

The interpretation of these micro-channels being feeder channels may help to explain the relationships between the different morphologies of hydrate present. These different morphologies may represent periods of activity and inactivity of the micro-channels supplying the necessary formation components:

1. Primary methane hydrate formation components are supplied to a sediment horizon via gas-charged fluids within micro-channels, allowing the formation and continued growth of methane hydrate.

2. The supply of necessary methane hydrate formation components stops. This is followed by a brief period of inactivity allowing brines (formed by salt exclusion processes during hydrate formation) to diffuse away from the methane hydrate. The hydrate ages, and forms massive ‘dense’ hydrate.

3. The micro-channels become active again transporting deeper warm, saline fluids into the massive hydrate zone, either through the same micro-channel as before or through one nearby. These warm fluids cause the dissociation of some of the massive hydrate. Dissociation is an endothermic reaction, which consequently leads to a decrease in
temperature, re-creating suitable conditions for hydrate formation, and the methane hydrate reforms rapidly, in some cases trapping gas between the hydrate crystals. These conditions lead to the formation of ‘Holey’ or ‘micro-porous’ hydrate. Micro-channels may then become partially annealed by methane hydrate.

4. The primary supply of components necessary for hydrate formation is re-activated, supplied through micro-channels to the hydrate bearing zone, allowing the rapid formation of methane hydrate. This leads to the formation of ‘crystalline’ hydrate, which is proposed to be the youngest hydrate form.

This hypothesis assumes active dissociation and formation of hydrate in-situ. The Cascadian Margin represents numerous active vent sites where gas-charged fluids and free gas are frequently released into the water column. Rapid transport of methane to near-surface sediments, with suitable pressure and temperature conditions leads to the formation of methane hydrates very near to the ocean floor, where conditions are highly variable. The known rapid passage of fluids and gas bubbles to the ocean floor would support the above hypothesis, creating a variable, active environment for hydrate growth. However, it is also possible; the dissociation front seen within this sample represents sample breakdown during sampling and recovery, and subsequent cryogenic freezing reformed the secondary hydrate morphology seen. This is believed to be unlikely, as pressure conditions on board ship are unsuitable for hydrate formation.

The interpretation of the fascinating detailed information about rates of formation and processes involved in the formation of these natural methane hydrates has been aided by previous examination of salt fabrics discovered in synthetic carbon dioxide hydrate samples. The understanding of hydrate formation at salt saturation has enabled the examination of these natural methane hydrate samples in greater depth and with improved understanding. It is the salt distribution (brine) which provides us with information on the rates of growth, and therefore, it is proposed that salt distribution (brine) be considered in future investigations of hydrate samples (rather than simply the total salt concentration). Although the site these samples have been recovered from is an active, rapidly forming hydrate region, it is quite possible similar sites exist.
elsewhere. Additionally, the examination of these samples and the direct comparison with artificial samples created in the laboratory also supports the use of artificial carbon dioxide hydrates as an effective medium to investigate hydrate formation and dissociation, and the validity of using laboratory investigations as analogies for the natural world.

6.6 Conclusions

- Two natural methane cores (1328B and 1327C) have been sub-sampled and imaged from Cascadia Margin, offshore Oregon during IODP expedition 311. Massive methane hydrate was recovered from site 1328, and chlorinity values obtained on board ship supports the presence of methane hydrate within 1328 samples on recovery. ‘Mouse-like’ textures (often associated with hydrate dissociation) were observed within 1327 after core recovery, and this observation was assumed as evidence to support the presence of disseminated methane hydrate.

- Cryogenic BSEM imaging has revealed a number of different well preserved methane hydrate morphologies and complex precipitated salt fabrics in 1328B

- The salt fabrics seen in the samples are not believed to have formed in-situ, and represent cryogenically frozen brines resulting from the sampling and preservation processes deployed.

- No hydrate or salt fabrics have been observed in 1327C.

- There appears to be three main forms: massive hydrate with no salt present, micro-porous hydrate with very little precipitated salt present and dense crystalline hydrate with considerable quantities of precipitated salt crystals filling intergranular interconnected pore spaces.
• The absence of salts in the massive hydrate indicates this is an older, slower forming morphology, where excluded salts have been removed by natural advection and diffusion processes. The micro-porous hydrate surrounds the massive hydrate, and contains very little precipitated salt. This appears to be a secondary, younger, hydrate morphology formed after partial dissociation of the massive hydrate. The densely crystalline hydrate directly surrounding the open micro-channels appears to be the youngest, rapidly forming morphology, with concentrated trapped brines between the crystals.

• Open micro-channels cross-cut the samples. It is possible these channels were filled with gas charged saline fluid, acting as feeder channels to the growing hydrate pods and lenses. Interpreting these micro-channels as feeder channels may help to explain the relationships between the different morphologies of hydrate present. These different morphologies may represent periods of activity and inactivity of the micro-channels supplying the necessary formation components.

• Interpretation of detailed information about the rate of formation and processes involved has been aided by previous examination of salt fabrics discovered in synthetic carbon dioxide hydrate samples. It is the salt (brine) distribution which provides us with information on the rate of growth, and therefore, it is proposed that salt (brine) distribution be considered in future interpretation of hydrate samples.

• Additionally, the examination of these samples and the direct comparison with artificial samples created in the laboratory also supports the use of artificial carbon dioxide hydrates as an effective medium to investigate hydrate formation and dissociation.
CHAPTER 7

Discussion
7. Discussion

The rationale behind this PhD study is to understand key scientific aspects underpinning the feasibility of carbon storage as liquid CO\textsubscript{2} and CO\textsubscript{2} hydrate within sub-seabed sediments (see Chapter 2). This has been considered by dividing the research into a number of aims to answer specific problems:

- Are there suitable sites offshore Western Europe for carbon storage as liquid CO\textsubscript{2} and CO\textsubscript{2} hydrate?
- What short-term effects will hydrate formation have on the hosting sediment?
- How do sediment-hosted hydrates form?
- Is carbon storage as CO\textsubscript{2} hydrate within sub-seabed sediments a feasible storage method?

Two main investigatory pathways have been followed during this project to meet these aims: the study of hydrate stability through computer modelling (Chapter 3), and the study of hydrate formation within sediments, both in CO\textsubscript{2} hydrates formed within the laboratory (Chapter 4, 5) and in natural in-situ methane hydrates (Chapter 6). The investigation of liquid CO\textsubscript{2} has been limited to computer modelling to scope the potential of this storage approach.

This discussion chapter considers the results from these investigations (reported in previous chapters) and identifies remaining gaps in our knowledge, which could be addressed in further research.

7.1 Are there suitable sites offshore Western Europe for carbon storage as a liquid and hydrate, and if so where are they?

The definitive answer to this question appears to be yes. The collection of pressure and temperature data off the western European continental shelf, and the application of the carbon dioxide hydrate stability model – hydcalcCO2.exe – developed during this project, has determined large regions offshore Western Europe with suitable pressure and temperature conditions for the storage of carbon dioxide as a liquid and hydrate.
(see Chapter 3). The model predicts the base of the CO$_2$ hydrate stability zone could reach a maximum depth of 460 m below the seafloor where water depths exceed 3800 m and temperatures reach a minimum of -0.9 °C in the Aegir ridge, Norwegian basin (assuming a 30 °C/km geothermal gradient). This would mean liquid CO$_2$ could be injected at a depth of greater than 460 m below the seafloor, and a very thick zone above this liquid store (<460 m) would have suitable conditions for the formation of a solid hydrate ‘cap’.

Simple volume calculations predict the carbon dioxide hydrate stability zone to have a total volume of $1.3 \times 10^9$ km$^3$ within the Western European 200 mile economic zone (within the mapped area between 20°W, 30°N to 20°E, 30°N and 20°W, 70°N to 20°E, 70°N). To convert this sediment volume into a potential estimate of carbon dioxide, which could be stored as a hydrate within this zone, it is necessary to make several assumptions (the second and fourth assumptions do not have any physical basis, and have only been estimated to reduce the volume of the hydrate stability zone into a more realistic figure):

- CO$_2$ hydrate density of 1.1 kg/l
- Only 0.1% of the available sediment volume with suitable pressures and temperatures is viable.
- A total of 10% of the sediment volume is available for hydrate formation (10% porosity; assuming 100% hydrate saturation within this volume).
- Only 1% of the CO$_2$ hydrate stability zone is filled by a hydrate cap (assuming 100% hydrate saturation within this volume).

Using these assumptions the total volume potentially filled hydrate reduces to $1.3\times10^3$ km$^3$, equivalent to $1.43\times10^{12}$ tonnes of hydrate which could be deposited offshore Western Europe (within the contoured area). If 30% by weight of this hydrate volume is carbon dioxide, then $4.29\times10^{11}$ tonnes of carbon dioxide could be stored within this volume, or 429 Gt (gigatonnes) of carbon dioxide. Therefore, even if only $1/1000000^{th}$ (0.1% = 1/1000, 10% = 1/10, 1% = 1/100) of the hydrate stability zone within this area was to be filled with carbon dioxide hydrate, as much as 429 Gt of carbon dioxide could be locked away as a hydrate. This represents over 400 years of European emissions from point sources (Holloway et al., 1996).
This estimate is the volume of carbon dioxide, which could potentially be stored as a hydrate, assuming all sites within the hydrate stability zone had suitable sediments for storage. It does not include the storage potential of the underlying liquid carbon dioxide beneath this hydrate ‘cap’, which would be dependant on the specific aquifer volume capacity and the sealing properties of the hydrate ‘cap’. However, the storage capacity of CO$_2$ in its liquid phase would be considerably larger than for CO$_2$ in its hydrate phase. Therefore, there seems to be enormous potential for this storage method. These estimates should however be used with caution as many simplistic assumptions have been used for the calculations used to generate these volumes.

As can be seen in Figure 7.1, the carbon dioxide hydrate stability reaches great depths below the ocean floor (>200 m), very close to shore near Spain, Portugal, and Norway. These offshore regions appear to offer the most suitable conditions for storage as a liquid and hydrate for Western Europe when considering their proximity to the shore. Around the UK the CO$_2$ hydrate stability zone is a considerable distance away from the coast due to shallow seas around the UK, and therefore pipeline cost from onshore CO$_2$ sources may be relatively high.

The physical trapping mechanism of hydrate formation offers many benefits to permanently store this greenhouse gas, however, to fully appreciate the storage methods’ benefits, density must also be considered. Model calculations also predict the density of liquid CO$_2$ to increase rapidly off the continental margin of Spain and Portugal. Within the Biscay Abyssal Plain, the Iberian Basin, the Tagus Basin, and the Seine Abyssal Plain, liquid CO$_2$ below the hydrate stability zone becomes denser than seawater (Figure 3.3.7, Chapter 3). In these regions if liquid CO$_2$ was to be injected into sediments beneath the CO$_2$ hydrate stability zone, the stored liquid CO$_2$ would no longer experience any buoyancy driven upward vertical migration, sinking deeper into the sediments and descending further underground. In this case the formation of hydrate would be dependent on the possibility of CO$_2$ dissolving into the formation pore-waters and rising into cooler sediments via diffusion, acting as a secondary ‘back-up’ trapping mechanism, with dense liquid storage being the primary storage trapping mechanism. Storage as a dense descending liquid plume and as a liquid and solid hydrate appears to offer many benefits over conventional supercritical storage, where CO$_2$ is in a free, highly mobile phase.
Not only does this density increase offer potential benefits over supercritical storage, but storage at lower temperatures than used in conventional warm, deep supercritical storage, would also increase CO₂ viscosity and solubility. For example at a pressure of 100 bar, and a temperature of 30 °C, previous research indicates a CO₂ viscosity of approximately 70 μPa s⁻¹, but at 10 °C this increases to approximately 110 μPa s⁻¹ (Vesovic et al, 1990, Rochelle et al, 2006). This increased viscosity at lower temperatures may slow CO₂ migration, should any occur. CO₂ is relatively soluble in water. Once dissolved in pore-waters CO₂ will no longer be susceptible to buoyancy-driven vertical migration. CO₂ solubility increases with decreasing temperature up to the point of hydrate formation. Therefore, pore-waters underlying the hydrate stability zone may be able to store large quantities of CO₂, as increased solubility could potentially increase the storage capacity of the reservoir (Rochelle et al., 2006). For example, at seawater salinities (35‰) and a pressure of 100 bar (1000 m depth) the solubility is approximately 25% greater at 10 °C than at 30 °C. The solubility of CO₂ also increases with increasing pH, therefore storage in, or near, systems which have the potential to increase pore-water pH by CO₂ fluid-rock interactions would further enhance the storage capacity of the carbon storage reservoir (Gunter et al, 1993; Rochelle et al, 2004; Rochelle et al, 2006). This research study has not investigated the effects of solubility, viscosity, or the longer-term effects on this storage method.

In terms of an efficient trapping mechanism, there appear to be considerable benefits of this storage method over current supercritical storage, and calculations have predicted large regions close to shore with significant CO₂ hydrate stability zone thickness and high liquid CO₂ density. As with all storage concepts economics play a pivotal role in further development. Transport and pipeline costs can be extensive, however some of the regions which appear to have the most suitable conditions for this storage method offshore Western Europe, also appear to have large CO₂ sources located along the coastline. Figure 7.1 shows some of the major CO₂ sources around the coast of Western Europe (Holloway et al., 1996; IEA, 2002). These major CO₂ sources include cement factories, power stations, refineries, ammonia producers and iron, steel and other metal manufacturers. CO₂ emissions are represented as filled circles decreasing in size with decreasing CO₂ emissions (measured in tonnes). Spain and Portugal have many major CO₂ emitters close to the coast where water depths rapidly increase to
depths suitable for storage as a liquid and hydrate. Denmark, Sweden and Norway also have major CO₂ sources close to the Norwegian Deep Channel where suitable conditions exist. Along the west coast of Norway CO₂ sources exist offshore and onshore, very close to or within offshore regions where CO₂ hydrate is stable. These offshore sources mean infrastructure is already in place for initial storage testing, development of the storage method and active storage as a liquid and hydrate.

It is also within the offshore region along the west coast of Norway that CO₂ hydrate is stable yet where methane hydrate is not. Therefore, should this offshore region be considered for this novel CO₂ storage method, there would be no contamination of methane hydrate reserves, which is extremely important if methane hydrate is to be exploited in the future as an energy resource. The quantity of carbon dioxide which could be stored in this offshore region would of course be dependant upon localised geothermal gradient and sediment characteristics. Full exploration of the area would be necessary before injection.

This investigation of hydrate stability zone thickness offshore Western Europe has not considered sediment characteristics. These are extremely important for site selection, as a reservoir with a relatively high porosity, such as a sandstone reservoir would be preferred to maximise the storage potential. It is also important to consider possible errors during predictive calculations of the hydrate stability zone thickness, with the major discrepancy lying in the geothermal gradient used for calculations (see Chapter 3 for details of modelling and contouring errors). A 30 °C geothermal gradient is often used as a global average value determined from many years of research; however, geothermal gradients vary widely, and as this model is highly sensitive to geothermal gradient this is where the largest errors could occur (reducing the hydrate stability zone in areas with a high geothermal gradient and increasing the hydrate stability zone in areas of low geothermal gradient). A detailed map of geothermal gradients for the studied region would greatly improve the calculations; however there appears to be a lack of geothermal gradient data so this may be implausible at this time, and has certainly not been possible within the timeframe of this project.
Figure 7.1. The predicted base to the hydrate stability zone (m) with posted major CO\textsubscript{2} sources along the Western European coastline within close proximity to the CO\textsubscript{2} hydrate stability zone. CO\textsubscript{2} source emissions are in tonnes per year and sourced data was collected between 1996 and 2002 (Holloway et al., 1996; IEA, 2002).

Although the developed model predicts suitable storage sites offshore Western Europe, this does not answer the feasibility of storage as a liquid and hydrate. It appears to offer many benefits over conventional supercritical storage including, increased density, viscosity and solubility; however, the suitability of hydrate as a storage medium within sediments has not yet been considered in this discussion.

Experimental investigation of carbon dioxide hydrate at the micro-scale (see Chapter 5) has been necessary to research hydrate formation within sediments to attempt to comprehend its suitability as a solid trapping mechanism, such as the effect of hydrate formation on the hosting sediments (see section 7.2).
7.2 What short-term effects will hydrate formation have on the hosting sediment? and how do sediment-hosted hydrates form?

A series of laboratory experiments have been conducted in this study to investigate carbon dioxide hydrate formation within sediments. These experiments represent a range of conditions which may be present in a forced storage situation (see Chapter 4 and 5) and include; formation within fine-grained and coarse-grained sediment matrix, within sediment fully-saturated with water; within sediment partially-saturated with water, and within water of different salinity (deionised water and artificial seawater). CO$_2$ hydrate samples formed in the laboratory have been analysed under a cryogenic SEM and images show very detailed relationships between the formed hydrate and the hosting sediment.

Hydrate formed within sediment partially saturated with water (CO$_2$ rich and water limited) appears very crystalline under the BSEM, completely replacing the water meniscus surrounding sediment grains cementing the sediment grains together (Chapter 5.2.2 & 5.2.3). In such water limited systems some porosity remains allowing CO$_2$ to continue to pass through the sediment after hydrate formation with all the water present is replaced by hydrate. This would be unfavourable for a storage situation as open connected porosity may also allow upward vertical migration. The depth of liquid CO$_2$ injection, below the hydrate stability zone, could mean however, that if liquid CO$_2$ was to pass through such open porosity it would simply enter a zone higher into the stability zone and form hydrate. This could impede the escape of CO$_2$, though the system may remain permeable eventually allowing CO$_2$ seepage. Experiments show this is not the case for sediment fully saturated with water (water rich). In a fully saturated system hydrate appears to be completely pore filling, cementing the sediment grains and apparently sealing the system (see Chapter 5). Hydrate is seen to form a solid layer within the upper sediment horizon, stopping any further CO$_2$ from entering sediment and water below this layer, therefore leaving the remaining lower sediment horizon un-cemented with seawater filled pores (see Chapter 5.2.3). Someya et al (2006) discovered even a thin sealing hydrate ‘cap’ can maintain its sealing capacity after withstanding as much as 10MPa of pressure, and the sealing ability of the hydrate layer is mainly dependant on the availability of water in the system. The qualitative observations from experimental results within this study seem to be in agreement with
Someya et al (2006), adding support for the sealing nature of hydrate within sediment, and therefore the suitability of hydrate as a trapping mechanism for carbon storage. Further quantitative studies of the seal capacity of hydrate would however be necessary.

In these two systems (water rich and, CO₂ rich, water poor) the hydrate formed as pore-filling cement within high porosity sands, and hence as disseminated hydrate. In finer grained sediment there is evidence to suggest hydrate preferentially forms as veins, nodules, and other such forms (Clennell et al., 2000; Holditch et al., 2006). It is important to understand hydrate formation in finer grained sediment should these sedimentary conditions be present in a storage environment.

It has proven extremely difficult to form hydrate within clays and muddy sediments during this study, with very few successes in achieving this goal, seemingly due to impeded formation in low porosity, fine-grained sediment (see Clennell et al., 2000). Hydrate formation within clay sediment was achieved by formation along a sand/clay interface. In this sample the hydrate grew into the clay, pushing the clay grains apart, either forming from the sandy interface, or as discrete 'pods' within the clay (Chapter 5.2.3). Another example of this grain displacing hydrate formation has been seen in a natural mixed sediment sample, where the hydrate formed a lens along a horizontal fracture within the muddy sediment (see Appendix B). Therefore, formation processes involved within finer sediment appears to be different than that observed in sandy sediment. There appears to be a degree of sediment grain displacement during hydrate formation within finer sediment (clay), and should certainly be considered for storage developments (see Chapter 5).

It is only possible to investigate a limited number of variables in the laboratory at one time and of course the natural environment is considerably more complex than those created during the formation of synthetic samples. As there are no known natural occurrences of sediment-hosted carbon dioxide hydrate, no samples are available for investigation. Consequently natural methane hydrate samples provide the obvious and nearest analogue. Methane and carbon dioxide hydrate formation processes appear to be very similar (Chapter 5, 6; Stern et al., 2004) (and they are both structure I hydrates); therefore it may be possible to apply knowledge gained from investigation of one to the other. Also natural methane hydrate is being considered as a possible future energy
resource, and should storage as a liquid and hydrate be actively considered in the future it will be necessary to avoid contamination of these natural methane gas reserves, therefore knowledge of the stability of methane hydrate is important.

Fortunately it has been possible to include the investigation of natural methane hydrate samples as a part of this project due to timely coincidence of BGS involvement with an IODP hydrate research expedition (311) along the Cascadia Margin, offshore Oregon (see Chapter 6). Analysis of these samples has yielded detailed results about in-situ natural hydrate formation. Some of the natural methane hydrate within this active vent field appears to have formed very rapidly, seemingly similar to the formation of carbon dioxide hydrate created within the laboratory (see Chapter 6), and experiments conducted within the laboratory have proved to be extremely useful, and directly applicable to these natural rapidly forming sediment-hosted hydrates. There has been concern about the relevance of artificially created laboratory hydrates for research into processes of natural hydrate formation; however in this case, artificially created samples appear to show close comparison with natural samples, helping to justify investigation in a controlled laboratory environment.

An interesting discovery of these investigations has been the formation of a wide variety of hydrate morphologies, which appear to reflect different formation conditions, and these resulting hydrate morphologies appear to affect the hosting sediment differently (see Chapters 5 and 6). A thorough understanding of these morphologies and their sedimentary effects is an important area of research to investigate further.

7.3 Is carbon storage as CO$_2$ hydrate within sub-seabed sediments a feasible storage method?

The proposed method of carbon storage as a liquid and hydrate into cool sub-seabed sediments is still in its infancy, and to date no initial field studies to test the method have been undertaken. However, there are natural systems where methane hydrate forms a seal above a porous rock stratum creating an effective gas trap (Kvenvolden, 1994; IEA GHG, 2000), for example the Messoyakha gas field. In such natural examples hydrate forms at the junction between a free gas zone and a water rich zone within the hydrate stability zone, sealing the system and trapping free gas beneath it.
No known examples are recorded for natural sediment-hosted carbon dioxide hydrate. The rarity of carbon dioxide hydrate samples in nature may be due to microbial reduction of CO$_2$ into CH$_4$, and if this is the case biological activity may, over time, reduce the stored CO$_2$, naturally replenishing the methane we have been extracting for energy production. CO$_2$ storage as a liquid and hydrate can use the same systems as are seen in these methane traps. The CO$_2$ hydrate trap or ‘cap’ would not exist prior to injection, and would have the potential to be self-sealing should any rupture occur. The impermeable, sealing/trapping mechanism introduced by the use of hydrate in the storage method is one area, which has been examined qualitatively within this project, and only a thin hydrate layer appears to restrict CO$_2$ transport into water-saturated sediments below. However, this impermeable hydrate ‘cap’ should only be considered as an additional sealing layer to a natural cap-rock present at the storage site.

There are a number of factors to consider when selecting suitable storage sites, including physical, chemical and geological properties of the area. Physical conditions include temperature, pressure, and geothermal gradient. A simplified general investigation of these conditions has been undertaken during this study, and maps generated to provide an initial assessment of suitable offshore areas for storage as a liquid and hydrate. A similar, more detailed investigation would be required on a site-to-site basis to ensure accuracy. Additional knowledge would be required on host sediment properties, particularly porosity, permeability, geo-chemistry and geo-mechanical strength, on pore-water chemistry and reservoir fluid dynamics, as well as detailed knowledge on the presence of any overlying natural cap-rock, which would be critical for site selection. The most suitable structures for storage of carbon dioxide will be permeable aquifers or reservoirs with an impermeable seal. Such structures are similar to those sought in petroleum exploration; therefore, the identification of a suitable site would use similar exploration techniques.

As well as finding a site with suitable conditions for this storage method, site selection is also highly dependent on the safety of the site, and the costs involved. The cost of deep sea drilling and the laying of underwater pipelines for CO$_2$ transport to the storage site would be one major cost, as well as the development of infrastructure, site management and monitoring. A detailed assessment of the economics involved in the storage practice is outside the scope of this project, however pipeline costs are usually
calculated by length (Holloway et al., 1996) and the vertical pipelines drilled for CO₂ storage as a liquid and hydrate would be a similar length to those used for supercritical CO₂ storage (though presumably deep water drilling is more costly). Other costs involved including the development of infrastructure, management and monitoring is presumably similar to those of offshore supercritical storage schemes. Safety considerations would be similar to those in the petroleum industry and conventional CO₂ storage installations, but I will discuss these in more detail in section 7.4.

A possible offset for the costs of storage as a hydrate could be to convert natural methane hydrate to carbon dioxide hydrate by injecting CO₂ into natural hydrate reservoirs, releasing methane gas in the process, which could then be used for energy production (IEA GHG, 2000; Kvamme et al., 2007). There is considerable uncertainty about the efficiency of this process. Laboratory experiments indicate the conversion of CH₄ hydrate to CO₂ hydrate is a very slow process, and in sub-seabed environments mass transport limitations will ensure very limited access of the injected CO₂ to the existing hydrate deposits (IEA GHG, 2000). Natural methane hydrate deposits appear to be sporadic, and their formation in the natural environment is still poorly understood, therefore it would be difficult to identify a site with suitable volumes of methane for extraction. Additionally, any gas stream produced is likely to be contaminated by the injected CO₂, and gas separation would add to the cost of recovery. The storage of CO₂ combined with the extraction of methane may also create a moral dilemma, as the extracted methane could be used as a source of energy, which in turn would produce more CO₂.

Although there are a number of practical issues to solve, these issues are very similar to those faced by proven conventional underground CO₂ storage schemes, which are currently storing considerable quantities of CO₂ as a supercritical phase. This project has shown there are large areas offshore Western Europe which may have the potential to store considerable volumes of CO₂ as a liquid and hydrate, and hydrate appears to form rapidly and relatively easily in sandy sediments, cementing the sediment grains together and adding to the sediments’ stability. Hydrate formation also appears to restrict further gas flow into underlying sediments, creating a solid layer, which may add to the sealing capacity of a natural cap-rock. These preliminary investigations
show CO₂ storage as a liquid and hydrate to be a possible feasible storage method, which should be investigated further as an additional CO₂ mitigation strategy.

### 7.4 What potential problems could be encountered?

Although successful conventional underground carbon dioxide storage has already been administered for a number of years, there remains the possibility of something going wrong and therefore it is important to consider potential problems. Potential problems for storage as a liquid and hydrate share similarities with those considered for supercritical storage with the addition of a few specific problems relating to the stability of hydrate in sub-seabed sediments.

Injection of fluid into a sediment layer or fractured rock modifies its mechanical state and high pore pressure gradients in and/or around the reservoir may induce micro-earthquakes, and possibly larger seismicity as a result of injection (Holloway et al., 1996). Additionally the Earth's surface may sink or rise (subsidence or uplift) due to a change in pore space, depending on factors such as formation thickness, the extent of the formation, the characteristics of the overburden and the level of compaction. Such geo-mechanical problems are not predicted to occur in conventional carbon storage schemes (Holloway et al., 1996), but should be considered as potential problems particularly as hydrate formation effects on the hosting sediment are still poorly understood.

There is always the possibility of some leakage of CO₂ from the storage site. Leakage from pipelines can occur due to corrosion (on older sites), ground movement, bad connections, and external damage of the pipelines (Holloway et al., 1996). Natural geological instabilities, such as geothermal or seismic activity near a CO₂ store could introduce a risk of leakage, and a fault, or permeable pathway through the reservoir cap-rock could provide another route for CO₂ to escape. The chances of leakage through such events would be greatly reduced by accurate surveying and site selection, to ensure an efficient cap-rock and a stable environment for storage. Storage as a liquid and hydrate also introduces a potential solid impermeable trapping mechanism beneath the natural cap-rock, adding to the sealing capacity of the system, and significantly reducing the potential of any leakage from the underlying store of CO₂. This storage
technique would be dependent on deep-water sub-seabed sediments; therefore if any leakage occurred the CO\textsubscript{2} would escape into deep waters and be absorbed into the ocean before it could escape into the atmosphere.

The potential environmental impact of CO\textsubscript{2} escaping into onshore ground waters must be considered, influencing water-rock reactions and the effects of pH reduction by acidic CO\textsubscript{2} in formation waters. The reduction of pH could adversely effect any bacterial populations present in or near the storage site, and therefore site-specific biological impact assessments would be necessary.

From the investigation of laboratory formed CO\textsubscript{2} hydrate samples this project has also observed that in a forced system (such as a man-made storage site) rapid CO\textsubscript{2} hydrate formation can occur at salt saturation. Hydrate formation at salt saturation leads to the inclusion of salts (principally halite) within the hydrate crystals. This inclusion of salt within the hydrate may influence the stability of the hydrate, and would need to be considered in a storage scenario. During hydrate formation salts are usually excluded from the crystals, concentrating the surrounding pore-waters, as has been observed in nature. In Chapter 6 there is discussion that in some areas of rapid natural methane hydrate formation these brine pore-waters have been seen between hydrate crystals, as they have not had time to diffuse away. In many of the CO\textsubscript{2} samples these brines have been concentrated to the point of salt precipitation in-situ, with the precipitated salt filling any inter-crystalline porosity which may have existed during early stages of growth, adding to the sealing capacity of the hydrate.

The stability of the hydrate is an important issue, and therefore any influence on temperature, pressure, geothermal gradient and salinity needs to be addressed as a potential problem. Global warming may be an influence on these conditions. As global temperatures continue to rise, a warming of the oceans has been noted. The effect of this temperature increase is negligible at the seafloor under deep waters, and a very large temperature difference would be required to warm a sub-seabed sediment layer. Additionally, global sea levels are rising in parallel to temperature increase, which increases pressures at the seafloor, possibly offsetting some of the warming influence on hydrate stability. However, catastrophic temperature increase would have a major influence on hydrate stability; for example due to submarine volcanic eruption, or due
to the collapse of the thermohaline circulation system. In the North Atlantic, deep water formation creates dense cold waters, with temperatures reaching as low as -0.9 °C. If this deep water formation was to collapse much warmer waters would entrench sub-seabed sediments. This could reduce the depth to the base of the hydrate stability zone (Figure 7.2) and could create mass dissociation of any hydrate present in near surface sediments potentially leading to slope instabilities. Although these temperature increases do have implications for this storage scenario, effects would be minimised by injection beneath a thick hydrate stability zone, ensuring the CO$_2$ hydrate ‘cap’ was well within its stability regime. Such major temperature increases would also be a concern for natural methane hydrate deposits, whose massive dissociation in Earth’s history has been seen to cause the warming of global temperatures, especially as it has a greater radiative forcing (x16) than CO$_2$. Natural hydrate deposits would be largely unmonitored and so dissociation could go unseen until dramatic consequences are unavoidable; whereas stored CO$_2$ hydrate is likely to have a stringent monitoring procedure in place.

Though realistically implausible, if any CO$_2$ did escape into the atmosphere in large quantities a major risk would be suffocation of humans (though minimal in offshore environments) and animals. Under atmospheric conditions CO$_2$ is heavier than air, and it therefore tends to pool in topographic depressions driving away oxygen. CO$_2$ is a colourless, odourless gas and initially would go unnoticed. A rare natural disaster in 1986 killed more than 1700 people from a sudden release of large quantities of volcanic CO$_2$ from Lake Nyos in Cameroon, which demonstrates how hazardous CO$_2$ can be (Kling et al., 1987). In terms of the environmental potential risk of CO$_2$ entering the atmosphere, should any leakage cause an increase in atmospheric concentrations, this increase would still be less than that caused from direct emissions by point sources, as the chances of all the stored CO$_2$ escaping into the atmosphere is extremely slim.
Figure 7.2. Schematic diagram of the sub-sea hydrate stability zone (HSZ). Ocean temperatures decrease with increased depth, and sub-seabed sediment temperatures increase with increased depth according to the geothermal gradient, and these temperature and pressure conditions determine the depth to the base of the HSZ. If there were considerable warming of sub-seabed sediments within this zone, the base of the HSZ would rise into shallower sediments, reducing the volume of the HSZ.

With research, surveying and modelling for site selection, effective risk assessment, site management and monitoring, this novel storage technique should prove a safe underground carbon dioxide storage method. It has been shown very large volumes of CO$_2$ could be trapped within its hydrate phase and its liquid phase within deep-water cool sub-seabed sediments. Increased solubility, viscosity, density and the precipitation of solid impermeable hydrate appears to be advantageous for long-term storage, supporting the use of this method in addition to conventional supercritical storage. However, although we have gained considerable knowledge through the investigatory pathways followed during this project, there are many details which need clarification.
and further research; and filling these knowledge gaps is extremely important to advance this storage technique.

7.5 What gaps remain in our knowledge?

This project has highlighted a number of research areas which need addressing through further research, from both modelling stability and hydrate formation experiments, including:

- Geothermal gradient data collection to generate detailed geothermal gradient maps for hydrate stability predictions.
- The effect of halite inclusion on the stability of CO$_2$ hydrate.
- Geo-mechanical effects of hydrate formation in sediments and the quantitative sealing capacity of sediment-hosted hydrates.
- The effect of the rate and extent of the supply of hydrate forming components on hydrate formation.
- The formation and effect of different hydrate morphologies on salt exclusion/inclusion and sediment geo-mechanical properties.
- Technology and costs required for CO$_2$ storage as a liquid and hydrate.

To select a site for storage of CO$_2$ as a liquid and hydrate the conditions under which hydrate forms must be clearly distinguished. There appears to be a general lack of detailed geothermal gradient data for sub-seabed sediments, and unless these are determined, further improvement of the stability model could not reduce the level of uncertainty. With maps of geothermal gradient the CO$_2$ hydrate model could be refined by altering the equilibrium constants for a change in equilibrium in seawater, and improving the regression of equilibrium data for the determination of model constants. Additionally more refined temperature gradients may improve the stability results. The contouring of the hydrate stability zones may be improved by the use of ArcGIS for comparison with geological data. Seafloor sediment data would also help to narrow down specific suitable sites.
Additionally hydrate formation within sediments remains to be relatively poorly understood, and this is critical to evaluate the potential of this storage method. The supply of hydrate forming components, the hosting sediment and the rate of formation seems to influence the hydrate morphology of the hydrate, the exclusion of salts and the effect the hydrate formation has on the hosting sediment. The complex amalgamation of causes and effects has been difficult to distinguish, but with a series of highly controlled experiments (ensuring repeatability) investigating one parameter at a time, and more detailed petrography, it may be possible to understand these complex formation processes. The inclusion of halite in CO\textsubscript{2} hydrate crystals is another important area of interest to follow up, and investigations into the effect this has on the stability and permeability of the hydrate may prove necessary to fully scope the efficiency of this storage approach.

Neither technology nor costs for storage as a liquid a hydrate have been considered during this preliminary study. However, these factors are still important to investigate to produce a complete picture of the potential of this approach.

7.6 Are there any further implications to the research?

In addition to the carbon storage community the hydrate formation and stability research presented within this project have implications for many research communities. Interest in natural methane hydrates on Earth is wide and varied, including its role in sub-marine slope stability, in past and present climate change, in the global carbon cycle, and its potential role as a future energy resource, and carbon dioxide hydrate investigations have been seen to assist in understanding natural methane hydrate formation. There is the possibility of both carbon dioxide and methane hydrate existence elsewhere in the solar system; therefore the space science community are showing an increasing interest in their formation and stability. Additionally, carbon dioxide hydrate is being researched as a possible desalination agent, and salt inclusion studies within this project may be extremely relevant in static desalination systems.

Interest in hydrates appears to be growing and hopefully with further research we can answer questions posed within this thesis.
CHAPTER 8

Conclusions
8. Conclusions

- The motivation for this PhD research study has been to understand key scientific aspects underpinning the feasibility of carbon storage as CO₂ hydrate within sub-seabed sediments.

- Rising CO₂ emissions are contributing to climate change and rising global temperatures. If no action is taken to reduce these emissions the effects of global warming such as droughts, floods and extreme weather could be exacerbated.

- Other than a major change in human lifestyle, no current single technology or process is believed to be able to achieve the emissions reduction required to stabilise atmospheric CO₂ concentrations at a predicted level of 550 ppmv to ensure a global temperature rise of no more than 2 °C. However, one proven method which could help to reduce these greenhouse emissions is Carbon Capture and Storage (CCS).

- CCS involves capturing CO₂ at the point source and storing it within another domain of our planet. Conventional underground storage has been practised since 1996 in the North Sea Sleipner gas field, where CO₂ is stored in its supercritical phase within deep, warm rocks.

- An additional underground storage method receiving relatively little attention, CO₂ storage as a liquid and hydrate. This would involve the injection of CO₂ into cool, deep water, sub-seabed sediments below the hydrate stability zone. Under these pressure and temperature conditions CO₂ would be in its slightly buoyant liquid phase. As the CO₂ rises into cooler sediments and enters the hydrate stability zone it may form a solid hydrate phase ‘capping’ the underlying store of liquid CO₂. This method has several potential advantages including increased CO₂ density, viscosity and solubility at lower temperatures, all of which have the potential to aid long-term storage.
Hydrates are crystalline ice-like solids built of a cage of ‘host’ water molecules and one or more hydrate ‘guest’ molecules. The majority of natural hydrates are primarily composed of methane and can be found worldwide along continental margins and in permafrost settings including Lake Baikal, Cascadia Margin, Gulf of Mexico and offshore Norway. They have received wide and varied research interest ranging from their role in the carbon cycle to their potential as a future energy resource.

The aims of this project to assist in understanding scientific aspects of this more novel storage method have been to help to answer the following questions:

- Are there suitable CO\(_2\) storage sites offshore Western Europe for storage as a liquid and hydrate?
- What short-term effects will hydrate formation have on the hosting sediment666, and how do sediment-hosted hydrates form?
- Is carbon storage as CO\(_2\) hydrate within sub-seabed sediments a feasible storage method?

These have been addressed by two main investigatory pathways: hydrate stability computer modelling, and hydrate formation within sediments (in synthetic CO\(_2\) hydrates and natural in-situ methane hydrates).

Computer models have been developed to successfully predict the depth to the base of the CO\(_2\) hydrate and CH\(_4\) hydrate stability zones, and have been applied to regions offshore Western Europe.

These preliminary investigations have determined large regions offshore Western Europe with suitable pressure and temperature conditions for the storage of CO\(_2\) as a liquid and hydrate. Models predict the base of the CO\(_2\) hydrate stability zone could reach a maximum of 460 m below the seafloor, in comparison with the maximum depth to the base of the CH\(_4\) hydrate stability zone of 867 m below the seafloor (assuming a 30 °C/km average geothermal gradient).
• Simple calculations predict the CO$_2$ hydrate stability zone to have a total volume of 1.3 x 10$^9$ km$^3$ within the Western European 200 mile economic zone, which may have the potential to store as much as 429 Gt of CO$_2$ in its hydrate phase.

• Although predicting areas with suitable pressure and temperature conditions; sediment characteristics, such as porosity and permeability, have not been taken into consideration. It is also important to consider possible errors within the calculations (see Chapter 3 for further details), with the largest uncertainty lying in the geothermal gradient used. The models are highly sensitive to geothermal gradient, and detailed assessments of geothermal gradients for the studied region would greatly improve the calculations.

• The investigation of CO$_2$ hydrate manufactured in the laboratory and naturally occurring CH$_4$ hydrate, at the micro-scale, has been an important component of this study to research hydrate formation within sediments to attempt to comprehend its suitability as a solid trapping mechanism.

• A series of laboratory experiments have been conducted to represent CO$_2$ hydrate formation over a range of conditions, including formation within fine-grained and coarse-grained sediment, within fully-water-saturated and partially-water-saturated sediment, and within water of different salinity. These laboratory samples were then analysed with a cryogenic-Backscattered Scanning Electron Microscope (BSEM) and Energy Dispersive X-ray Analysis (EDXA).

• Experimental samples showed different hydrate morphologies resulting from different formation conditions: euhedral crystalline hydrate, acicular hydrate, ‘melt-structure’ or granoblastic hydrate, ‘holey’ or micro-porous hydrate, ‘vesicular’ hydrate, and ‘pea-pod’ hydrate.

• CO$_2$ hydrate/sediment interactions also appear to alter with formation conditions. Within CO$_2$-rich environments the hydrate appeared to form around the grains, cementing them together. Within water-rich environments hydrate was mainly seen to form as pore-filling cement sealing the system from further CO$_2$ access, but is
also seen as sediment displacing hydrate pushing the grains apart during formation 
(though this form was largely restricted to clay-rich sediment).

• The pore-filling (apparently sealing) hydrate which forms within water-rich 
environments would be advantageous for CO₂ storage, allowing a hydrate ‘cap’ to 
aid the trapping of an underlying liquid CO₂ store. The sealing ability of a hydrate 
‘cap’ has been found to be dependent on the availability of water in the system in 
previous research (Someya et al., 2006), and observations from this study appear to 
be in agreement.

• Hydrate formation within clay sediments appears to be different than that observed 
within sandy sediments, forming as sediment-displacing hydrate. This sediment 
displacement could create weaknesses, and should be considered for storage 
developments.

• Investigations also revealed interesting salt (mainly halite) fabrics within the 
hydrate samples that varied with hydrate formation mechanisms, which to my 
knowledge have never before been documented. Samples show halite deposited 
along crystal boundaries and as solid inclusions within hydrate crystals. This salt 
inclusion seems to be a consequence of rapid hydrate formation, with CO₂ hydrate 
formation at salt saturation. Salt inclusion during rapid hydrate formation may have 
important implications for natural hydrate research, static desalination systems, and 
should be considered during the development of the CCS method of storage of CO₂ 
as a hydrate.

• Only a limited number of variables can be investigated within the laboratory, and 
the natural environment is considerably more complex. As there are no known 
natural occurrences of sediment-hosted CO₂ hydrate, there are no samples available, 
and natural methane hydrate samples provide the nearest analogue.

• Natural methane hydrate cores (U1328B and U1327C) have been sub-sampled and 
analysed from the Cascadia Margin, offshore Oregon, yielding detailed results. 
Cryogenic BSEM imaging revealed a number of well preserved methane hydrate
morphologies, similar to those formed in synthetic CO$_2$ hydrate samples. These include crystalline hydrate, micro-porous hydrate, ‘dense’ or massive hydrate, acicular hydrate, granoblastic hydrate and ‘vesicular’ hydrate. In addition analysis revealed complex brine filled pore networks between hydrate crystals preserved as salt fabrics. No hydrate or salt fabrics have been observed in core 1327C.

- The three main forms of hydrate present within the imaged natural methane hydrate samples appear to represent different stages of formation. ‘Dense’ or massive hydrate, containing no salt fabrics (brine), appears to be an older, primary, slower forming morphology. This is surrounded by a secondary, younger, micro-porous form, containing very little salt (brine), formed after partial dissociation of the massive hydrate. The tertiary, overlying crystalline form, surrounding micro-channels appear to be the youngest, rapidly forming morphology with concentrated brine-filled pore-networks. Micro-channels within the samples may have been ‘feeder’ channels supplying the hydrate with necessary formation components.

- The interpretation of these natural methane hydrate samples has been aided by previous investigation of synthetic CO$_2$ hydrates which revealed similar morphologies and salt (brine) fabrics (although CO$_2$ samples differs as they also appeared to show salt inclusion during hydrate formation). Therefore, it is proposed that salt distribution (cryogenically frozen brine) could be considered in the investigation of hydrate samples under cryogenic-BSEM. The similarity between natural and synthetic samples also supports the use of laboratory formed CO$_2$ hydrates to investigate hydrate formation.

- Research into carbon storage as CO$_2$ liquid and CO$_2$ hydrate is still in its infancy, and this project has only studied a small number of factors which need to be investigated. Costs, safety, biological implications, the physical, chemical and geological properties, and the effects of liquid CO$_2$ storage on the storage system, would all need to be studied prior to field testing stages.

- This project has shown large regions offshore Western Europe which may have the potential to store considerable volumes of CO$_2$ as a hydrate. CO$_2$ hydrate also
appears to form rapidly and relatively easily in sandy sediments, cementing the sediment grains. In water-rich environments hydrate appears to create pore-filling cement that may impede further CO$_2$ flow to underlying sediments, which may add to the sealing capacity of a natural cap-rock. These preliminary investigations support CO$_2$ storage as a hydrate as a potential feasible storage method, and this method should be pursued further as an emissions reducing mitigation strategy.

- A number of research areas have been highlighted within this project, which need to be addressed through further modelling and laboratory investigations. These include:
  - Improvement of geothermal gradient data and hydrate stability models for stability predictions.
  - The effect of halite inclusion on the stability of CO$_2$ hydrate.
  - Geo-mechanical effects of hydrate formation in sediments.
  - The effect of rate and extent of the supply of hydrate forming components on hydrate formation.
  - The formation and effect of different hydrate morphologies on salt exclusion/inclusion and sediment geo-mechanical properties.
  - The technology and costs required for CO$_2$ storage as a liquid and hydrate.

- Research results from this project not only have implications for the storage community, but also for static desalination systems, the space community for research on hydrates elsewhere in the solar system, and for research into the roles natural hydrates have on sub-marine slope stability, past and present climate change, the global carbon cycle, and its potential as a future energy resource.
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<table>
<thead>
<tr>
<th>Units</th>
<th>Conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>nm</td>
<td>1 x 10^-9 m</td>
</tr>
<tr>
<td>µm</td>
<td>1 x 10^-6 m</td>
</tr>
<tr>
<td>mm</td>
<td>1 x 10^-3 m</td>
</tr>
<tr>
<td>cm</td>
<td>1 x 10^-2 m</td>
</tr>
<tr>
<td>m</td>
<td></td>
</tr>
<tr>
<td>km</td>
<td>1 x 10^3 m</td>
</tr>
<tr>
<td>mbsf</td>
<td></td>
</tr>
<tr>
<td>kg</td>
<td>1 x 10^3 g</td>
</tr>
<tr>
<td>kg/m^2</td>
<td></td>
</tr>
<tr>
<td>g/cm^3</td>
<td></td>
</tr>
<tr>
<td>kg/m^3</td>
<td></td>
</tr>
<tr>
<td>mol/m^3</td>
<td></td>
</tr>
<tr>
<td>kg/l</td>
<td></td>
</tr>
<tr>
<td>°C</td>
<td>K - 273.15</td>
</tr>
<tr>
<td>°C/km</td>
<td>°C + 273.15</td>
</tr>
<tr>
<td>K</td>
<td></td>
</tr>
<tr>
<td>bar</td>
<td>1 x 10^-5 Pa</td>
</tr>
<tr>
<td>Torr</td>
<td>7.5006 x 10^-3</td>
</tr>
<tr>
<td>Pa</td>
<td>1 x 10^5 bar</td>
</tr>
<tr>
<td>kPa</td>
<td>1 x 10^3 Pa</td>
</tr>
<tr>
<td>MPa</td>
<td>1 x 10^6 Pa</td>
</tr>
<tr>
<td>µPa s^-1</td>
<td>1 x 10^-6 Pa s^-1</td>
</tr>
<tr>
<td>%o</td>
<td></td>
</tr>
<tr>
<td>ppmv</td>
<td></td>
</tr>
<tr>
<td>%w/w</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td></td>
</tr>
<tr>
<td>Gt</td>
<td>1 x 10^9 tonnes</td>
</tr>
<tr>
<td>MWh^-1</td>
<td>1 x 10^6 watts/hour</td>
</tr>
<tr>
<td>GW</td>
<td>1 x 10^9 watts/hour</td>
</tr>
<tr>
<td>US$</td>
<td></td>
</tr>
<tr>
<td>US$/t</td>
<td></td>
</tr>
</tbody>
</table>
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2. HydcalcCO2.exe script
   5-8

3. Temperature gradient Matlab scripts
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   3.1 North Sea temperature calculation script
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   3.2 Norwegian Sea temperature calculation script
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   3.3 Rockall Trough temperature calculation script
       10-11
   3.4 Iberian temperature calculation script
       11-12

4. Data files on CD used to construct offshore Western European maps presented in Chapter 3.3.
   CD
   See CD enclosed on the inside of the back cover. Unfortunately, hydrate stability calculation programs have not been included on this CD due to BGS copyright. See 4.1 for data description.

   4.1 Appendix_A4_data.doc
   4.2 europe_co2_hsz_30.txt
   4.3 europe_methane_hsz_30.txt
   4.4 europe_sw_co2dens_basehsz.txt
1. **Hydcalc.exe script**

VERSION 5.00
Object = "{F9043C88-F6F2-101A-A3C9-08002B2F49FB}"#1.2#0"; "COMDLG32.OCX"

Begin VB.Form frmHcalc
BackColor = &H00FFC0C0&
Caption = "Hydrate Calculation Application"
ClientHeight = 4710
ClientLeft = 1260
ClientTop = 1485
ClientWidth = 7455
LinkTopic = "Form1"
ScaleHeight = 4710
ScaleWidth = 7455

Begin VB.CommandButton cmdStart
Caption = "Start"
BeginProperty Font
   Name = "Arial Black"
   Size = 9.75
   Charset = 0
   Weight = 400
   Underline = 0 'False
   Italic = 0 'False
   Strikethrough = 0 'False
EndProperty
Height = 615
Left = 5880
TabIndex = 0
Top = 2880
Width = 1455

End

Begin VB.CommandButton cmdExit
Caption = "Quit"
Height = 615
Left = 5880
TabIndex = 1
Top = 3600
Width = 1455

End

Begin MSComDlg.CommonDialog CommonDialog1
   Left = 120
   Top = 6600
   _ExtentX = 847
   _ExtentY = 847
   _Version = 393216

End

Begin VB.Image Image1
   Height = 495
   Left = 0
   Picture = "hydcalc.frx":0000
   Stretch = -1 'True
   Top = 4200
   Width = 1095

End

Begin VB.Label lblFinish
   Alignment = 2 'Center
   BackColor = &H00C0E0FF&
   BorderStyle = 1 'Fixed Single
   Caption = ""
   BeginProperty Font

1
Application to calculate the pressure needed for hydrate formation.
Private Sub cmdStart_Click()
    Dim WD As Integer  'water depth
    Dim Infile As String
    Dim Outfile As String
    Dim BWT, BWT2 As Single  ' bottom water temp
    Dim GT As Single  ' geothermal grad
    Dim PRES As Double
    Dim Startstr As String  ' start input str
    Dim Inpstring As Variant  ' input str array
    Dim HSZ As Integer
    Dim CnSta As Double
    Dim CnStb As Double
    
    CommonDialog1.ShowOpen  ' standard dialogue file open
    Infile = CommonDialog1.FileName
    Open Infile For Input As #1
    CommonDialog1.ShowSave  ' standard dialogue file save as
    Outfile = CommonDialog1.FileName
    Open Outfile For Output As #2
    
    Do While (Not EOF(1))
        Line Input #1, Startstr  ' get input line; comma separated
        Inpstring = Split(Startstr, ",", -1, 1)  ' sep out into 5 element array
        WD = CInt(Inpstring(2))  ' convert to numeric
        BWT = CSng(Inpstring(3))  ' ditto with offset
        BWT2 = BWT + 1.1
        GT = CSng(Inpstring(4))  ' ditto
        
        start loop
        For HSZ = 0 To 2500
            PRES = Log(10.17 * (WD + HSZ))
            If PRES > 9.355001 Then
                CnSta = 46.7
                CnStb = 10748.1
            Else
                CnSta = 38.53
                CnStb = 8386.8
            End If
            Temp = (CnSta - (CnStb / ((BWT2 + (HSZ * GT / 1000)) + 273.15)))
            If PRES < Temp Then

End Sub
Write #2, CDbl(Inpstring(0)); CDbl(Inpstring(1)); WD; BWT; GT; HSZ
  GoTo zz  ' get next rec
End If
Next HSZ
zz: Loop
lblFinish.Caption = "Processing ended ...press Quit to exit"
Close #1
Close #2
End Sub

Private Sub mnuFileExit_Click()
  End
End Sub

Private Sub mnuFileOpen_Click()
  Dim Infile As String
  CommonDialog1.ShowOpen
  Infile = CommonDialog1.FileName
End Sub

Private Sub mnuFileSaveAs_Click()
  Dim Outfile As String
  CommonDialog1.ShowSave
  Outfile = CommonDialog1.FileName
End Sub
2. **HydcalcCO2.exe script**

VERSION 2.00
Object = "{F9043C88-F6F2-101A-A3C9-08002B2F49FB}"#1.2#0"; "COMDLG32.0CX"

Begin VB.Form frmHcalc
BackColor = &H00FFC0C0&
Caption = "CO2 Hydrate Calculation Application"
ClientHeight = 4710
ClientLeft = 1260
ClientTop = 1485
ClientWidth = 7455
LinkTopic = "Form1"
ScaleHeight = 4710
ScaleWidth = 7455
Begin VB.CommandButton cmdStart
Caption = "Start"
BeginProperty Font
Name = "Arial Black"
Size = 9.75
Charset = 0
Weight = 400
Underline = 0 'False
Italic = 0 'False
Strikethrough = 0 'False
EndProperty
Height = 615
Left = 5880
TabIndex = 0
Top = 2880
Width = 1455
End
Begin VB.CommandButton cmdExit
Caption = "Quit"
Height = 615
Left = 5880
TabIndex = 1
Top = 3600
Width = 1455
End
Begin MSComDlg.CommonDialog CommonDialog1
Left = 120
Top = 6600
_ExtentX = 847
_ExtentY = 847
_Version = 393216
End
Begin VB.Image Image1
Height = 495
Left = 0
Picture = "hydcalc.frx":0000
Stretch = -1 'True
Top = 4200
Width = 1095
End
Begin VB.Label lblFinish
Alignment = 2 'Center
BackColor = &H00C0E0FF&
BorderStyle = 1 'Fixed Single
Caption = "" 
BeginProperty Font
Application to calculate the pressure needed for CO2 hydrate formation.
Private Sub cmdStart_Click()

Dim WD As Integer 'water depth
Dim Infile As String
Dim Outfile As String
Dim BWT, BWT2 As Single 'bottom water temp
Dim GT As Single 'geothermal grad
Dim PRES As Double
Dim Startstr As String 'start input str
Dim Inpstring As Variant 'input str array
Dim HSZ As Integer
Dim CnSta As Double
Dim CnStb As Double

CommonDialog1.ShowOpen 'standard dialogue file open
Infile = CommonDialog1.FileName
Open Infile For Input As #1
CommonDialog1.ShowSave 'standard dialogue file save as
Outfile = CommonDialog1.FileName
Open Outfile For Output As #2

Do While (Not EOF(l))

Line Input #1, Startstr 'get input line; comma separated
Inpstring = Split(Startstr, ",", -1, 1) 'sep out into 5 element array
WD = CInt(Inpstring(2)) 'convert to numeric
BWT = CSng(Inpstring(3)) 'ditto with offset
BWT2 = BWT + 1.1
GT = CSng(Inpstring(4)) 'ditto

' start loop
For HSZ = 0 To 2500

PRES = Log(10.17 * (WD + HSZ))

Select Case PRES
Case PRES > 11.647733
    CnSta = 60.566
    CnStb = 14372
Case PRES > 10.626279
    CnSta = 129.31
    CnStb = 34161
Case Else

Case Else
End Select

End Sub
CnSta = 40.495
CnStb = 9114.3
End Select

Temp = (CnSta - (CnStb / ((BWT2 + (HSZ * GT / 1000)) + 273.15)))
If PRES < Temp Then
    Write #2, CDbl(Inpstring(0)); CDbl(Inpstring(1)); WD; BWT; GT; HSZ
    GoTo zz 'get next rec
End If
Next HSZ
zz: Loop
LblFinish.Caption = "Processing ended ...press Quit to exit"
Close #1
Close #2
End Sub

Private Sub mnuFileExit_Click()
End
End Sub

Private Sub mnuFileOpen_Click()
Dim Infile As String
CommonDialog1.ShowOpen
Infile = CommonDialog1.FileName
End Sub

Private Sub mnuFileSaveAs_Click()
Dim Outfile As String
CommonDialog1.ShowSave
Outfile = CommonDialog1.FileName
End Sub
3. Temperature gradient Matlab scripts

3.1 North Sea temperature calculation script

```matlab
function [out] = depth(North_Sea_Norway)

% load North_Sea_Norway.txt
depth = North_Sea_Norway(:,3).*-1;

[r,c] = size(depth); % start of temperature calculations

temp = ones(r,c);

D0 = depth < 0;
temp(D0 == 1) = 50;

D40 = depth <= 40 & depth > 0;
temp(D40 == 1) = 13.055;

D80 = depth <= 80 & depth > 40;
temp(D80 == 1) = 16.451;

D200 = depth <= 200 & depth > 80;
temp(D200 == 1) = -0.0156 * depth(D200 == 1) + 10.602;

D201 = depth > 200;
temp(D201 == 1) = -0.007 * depth(D201 == 1) + 9;

out = [North_Sea_Norway temp];
csvwrite('North_Sea_Temp.csv', out);

load North_Sea_Temp2.csv;
lat = North_Sea_Temp2(:,1);
long = North_Sea_Temp2(:,2);
temp = North_Sea_Temp2(:,4);
depth = North_Sea_Temp2(:,3);

[r,c] = size(depth); % Creating a new depth, which makes all depths positive so doesn't effect
% hydcalc
newdepth = ones(r,c);

newdepth(D0 == 1) = depth(D0 == 1).*-1;

D1 = depth >= 0;
newdepth(D1 == 1) = depth(D1 == 1).*1;

[r,c] = size(depth); % Adds geothermal gradient column
geothermal = ones(r,c);

D30 = geothermal;

northsea_2input = [lat long newdepth temp geothermal]
csvwrite('northsea_2input.csv', northsea_2input);
```

3.2 Norwegian Sea temperature calculation script

```matlab
function [out] = depth(Norwegian_Temp)

% load Norwegian_Temp.txt
depth = Norwegian_Temp(:,3).*-1;

[r,c] = size(depth); % start of temperature calculations

temp = ones(r,c);

D0 = depth < 0;
```
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temp(D0==1)=50;
D190=depth<=190 & depth>0;
temp(D190==1)==0.0071*depth(D190==1)+7.3515;
D470=depth<=470 & depth>190;
temp(D470==1)==0.0202*depth(D470==1)+9.9008;
D630=depth<=630 & depth>470;
temp(D630==1)==0.0048*depth(D630==1)+3.0371;
D890=depth<=890 & depth>630;
temp(D890==1)==0.0022*depth(D890==1)+1.4271;
D1010=depth<=1010 & depth>890;
temp(D1010==1)==0.0011*depth(D1010==1)+0.4977;
D1550=depth<=1550 & depth>1010;
temp(D1550==1)==0.0005*depth(D1550==1)-0.1489;
D2210=depth<=2210 & depth>1550;
temp(D2210==1)==0.0001*depth(D2210==1)-0.6399;
D2211=depth>2210;
temp(D2211==1)==-0.93;
%
out=[Norway Temp temp];
csvwrite('NorwayTemp.csv',out)
%
load NorwayTemp.csv;
l=NorwayTemp(:,1);
lon=NorwayTemp(:,2);
temp=NorwayTemp(:,4);
depth=NorwayTemp(:,3);
%
[r,c]=size(depth); //Creating a new depth, which makes all depths positive so doesn't effect
hydcalc
newdepth=ones(r,c);
D0=depth<0;
newdepth(D0==1)=depth(D0==1).*-1;
D1=depth>=0;
newdepth(D1==1)=depth(D1==1).*1;
%
[r,c]=size(depth); //adds geothermal gradient column
geothermal=ones(r,c);
D30=geothermal;
geothermal(D30==1)=30;
%
norway_2input=[l lon newdepth temp geothermal]
csvwrite('norway2input.csv',norway_2input)

3.3 Rockall Trough temperature calculation script

function[out]=depth(Rockall Temp)
%
load Rockall_Temp.txt
depth=Rockall_Temp(:,3).*-1;
%
[r,c]=size(depth); %start of temperature calculations
temp=ones(r,c);
%
D0=depth<0;
temp(D0==1)=50;
D773=depth<=773 & depth>0;
temp(D773==1)==0.0008*depth(D773==1)+10.26;
D1043=depth<=1043 & depth>773;
temp(D1043==1)==0.007*depth(D1043==1)+14.981;
D1197=depth<=1197 & depth>1043;
temp(D1197==1)=-0.0112*depth(D1197==1)+19.463;
D1499=depth<=1499 & depth>1197;
 temp(D1499==1)=-0.0049*depth(D1499==1)+11.863;
D1726=depth<=1726 & depth>1499;
 temp(D1726==1)=-0.0027*depth(D1726==1)+8.6371;
D3047=depth<=3047 & depth>1726;
 temp(D3047==1)=-0.001*depth(D3047==1)+5.7682;
D3048=depth>3047;
 temp(D3048==1)=-0.00008*depth(D3048==1)+2.8945;
%
out=[Rockall_Temp temp]);
csvwrite('RockallTemp.csv',out)
%
load RockallTemp.csv;
l=RockallTemp(:,1);
long=RockallTemp(:,2);
temp=RockallTemp(:,4);
depth=RockallTemp(:,3);
%
[r,c]=size(depth); %Creating a new depth, which makes all depths positive so doesn't effect
hydcalc
newdepth=ones(r,c); D0=depth<0;
 newdepth(D0==1)=depth(D0==1).*-1;
D1=depth>=0;
 newdepth(D1==1)=depth(D1==1).*1;
%
[r,c]=size(depth); %adds geothermal gradient column
geothermal=ones(r,c); D30=geothermal;
 geothermal(D30==1)=30;
%
rockall_2input=[lat long newdepth temp geothermal]
csvwrite('rockall2input.csv',rockall_2input)

3.4 Iberian temperature calculation script

function[out]=depth(spainmorroco)
%
load spainmorroco.txt
depth=spainmorroco(:,3)*-1
[r,c]=size(depth);
temp=ones(r,c);
D0=depth<0;
temp(D0==1)=50;
D62=depth<=62 & depth>0;
temp(D62==1)=-0.0533*depth(D62==1)+20.765;
D92=depth<=92 & depth>62;
temp(D92==1)=-0.0603*depth(D92==1)+20.714;
D1979=depth<=1979 & depth>1615;
temp(D1979==1)=16.626;
D2730=depth<=2730 & depth>1979;
temp(D2730==1)=7.9157;
temp(D3672==1)=-0.0005*depth(D3672==1)+4.3412;
D4440<depth<=4440 & depth>3672;
temp(D4440==1)=-0.00007*depth(D4440==1)+2.7625;
D5070<depth<=5070 & depth>4440;
temp(D5070==1)=0.0001*depth(D5070==1)+2.0;
D5071=depth>=5071;
temp(D5071==1)=2.507;
%
out=[spainmorocco temp];
csvwrite('spainmortemp.csv',out)
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1. Artificial seawater solution composition

Using Krauskopf (1982) as a guide to seawater composition the following salt compositions were used to produce an artificial seawater solution (35%) for CO₂ hydrate and ice experiments.

<table>
<thead>
<tr>
<th>Salt</th>
<th>Ion</th>
<th>Quantity of salt needed (g/kg)</th>
<th>Quantity of Na⁺ or Cl⁻ (mol/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaHCO₃</td>
<td>HCO₃⁻</td>
<td>0.19275</td>
<td>2.294 x 10⁻³ Na⁺</td>
</tr>
<tr>
<td>NaBr</td>
<td>Br⁻</td>
<td>0.086284</td>
<td>8.386 x 10⁻⁴ Na⁺</td>
</tr>
<tr>
<td>SrCl₂·6H₂O</td>
<td>Sr²⁺</td>
<td>0.02434</td>
<td>2 x (9.1303 x 10⁻⁵) Cl⁻</td>
</tr>
<tr>
<td>MgCl₂·6H₂O</td>
<td>Mg²⁺</td>
<td>10.788</td>
<td>2 x (0.05306) Cl⁻</td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td>SO₄²⁻</td>
<td>4.01456</td>
<td>2 x (2.8264 x 10⁻⁴) Na⁺</td>
</tr>
<tr>
<td>KCl</td>
<td>K⁺</td>
<td>0.7245</td>
<td>9.7187 x 10⁻³ Cl⁻</td>
</tr>
<tr>
<td>CaCl₂·2H₂O</td>
<td>Ca²⁺</td>
<td>1.5112</td>
<td>2 x (1.0279 x 10⁻²)</td>
</tr>
</tbody>
</table>

The solution required a total of 18,800 mg/kg of Cl⁻ (Krauskopf, 1982); therefore the final stage was to calculate the quantity of NaCl needed to complete the solution. As Cl⁻ is relatively un-reactive the quantity of Na⁺ ions was calculated as follows:

\[
\text{Na}^+ = 10770 \text{mg/kg} \\
= 10.77 \text{ g/kg} \\
1 \text{ mole of Na} = 10.77/22.99 = 0.4685 \text{ mol/kg} \\
\text{Deduct total Na used (from table above)} = 0.4685 \times 0.0596606 = 0.4088394 \\
= 0.4088394 \times (22.99 + 35.45) \\
= 23.89258 \text{ g/kg NaCl}
\]

To make 8 litres of artificial seawater solution the above salts were added to 8 litres of distilled water in the following quantities (all salts used were Analar reagents):

1. 191.141g of NaCl  
2. 0.6938g of NaBr  
3. 5.9592g of KCl  
4. 12.0898g of CaCl₂·2H₂O  
5. 86.303g of MgCl₂·6H₂O  
6. 0.1952g of SrCl₂·6H₂O  
7. 1.5429g of NaHCO₃  
8. 32.1167g of Na₂SO₄
2. CO\textsubscript{2} hydrate experiments

2.1 Run 20 (Sample 2)

This experiment was designed to obtain the maximum quantity of hydrate for SEM analysis using seawater ice balls as a precursor for hydrate growth. To examine the effect of varying pore sizes / sediment grain sizes 4 plastic tubes were placed within a stainless steel pressure vessel to allow the formation of more than one hydrate sample during the same experimental run.

2.1.1 Seawater ice ball formation

Using an ISCO 260D pressure pump artificial seawater solution was injected through 1/16\textsuperscript{th} inch tubing at continuous flow rate into a vat of ‘bubbling’ liquid nitrogen (due to the injection of nitrogen gas; Figure 2.1a). This procedure formed fine (sub-millimetre) frozen seawater ice ‘balls’ (Figure 2.1b).

![Schematic diagram showing seawater ice balls formation procedure.](image)

![BSEM image of seawater ice ball/quartz rich sediment mix for Run 20. The ice balls can be seen to be surrounded by a crust of salts excluded during ice formation.](image)
2.1.2 **Sample construction and experimental procedures**

Internal plastic sample vessels were constructed using 25mm plastic tubing cut into 4.2cm lengths. A ridge was then etched 2mm from the base of each plastic vessel, and a fine mesh was attached to the base of each vessel using gold wire (Figure 2.2). Each tube was labelled from A to D for sample identification. A known quantity of sediment was weighed into Teflon pressure vessel liners, and this sediment was cooled to liquid nitrogen temperatures by placing in an aluminium coated tray of liquid nitrogen. The previously made seawater ice balls were then sieved from the liquid nitrogen and mixed into the cooled sediment, forming a 50:50 sediment/ice ratio. Inner plastic sample vessels were also cooled to liquid nitrogen temperature, and these were filled with the different sediment and ice mixtures:

- Tube A = Seawater ice balls
- Tube B = 63-212μm quartz rich sand and seawater ice balls.
- Tube C = 150-400μm pure cleaned quartz and seawater ice balls.
- Tube D = 355-600μm quartz rich sand and seawater ice balls. **Sample 2.**

Each tube was placed into a cooled stainless steel pressure vessel, and the pressure vessel lid was attached after defrosting the screw threads and ensuring the CO$_2$ inlet tube was situated in the centre of the experiment. Samples of each sediment/ice ball mixture were placed in aluminium capsules to store for later analysis. The pressure vessel containing all four samples was then placed into a cooled incubator, and slowly pressurised using an ISCO 260D pressure pump filled with liquid CO$_2$. A record of the experiment is provided in Section 4, laboratory sheets 1a and 1b.
The vessel was depressurised at the end of the experiment using the procedure noted in Chapter 4, and the samples were preserved for later BSEM analysis. Some hydrate/sand fragments were noted in the base of the pressure vessel and on the surface of sample B after depressurisation (Figure 2.3), some of which appeared curved. A few of these curved hydrate fragments were preserved and imaged (see Chapter 5).

Figure 2.2. Schematic diagram of the inner plastic vessels constructed using plastic tubing, fine mesh and gold wiring.

Figure 2.3 (a) Stainless steel pressure vessel and plastic sample vessels within aluminium lined tray of liquid nitrogen after depressurisation. The small white hydrate fragments can be seen at the bottom of the pressure vessel. (b) Higher magnification image of sample B showing the white hydrate fragments on the surface of the sample.
2.2 Run 21

This experimental run followed the same procedure as for Run 20, with four experiments within one pressure vessel; however used different sediments to investigate the effect of different mineralogy on hydrate formation. See Section 4, laboratory sheets 2a, 2b and 2c for the experiments pressure and temperature record. The four experiments were as follows:

- Tube E = Muscovite (125-250μm) and seawater ice balls.
- Tube F = Georgia Kaolinite and seawater ice balls.
- Tube G = Precipitated silica and seawater ice balls.
- Tube H = Wyoming Bentonite and seawater ice balls.

2.3 Run 22 (Sample 7)

Again this experimental run followed the same experimental technique of producing 4 experimental samples in one vessel, as for Run 20 and Run 21, however the four experiments designed for this run used seawater solution rather than seawater ice balls. The aim of these experiments was to compare the use of seawater ice balls as a precursor for hydrate formation with the formation of CO$_2$ hydrate in different fully saturated sediments. Sediments fully mixed and saturated with seawater solution were placed into the constructed plastic tubes. These un-cooled inner vessels were placed into a stainless steel pressure vessel at room temperature. Therefore, no liquid nitrogen was used to construct the samples. At the end of the experimental run the pressure vessel was depressurised and the samples preserved as detailed in Chapter 4. The four experimental samples produced during this laboratory run were as follows:

- Tube A = Seawater (no sediment). **Sample 7**.
- Tube B = Quartz rich sand (355-600μm) fully saturated with seawater.
- Tube C = Pure cleaned quartz (150-400μm) fully saturated with seawater.
- Tube D = Wyoming bentonite fully saturate with seawater.
See Section 4, laboratory sheet 3 for pressure and temperature conditions throughout the experiment.

### 2.4 Run 24 (Sample 1)

This sample was generated using 35.2g of coarse quartz rich sand (600μm-2mm) mixed and fully saturated with 14.1g of seawater solution, with an aim to investigate the effect of salinity, mineralogy and availability of CO₂ and water on hydrate formation (to compare with other samples on analysis). A layer of seawater remained on the surface of the sand (see Chapter 4, Figure 4.1 for schematic diagram). Standard pressurisation and depressurisation procedures were followed, as detailed in Chapter 4. See Section 4, laboratory sheet 4 for pressure and temperature conditions.

### 2.5 Run 25 (Sample 3)

This sample was generated using 44.4g of quartz rich sand (355-600μm) mixed with 13.1g of seawater solution. After placing the mixed seawater and sand into a Teflon liner, seawater was extracted using a paper towel; absorbing seawater and removing it from the sediment pores. The paper towel was weighed before and after seawater extraction to enable calculation of the quantity of seawater remaining in the sediment. Approximately 2.3g of seawater remained in the sediment; therefore leaving the sample partially saturated, with 4.9% seawater and 95.1% sand. This sample was then placed into a stainless steel pressure vessel. Standard pressurisation and depressurisation procedures were followed, as detailed in Chapter 4.

The main aim of this experiment was to investigate sediment-hosted hydrate formation in a partially water saturated environment. See Section 4, laboratory sheet 5 for pressure and temperature conditions.
2.6 Run 28

An experiment to investigate hydrate formation in natural sediment. Natural unsorted sandy sediment from Anglesey (see Chapter 5) was washed in de-ionised water, and 71.7g of this sediment was mixed with 19.7g of seawater solution and placed in a Teflon liner. Standard experimental laboratory procedures were followed. See Section 4, laboratory sheet 6 for pressure and temperature conditions.

2.7 Run 29 and 30 (Sample 5)

Both sample Run 29 and sample Run 30 (Sample 5) were generated at the same time using two separate pressure vessels in one incubator. Run 29 was composed of 50.4g of natural sandy sediment (used in Run 28) mixed and fully saturated with 16.7g of deionised water. Run 30 was composed of 50.4g of quartz rich sand (355-600μm) mixed and fully saturated with 17.5g of deionised water. These experiments were designed to compare pure water systems with seawater systems and hence, the effect of salinity on sediment-hosted CO$_2$ hydrate formation. Standard experimental laboratory procedures were followed. See Section 4, laboratory sheet 7 for pressure and temperature conditions.

2.8 Run 31 (Sample 4)

This experiment was designed to investigate CO$_2$ hydrate formation along different sediment contact points. A cardboard 3 face divider was constructed and inserted into a Teflon liner (Figure 2.4) to separate 3 different fully saturated sediments. Quartz rich sand (355-600μm), natural sandy sediment, and Wyoming bentonite were fully saturated and mixed with seawater solution. These fully saturated sediments were then placed into separate compartments in the Teflon liner. After applying slight compression to each sample to remove any voids, the cardboard divider was removed, allowing the sediments to come into contact with one another. The sample was pressurised and depressurised using standard procedures. There was a pressure relief valve failure at the beginning of the experiment, causing a temperature reduction, but
this did not affect the remainder of the experimental run. See Section 4, laboratory sheet 8 for experimental run pressure and temperature conditions.

**Figure 2.4.** Schematic diagram showing the relationship between the three different sediments used to form sample run 31.

### 2.9 Run 33

This experiment was designed to try and maximise the quantity of CO$_2$ hydrate within a sediment sample, by placing a magnetic stirrer bead underneath the sample to aid CO$_2$ diffusion into the pore waters. 21.3g of quartz rich sand (355-600μm) fully saturated and mixed with 7.1g of seawater was placed within an inner plastic vessel (same as that used in Run 20, 21, and 22). A magnetic stirrer bead was placed within a shallow hollow tube with semi-circular cut out sections to allow water to escape. This shallow tube was then placed beneath the inner plastic vessel (Figure 2.5). Semi-circular sections of tubing were placed around this centrally positioned inner plastic vessel to prevent sample movement. The pressure vessel lid was carefully placed onto the vessel base to ensure the CO$_2$ inlet tube and thermocouple was positioned into the sample. Standard pressurisation and depressurisation procedures were followed, with the vessel placed onto a magnetic stirrer plate to turn the internal magnetic stirrer bead. See Section 4, laboratory sheet 10 for pressure and temperature conditions.
Figure 2.5. Schematic diagram showing the relative internal experimental structure inside the stainless steel pressure vessel used for run 33.

2.10 Run 34 (Sample 6)

This sample was generated using coarse quartz rich sand (600µm-2mm) fully saturated and mixed with seawater solution. After placing the sand and seawater mix into an aluminium liner, seawater was extracted using a paper towel; absorbing seawater and removing it from the sediment pores (the same technique used in Run 25). The paper towel was weighed before and after seawater extraction to enable calculation of the quantity of seawater remaining in the sediment. The remaining sample was partially saturated with 8.1% seawater. This sample was then placed inside a coil of steel tubing attached to a stainless steel pressure vessel lid through inlet and outlet valves. The lid was then placed onto the pressure vessel base (see Figure 2.6). Standard pressurisation procedures were followed, as detailed in Chapter 4. At the end of the experiment the sample was depressurised using a newly developed technique. A cooling coil made of steel tubing was attached to the sample pressure vessel by connecting the tubing to the
inlet valve of the internal vessel coil. The other end of the external cooling coil was then attached to a bottle of Helium with a fitted pressure release valve. This external cooling coil was then submersed in a liquid nitrogen filled Dewar. Helium was injected through the external and internal cooling coils, rapidly decreasing the temperature of the pressure vessel, and freezing the sediment-hosted CO$_2$ hydrate sample in-situ. Throughout this cooling process CO$_2$ inlet valves remained open to maintain the internal sample pressure. The sample was then depressurised and preserved using standard experimental procedures.

Figure 2.6. Schematic diagram of Run 34 batch experiment with an added Helium cooling coil surrounding an aluminium liner encasing the partially water saturated sand. The Helium coil allowed sample preservation in-situ, at pressure.

The main aims of this experiment were to investigate sediment-hosted hydrate formation in a partially deionised water saturated environment, and to minimise any effects of experimental depressurisation techniques. See Section 4, laboratory sheet 11 for pressure and temperature conditions.
2.11 Run 35

The aim of this experiment was to form a solid seawater CO\textsubscript{2} hydrate sample (no sand), optimising the quantity of CO\textsubscript{2} hydrate in the sample by the use of a magnetic stirrer bead. A Teflon liner was filled with 78.2g of seawater solution and a magnetic stirrer bead was placed into the seawater. Standard pressurisation and depressurisation techniques were used during the experiment, with the addition of the use of a magnetic stirrer plate (as used in Run 33). See Section 4, laboratory sheet 12 for pressure and temperature conditions.

2.12 Run 36

This experiment was designed to represent a CO\textsubscript{2} hydrate storage system, and was the most complicated of all the experiments conducted during this research project. The basic design was similar to that used in Run 34.

Wyoming bentonite clay fully saturated and mixed with seawater solution was pressed into the base of an aluminium liner. The remainder of the aluminium liner was completely filled by natural sandy sediment fully saturated and mixed with seawater solution. This liner was then inserted inside a steel tube cooling coil attached to a stainless steel pressure vessel lid (Figure 2.7). This cooling coil was the same used in Run 34. A CO\textsubscript{2} inlet tube could then be inserted into the centre of the filled aluminium liner, ensuring the tube ended just above the clay layer, to enable the formation of a liquid CO\textsubscript{2} ‘bubble’ beneath a clay layer representing a caprock (after sample inversion). The experiment was sealed by fitting the pressure vessel lid to its base.
Figure 2.7. Schematic diagram of Run 36 batch experiment with an added Helium cooling coil surrounding an aluminium liner encasing the fully seawater saturated sand and clay. The experiment was inverted and pressurised with seawater. Liquid CO\(_2\) was then injected beneath the clay ‘cap’. The Helium cooling coil allowed sample preservation in-situ, at pressure.

The sample was inverted, pressurised to 200 bar with seawater solution, and then 9ml of liquid CO\(_2\) was injected into the sample. The temperature and pressure were monitored throughout the experiment (see laboratory sheet 13a, 13b).

On depressurisation the sample was cooled in-situ using the technique described for Run 34.

2.13 Run 28

This experiment was a repeat of Run 33. See Section 4, laboratory sheet 14 for pressure and temperature conditions.
3. Ice experiments

Fridge 1

Quartz rich sand (355-600μm) dampened with 18% seawater solution. The sample was slowly cooled to sub-zero temperatures and then placed in a chest freezer at -18°C.

Fridge 2

Quartz rich sand (355-600μm) dampened with 18% deionised water. The sample was slowly cooled to sub-zero temperatures and then placed in a chest freezer at -18°C.

Run 32

Quartz rich sand (355-600μm) fully saturate with seawater solution. A Teflon liner was filled with 65.5g of quartz rich sand fully saturated and mixed with seawater solution, and placed into a stainless steel pressure vessel. The experiment was pressurised with liquid CO₂ for approximately one hour, and depressurised using standard procedures described in Chapter 4. The sample was seen to contain CO₂ hydrate after depressurisation; however this sample was then placed into a chest freezer at -18°C and all CO₂ hydrate present dissociated before analysis. See Section 4, laboratory sheet 9 for pressure and temperature conditions.
## Laboratory run sheets

### Laboratory Sheet 1a

**HYDRATE Laboratory Run Sheet**

<table>
<thead>
<tr>
<th>Run No.</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>4 internal heating, ice.</td>
</tr>
<tr>
<td>Cubicle</td>
<td>Incubator</td>
</tr>
<tr>
<td>Vessel</td>
<td>643 018</td>
</tr>
<tr>
<td>Thermocouple # Added</td>
<td>1</td>
</tr>
<tr>
<td>Run Temperature</td>
<td>Variable</td>
</tr>
<tr>
<td>Rupture disc</td>
<td>-</td>
</tr>
<tr>
<td>Applicable Procedures:</td>
<td>-</td>
</tr>
<tr>
<td>Notes:</td>
<td>Very keep a melt + remix ice till form a basic of hydrate. A, B, C, D - internal mix. A - pure sequence. B - coarse sand. C - pure quartz sand. D - for</td>
</tr>
</tbody>
</table>
## HYDRATE Laboratory Run Sheet

### Sample Information

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>Temp.</th>
<th>P (psig)</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/11/04 12:37</td>
<td>4.1</td>
<td>200</td>
<td>-4.1</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>4/11/04 15:22</td>
<td>-24</td>
<td>200</td>
<td>-23</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>4/12/04 12:00</td>
<td>-40</td>
<td>200</td>
<td>-40</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>13/11/04 14:25</td>
<td>-92</td>
<td>200</td>
<td>-92</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>14/11/04 09:50</td>
<td>-92</td>
<td>200</td>
<td>-92</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

### Notes:

- Sample: 1b
- Date: 4/11/04
- Time: 12:37
- Elaps. Time: 4.1
- Temp.: -4.1
- P (psig): 200
- Flow Rate: *
- pH: *
- Comments: *
**HYDRATE Laboratory Run Sheet**

**Applicable Procedures:**

- Initial Solid + capsule wt (g)
- Initial capsule wt (g)
- Initial Solid wt (g)
- Initial Fluid volume (ml)
- Fluid : Solid ratio (g)
- Solid Area (g)
- Weight after welding (g)
- Final Solid + capsule wt (g)
- Final Solid wt (g)
- Solid weight loss/gain (g)

### Sample Data

<table>
<thead>
<tr>
<th>Sample Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (paig)</th>
<th>Volume</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/1/1999</td>
<td>15:00</td>
<td></td>
<td>-10</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24/1/99</td>
<td>15:00</td>
<td></td>
<td>0-9</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/1/99</td>
<td>13:15</td>
<td></td>
<td>0-6</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/1/99</td>
<td>13:20</td>
<td></td>
<td>0-4</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/1/99</td>
<td>09:35</td>
<td></td>
<td>-22</td>
<td>81</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/1/99</td>
<td>09:30</td>
<td></td>
<td>-22</td>
<td>48-7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/1/99</td>
<td>12:15</td>
<td></td>
<td>-78</td>
<td>55-8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/1/99</td>
<td>14:00</td>
<td></td>
<td>0-2</td>
<td>74.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**

- Any temp to melt + reform ice/hydrate
- A = Mass of system (g)
- B = Core Material (g)
- C = Size (mm)
- D = Density (g/ml)
- E = Core Material (g)
- F = Core Material (g)
- G = Solution (g)
- H = Solution (g)
- I = Solution (g)
- J = Solution (g)
- K = Solution (g)
- L = Solution (g)
- M = Solution (g)
- N = Solution (g)
- O = Solution (g)
- P = Solution (g)
- Q = Solution (g)
- R = Solution (g)
- S = Solution (g)
- T = Solution (g)
- U = Solution (g)
- V = Solution (g)
- W = Solution (g)
- X = Solution (g)
- Y = Solution (g)
- Z = Solution (g)

**Additional Notes:**

- Sample date
- Time
- Elaps. Time
- T °C
- P (paig)
- Volume
- Flow Rate
- pH
- Comments
# HYDRATE Laboratory Run Sheet

## Run No. Run 21 Count

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Initial Solid + capsule wt (g)</th>
<th>Initial capsule wt (g)</th>
<th>Initial Solids wt (g)</th>
<th>Initial Fluid volume (ml)</th>
<th>Fluid : Solid ratio</th>
<th>Solid Area</th>
<th>Weight after welding (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubicle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermocouple # Initial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Run Temperature</td>
<td>Variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rupture disc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applicable Procedures:-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Notes:-</td>
<td>Vary keep to neat + informative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flush</th>
<th>Left</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/2/19</td>
<td>12:28</td>
<td>0</td>
<td>-8.65</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>17:27</td>
<td>0</td>
<td>-505</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>10:30</td>
<td>0</td>
<td>-4.87</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>14:40</td>
<td>0</td>
<td>-3.2</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>12:40</td>
<td>0</td>
<td>-3.69</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>16:30</td>
<td>0</td>
<td>-3.6</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>12:30</td>
<td>0</td>
<td>-1.0</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>11:30</td>
<td>0</td>
<td>-3.0</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>16:30</td>
<td>0</td>
<td>-3.0</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>14:38</td>
<td>0</td>
<td>-2.2</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>15:00</td>
<td>0</td>
<td>0.75</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>16:30</td>
<td>0</td>
<td>-1.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>15:30</td>
<td>0</td>
<td>-2.3</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>10:20</td>
<td>0</td>
<td>-2.3</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>10:20</td>
<td>0</td>
<td>-1.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>10:20</td>
<td>0</td>
<td>-1.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/2/19</td>
<td>10:20</td>
<td>0</td>
<td>-1.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- Vary keep to neat + informative
Laboratory Sheet 2c

HYDRATE Laboratory Run Sheet

<table>
<thead>
<tr>
<th>Run No.</th>
<th>Run 21 cont (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>(A tube/angle x 1 vessel)</td>
</tr>
<tr>
<td>Cubicle Incubator</td>
<td>LMS1 &amp; Hydrate Lab</td>
</tr>
<tr>
<td>Vessel</td>
<td>86C 018</td>
</tr>
<tr>
<td>Thermocouple #</td>
<td>-</td>
</tr>
<tr>
<td>Run Temperature</td>
<td>Variable</td>
</tr>
<tr>
<td>Rupture disc</td>
<td>-</td>
</tr>
<tr>
<td>Applicable Procedures:</td>
<td>-</td>
</tr>
</tbody>
</table>

Initial Solid + capsule wt (g)
Initial capsule wt (g)
Initial Solid wt (g)
Initial Fluid volume (ml)
Fluid : Solid ratio
Solid Area
Weight after welding (g)
Final Solid + capsule wt (g)
Final Solid wt (g)
Solid weight loss/gain (g)

Notes:

Sample | Date | Time | Elaps. Time | T °C | P (bar) | pH | Flow Rate | Comments
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7/1/05</td>
<td>11:00</td>
<td>0:00</td>
<td>0.25</td>
<td>148</td>
<td></td>
<td></td>
<td>Pump early</td>
<td></td>
</tr>
<tr>
<td>11/1/05</td>
<td>11:15</td>
<td>0:15</td>
<td>100</td>
<td>200</td>
<td></td>
<td></td>
<td>Refl. steam</td>
<td></td>
</tr>
<tr>
<td>11/1/05</td>
<td>3:10</td>
<td>2:10</td>
<td>0.30</td>
<td>2001</td>
<td></td>
<td></td>
<td>OFF</td>
<td></td>
</tr>
</tbody>
</table>
## HYDRATE Laboratory Run Sheet

<table>
<thead>
<tr>
<th>Sample Date</th>
<th>Time</th>
<th>Elaps. Time Total</th>
<th>T °C</th>
<th>P (bar)</th>
<th>P (g/cm²)</th>
<th>Volume Samp</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>20/03/19</td>
<td>10:12</td>
<td></td>
<td>20</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18/11/05</td>
<td>10:10</td>
<td></td>
<td>35</td>
<td>15.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/05/05</td>
<td>9:55</td>
<td></td>
<td>3.2</td>
<td>140</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/03/05</td>
<td>6:30</td>
<td></td>
<td>2.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7/01/05</td>
<td>10:10</td>
<td></td>
<td>235</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Using black BOX gun expander under desk 933, read new instructions.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elapsed Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>2:30pm</td>
<td>0.5</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>3:00pm</td>
<td>1.5</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>4:00pm</td>
<td>2.5</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>5:00pm</td>
<td>3.5</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>6:00pm</td>
<td>4.5</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>7:00pm</td>
<td>5.5</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>8:00pm</td>
<td>6.0</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>9:00pm</td>
<td>7.0</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>10:00pm</td>
<td>8.0</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11/12/83</td>
<td>11:00pm</td>
<td>9.0</td>
<td>75</td>
<td>170</td>
<td>24</td>
<td>7.0</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Summarized course sand (600 μm - 2 mm) 60 kg after 31 hours. Repeat of 18.
HYDRATE Laboratory Run Sheet

Run No. 25

Experiment: Damp sand (85-600μm)

Cubicle: Inouari

Vessel: B45010

Thermocouple #: Added

Run Temperature: 2°C

Rupture disc: —

Applicable Procedures:

- Initial Solid + capsule wt (g)
- Initial capsule wt (g)
- Initial Solid wt (g)
- Initial Fluid volume (ml)
- Fluid + Solid ratio
- Solid Area
- Weight after welding (g)
- Final Solid + capsule wt (g)
- Final Solid wt (g)
- Solid weight loss/gain (g)

Notes: Sandwater added to sand + then drained off using kitchen towel. Damp sand added to reflect liner.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (paig)</th>
<th>Volume</th>
<th>Flow</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>111958S</td>
<td>15.43</td>
<td>2</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>122965T</td>
<td>11.44</td>
<td>2</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>132987T</td>
<td>15.22</td>
<td>2</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>276845S</td>
<td>8.54</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1111040S</td>
<td>12.52</td>
<td>2.26</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>121105S</td>
<td>14.21</td>
<td>2.05</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>131106S</td>
<td>15.44</td>
<td>2.26</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>121115S</td>
<td>15.11</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### HYDRATE Laboratory Run Sheet

**Run No. 25**

**Experiment (D) hydrate = natural**
**Initial Solid + capsule wt** (g)
**Initial capsule wt** (g)
**Initial Solid wt** (g)
**Initial Fluid volume** (ml)
**Fluid : Solid ratio**
**Solid Area**
**Weight after welding** (g)

**Thermocouple # Added**

**Run Temperature** $2^\circ C$ (inubation)

**Rupture disc**

**Applicable Procedures:**

**Notes:**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T $^\circ C$</th>
<th>P (psig)</th>
<th>Volume (ml)</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td></td>
<td>15</td>
<td>27</td>
<td>27</td>
<td>200</td>
<td>28</td>
<td>200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel</td>
<td></td>
<td>16</td>
<td>26</td>
<td>26</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**

- Initial Solid + capsule wt
- Initial capsule wt
- Initial Solid wt
- Initial Fluid volume
- Fluid : Solid ratio
- Solid Area
- Weight after welding

**Applicable Procedures:**

- Notes:
## HYDRATE Laboratory Run Sheet

### Run No.
21 & 30

### Experiment
O<sub>2</sub> Hydrotreated Waste

### Cubicle
K-1424 - R8-30

### Vessel
BGSO18 + BGSO22

### Thermocouple #
Added

### Run Temperature
2°C (modified)

### Rupture disc

### Applicable Procedures:

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time Total</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume Flush</th>
<th>Samp</th>
<th>Left</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4/79</td>
<td>17:37</td>
<td></td>
<td></td>
<td>27°C</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>18:09</td>
<td></td>
<td></td>
<td>28°C</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>12:21</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>10:13</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>15:42</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>16:02</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>17:37</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>18:09</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>12:21</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>10:13</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>15:42</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>16:02</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>17:37</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>18:09</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>12:21</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>10:13</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>15:42</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>16:02</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>17:37</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>18:09</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>12:21</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>10:13</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>14:11</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>15:42</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4/79</td>
<td>16:02</td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20°C</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Notes:
...
## HYDRATE Laboratory Run Sheet

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume Flushed</th>
<th>Volume Sampled</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Notes:
- Sample Date Time Elapsed Time
- Initial Solid + capsule wt (g)
- Initial capsule wt (g)
- Initial Solid wt (g)
- Initial Fluid volume (ml)
- Fluid: Solid ratio
- Solid Area
- Weight after welding (g)
- Final Solid + capsule wt (g)
- Final Solid wt (g)
- Solid weight loss/gain (g)
- Applicable Procedures: Scavenger
<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time Total</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>P100%</td>
<td>10:00</td>
<td>-</td>
<td>-</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
<td>on</td>
</tr>
<tr>
<td>P10%</td>
<td>10:00</td>
<td>-</td>
<td>-</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
<td>refill pump</td>
</tr>
<tr>
<td>P0%</td>
<td>11:00</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td></td>
<td></td>
<td>off</td>
</tr>
</tbody>
</table>

**HYDRATE Laboratory Run Sheet**

**Run No. 32**

**Experiment**
- CO₂ dissolved in seawater + Sand (185-403μm) / Run 31
- Cubicle in freezer
- Vessel 8/5/12

**Thermocouple #** K/1A

**Run Temperature** Same as run 31 / variable

**Rupture disc**

**Applicable Procedures:**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time Total</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>P100%</td>
<td>10:00</td>
<td>-</td>
<td>-</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
<td>on</td>
</tr>
<tr>
<td>P10%</td>
<td>10:00</td>
<td>-</td>
<td>-</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
<td>refill pump</td>
</tr>
<tr>
<td>P0%</td>
<td>11:00</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td></td>
<td></td>
<td>off</td>
</tr>
</tbody>
</table>

**Notes:**

- Initial Solid + capsule wt (g)
- Initial capsule wt (g)
- Initial Solid wt (g)
- Initial Fluid volume (ml)
- Fluid : Solid ratio
- Solid Area
- Weight after welding (g)
- Final Solid + capsule wt (g)
- Final Solid wt (g)
- Solid weight loss/gain (g)
## HYDRATE Laboratory Run Sheet

**Run No. 33**

- **Experiment**
  - Initial Solid + capsule wt (g)
  - Initial capsule wt (g)
  - Initial Solid wt (g)
  - Initial Fluid volume (ml)
  - Fluid : Solid ratio
  - Solid Area

- **Cubicle**
  - Initial Solid wt (g)

- **Vessel**
  - Initial Fluid volume (ml)

- **Thermocouple # Added**
  - Weight after welding (g)

- **Run Temperature**
  - Semper + soil (55-60°C)
  - Final Solid + capsule wt (g)

- **Rupture disc**
  - Final Solid wt (g)
  - Solid weight loss/gain (g)

- **Applicable Procedures:-**

- **Notes:-**

### Sample Data

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/06/05</td>
<td>14:41</td>
<td></td>
<td>2.44</td>
<td>76.2</td>
<td>100</td>
<td>Left</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/06/05</td>
<td>12:40</td>
<td></td>
<td>2.35</td>
<td>94.0</td>
<td>100</td>
<td>Left</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
# Laboratory Sheet 11

## HYDRATE Laboratory Run Sheet

<table>
<thead>
<tr>
<th>Run No.</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>Initial Solid + capsule wt (g)</td>
</tr>
<tr>
<td>Cubicle</td>
<td>Initial capsule wt (g)</td>
</tr>
<tr>
<td>Vessel</td>
<td>Initial Solid wt (g)</td>
</tr>
<tr>
<td>Thermocouple # Added</td>
<td>Initial Fluid volume (ml)</td>
</tr>
<tr>
<td>Run Temperature</td>
<td>Fluid : Solid ratio</td>
</tr>
<tr>
<td>Rupture disc</td>
<td>Solid Area</td>
</tr>
<tr>
<td>Weight after welding</td>
<td>(g)</td>
</tr>
</tbody>
</table>

### Applicable Procedures:

- Initial Solid + capsule wt (g)
- Initial capsule wt (g)
- Initial Solid wt (g)
- Initial Fluid volume (ml)
- Fluid : Solid ratio
- Solid Area
- Weight after welding (g)

### Notes:

- Prepare up slowly & take down as cooled. Work cool gas
- Helium back ramp down to 52. Then an out of gas. Keep pressure running & used about 500 l of CO2 to maintain

### Table

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>26imo5</td>
<td>15:58</td>
<td>15:58</td>
<td>0.04</td>
<td>87</td>
<td>2000</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>16:04</td>
<td>16:04</td>
<td>0.66</td>
<td>8.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24imo2</td>
<td>18:01</td>
<td>18:01</td>
<td>5.4</td>
<td>2.4</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td>flush top 4</td>
</tr>
<tr>
<td>24imo4</td>
<td>04:24</td>
<td>04:24</td>
<td>4.62</td>
<td>2.0</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13:24</td>
<td>13:24</td>
<td>46.2</td>
<td>2.0</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td>OFF</td>
</tr>
</tbody>
</table>
### HYDRATE Laboratory Run Sheet

**Run No. 35**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Cubicle</th>
<th>Vessel</th>
<th>Thermocouple</th>
<th>Run Temperature</th>
<th>Rupture disc</th>
<th>Applicable Procedures:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square w/o shots head</td>
<td>Incubator</td>
<td>CUB018</td>
<td>110</td>
<td>Variable</td>
<td>20°C per 1°C, lose temp</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cubicle</th>
<th>Vessel</th>
<th>Thermocouple</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUB018</td>
<td>CUB018</td>
<td>110</td>
</tr>
</tbody>
</table>

**Initial Data:**

- Initial Solid + capsule wt (g)
- Initial capsule wt (g)
- Initial Solid wt (g)
- Initial Fluid volume (ml)
- Fluid : Solid ratio
- Solid Area
- Weight after welding (g)

**Final Data:**

- Final Solid + capsule wt (g)
- Final Solid wt (g)
- Solid weight loss/gain (g)

**Notes:**

- Hold at 20°C per 1°C, lose temp

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flush</th>
<th>Samp</th>
<th>Left</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td>t</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21/12/18</td>
<td>16:50</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24/12/18</td>
<td>14:50</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6/1/19</td>
<td>14:20</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8/1/19</td>
<td>16:49</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16/1/19</td>
<td>17:37</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/1/19</td>
<td>15:33</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15:57</td>
<td>-</td>
<td>18.9</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
HYDRATE Laboratory Run Sheet

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time Total</th>
<th>T°C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:-

Applicable Procedures:-
**HYDRATE Laboratory Run Sheet**

**Run No.** 36 cont.

**Experiment** Clay cap with CaCO₃ bubble

**Cubicle** Silica cube, none in presence

**Vessel** 84.0160

**Thermocouple #** Added

**Run Temperature** Variable

**Rupture disc** Variable

**Applicable Procedures:**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 hs 10m</td>
<td>17:04</td>
<td>4 hr 200</td>
<td>4.15</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>OFF</td>
</tr>
<tr>
<td></td>
<td>3 hs 45m</td>
<td>10:45</td>
<td>6 hr 55</td>
<td>4.55</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>OFF</td>
</tr>
<tr>
<td></td>
<td>4 hs</td>
<td>15:55</td>
<td>8 hr</td>
<td>4.6</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>OFF</td>
</tr>
</tbody>
</table>
**HYDRATE Laboratory Run Sheet**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Time</th>
<th>Elaps. Time</th>
<th>T °C</th>
<th>P (psig)</th>
<th>Volume</th>
<th>Flow Rate</th>
<th>pH</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>21/5/94</td>
<td>15 26</td>
<td></td>
<td></td>
<td>10.1</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22/5/94</td>
<td>15 23</td>
<td></td>
<td></td>
<td>13.2</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24/5/94</td>
<td>18 32</td>
<td></td>
<td></td>
<td>18.6</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25/5/94</td>
<td>18 45</td>
<td></td>
<td></td>
<td>16.4</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26/5/94</td>
<td>10 46</td>
<td></td>
<td></td>
<td>13.6</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26/5/94</td>
<td>18 50</td>
<td></td>
<td></td>
<td>22.2</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26/5/94</td>
<td>18 07</td>
<td></td>
<td></td>
<td>22.2</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26/5/94</td>
<td>18 35</td>
<td></td>
<td></td>
<td>34.3</td>
<td>35.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26/5/94</td>
<td>18 30</td>
<td></td>
<td></td>
<td>39.6</td>
<td>41.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26/5/94</td>
<td>13 42</td>
<td></td>
<td></td>
<td>72</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- Sample Date
- Total Time
- Elaps. Time
- T °C
- P (psig)
- Volume
- Flow Rate
- pH
- Comments