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Abstract—A time series is a sequence of observations collected over fixed sampling intervals. Several real-world dynamic processes can be modeled as a time series, such as stock price movements, exchange rates, temperatures, among others. As a special kind of data stream, a time series may present concept drift, which affects negatively time series analysis and forecasting. Explicit drift detection methods based on monitoring the time series features may provide a better understanding of how concepts evolve over time than methods based on monitoring the forecasting error of a base predictor. In this paper, we propose an online explicit drift detection method that identifies concept drifts in time series by monitoring time series features, called Feature Extraction for Explicit Concept Drift Detection (FEDD). Computational experiments showed that FEDD performed better than error-based approaches in several linear and nonlinear artificial time series with abrupt and gradual concept drifts.

I. INTRODUCTION

A time series is a sequence of observations collected over fixed sampling intervals \cite{1}. Several dynamic processes can be modeled as time series, such as stock price movements, monthly sales of a company, the temperature of a city, exchange rates, among others. Time series forecasting can be considered one of the main challenges in the computational intelligence literature. It can be defined as follows. Let $S = \{x_1, \ldots, x_t, \ldots\}$, $x_t \in \mathbb{R}$, be a time series generated by a process $S$. At each time stamp $t$, we want to predict the regression value $y_t = x_{t+p}$ based on a set of inputs $X = \{x_{t-p}, \ldots, x_t\}$, which are the last $p$ time series observations.

In the last decades, several approaches have been proposed for time series analysis and forecasting. Two major classes of these approaches are the traditional statistical models and the soft computing approaches \cite{2}. Statistical models generally assume that the time series under study is generated from a linear process \cite{3}. Soft computing techniques, on the other hand, are data-driven, self-adaptive methods able to capture nonlinear behavior of time series without statistical assumptions about the data \cite{4}.

Despite the fact that there is a vast literature on time series analysis, the majority of the existing approaches does not take into account that a time series is a special kind of data stream \cite{5}. A data stream is a set of data observations which arrive sequentially item by item \cite{6}. Dynamism is an inherent feature of data streams. This dynamism implies that patterns in a data stream may evolve over time and introduces a big challenge to traditional batch learning algorithms, that is the ability to permanently maintain an accurate decision model even in the presence of changes in the data stream. These changes are known as concept drifts \cite{7}.

Most of the approaches designed to time series analysis are unaware of concept drifts. These methods are based on the main assumption that time series concepts are stationary in such a way that the observations follow a fixed and immutable probability distribution. This assumption, however, may not hold for several industrial time series applications. For example, the time series of the sales of a product may change its behavior due to changes in government regulations or advertising campaigns. The time series of stock prices of a company may change its behavior due to changes in political and economical factors or due to changes in the investors psychology or expectations.

Concept drifts have been widely studied in classification problems \cite{8}. The methods proposed for handling concept drifts can be divided into two main groups: (1) implicit or blinding methods and (2) explicit detection methods. Implicit methods \cite{9}, \cite{10} are those that update the decision model in regular intervals, independently of the occurrence of concept drifts. The main issues of these approaches are the potential resource consumption to update the learned model even when the incoming data belong to the same concept and the potential overfitting of the learned model to the data.

Explicit drift detection methods \cite{11}, \cite{12}, \cite{13}, are those that monitor some statistics of the data stream in order to detect concept drifts. A statistical test is employed to detect changes in the observed data. An advantage of explicitly drift detection is that this approach works as a white box, by informing the user about the occurrence of concept drifts. Two common explicit drift detection approaches are those that monitor the error of a base-learner and those that monitor the data distribution features. The main issue of the error-based approaches is that the error level may not properly reflect concept drifts. Besides, these methods rely on the accuracy of the decision model used for prediction. If a poor training process is used to build the decision model, it may result in lots of false alarms or high miss-detection rates, due to generalization problems such as overfitting.

Concept drifts in time series forecasting have a key difference with respect to classification problems, requiring separate investigation and potentially different drift detection methods than for classification or other regression problems. Specifi-
cally, every change in \( p(X) \) affects \( p(y|X) \), since \( p(X) \) and \( p(y) \) are drawn from the same distribution. Due to this, we expect a drift detection method based on monitoring the data distribution to provide a better understanding of how concepts evolve over time than those based on monitoring the prediction error. Some approaches proposed in the literature investigated concept drift in time series in an explicit way by monitoring the data directly [14], [15], [16], [17]. However they detect changes in a retrospective way. Industrial applications typically demand real-time change detection methods, with minimum drift detection delay. Online drift detection methods for time series has been very little investigated in the literature.

In this paper, we propose an online explicit drift detection method that identifies concept drifts in time series by monitoring time series features. Our main research hypothesis is that some time series features can be used to define time series concepts. This hypothesis can be stated as follows: “by monitoring changes in time series features, it is possible to build an explicit drift detection method able to detect concept drift in an effective way, minimizing both drift detection delay, false alarms and miss-detection rates”. The original contribution of this paper is FEDD (Feature Extraction for Explicit Concept Drift Detection), an online explicit drift detection method based on time series features. Experiments show that FEDD is effective in detecting drifts in linear and nonlinear time series with abrupt and gradual concept drifts.

The rest of this paper is organized as follows. Section II explains related work. Section III describes the proposed method in detail. Section IV presents the artificial data sets and the evaluation setup used in the study. Section V describes the computational experiments and discusses the results. Section VI concludes the paper and gives directions for further research.

II. RELATED WORK

In the literature, several researchers have investigated how to handle concept drift in classification problems. However in time series analysis, just a few researchers have attempted to solve this problem.

Guajardo et al. [10] proposed an implicit concept drift handling method for time series which is based on moving window and support vector regression (SVR). A moving window slides through the time series data stream in order to define the training and test sets. At each step the window moves, SVR is retrained with the portion of the window reserved for training and applied to the test set. The window size is adjusted to fit seasonal patterns of the time series and slides considering these cycles. An issue of this approach is that the seasonal patterns of a time series is typically not known a priori. Besides, several real time series have no well defined seasonal patterns, which prevents a widespread application of this method.

Gu et al. [18] used the similar idea of having a moving window for handling concept drift in time series implicitly by updating a base-predictor. In that work, the window has a variable size which is adjusted by a probabilistic model that defines which instances are in the retraining window. The probabilistic model gives more weight to more recent samples and to the samples more similar to the samples to be predicted. Samples with higher weights are used to fill the window.

Some explicit concept drift detection methods for time series have been proposed in the literature [14], [15], [19], [16], [17]. These methods have as main objective the detection of change points, which are the time instants when concept drifts have occurred. These approaches are based on a retrospective statistical analysis of the time series data or residuals for identifying changing points. An issue of these methods is the retrospective analysis, in which the detection is done just after receiving several samples from the data stream. Industrial applications typically require a real-time drift detection, since it allows the fast updating of the decision model and, consequently, the minimization of accuracy losses. Another issue of these methods is that they are designed to work just with abrupt concept drifts. In real-world applications, such as financial market, exchange rates and sales records, the gradual changes are more common than the abrupt ones.

Boracchi and Roveri [20] proposed an online concept drift detection for time series that present self-similarity. In the proposed approach, at each time instant, a data sequence of fixed size is extracted from the incoming data and the most similar previously seen data sequence is recovered from memory. A change indicator \( x(t) \) is computed as the difference between the two sequences. When the arriving data sequence differs significantly from previously seen sequences, the distribution of \( x(t) \) changes, and a drift is detected. The intersection of confidence intervals (ICI) drift detection test [12] is used to detect changes in the distribution of \( x(t) \). The main issue of this approach is that it is specifically designed to time series that present self-similarity and periodicity.

In a recent work [5], we investigated the use of online explicit drift detection in time series by means of monitoring the error of a regression model. In that work, we implemented the Drift Detection Mechanism (DDM) [11] and the Exponentially Weighted Moving Average for Concept Drift Detection (ECDD) [13] in combination with extreme learning machine (ELM) algorithm to build an adaptive prediction method. The issue of these approaches is that the drift detection is sensitive to problems in training the regression model, such as the parameter adjustment, overfitting and poor generalization, among others.

In this paper, we propose a novel online explicit drift detection method for time series that is able to deal with abrupt and gradual drifts by examining time series features. The novelty resides in monitoring the evolution of time series features to detect the occurrence of concept drifts.

III. THE FEDD APPROACH

In this section the proposed FEDD is described in detail. FEDD is an explicit drift detection method for time series which monitors some statistical features of the time series in order to identify changes in the underlying time series data distribution. The time series features are pre-defined descriptive statistics automatically calculated from the time series data. FEDD tests the occurrence of concept drifts by monitoring the evolution of these features.

FEDD has two main modules: the feature extraction (FE) module and the drift detection (DD) module. The FE module is responsible for extracting time series features. The DD module monitors the evolution of the time series features
1. The time series autocorrelation, which describes the similarity between observations in function of some lag [1]. The autocorrelations at the first five lags were used;

2. The time series partial autocorrelation, which describes the correlation that results after removing the effects of any correlations due to terms at shorter lags [1]. The partial autocorrelations at the first five lags were used;

3. The time series variance, which describes the degree of instability of the time series;

4. The skewness coefficient, which describes the asymmetry of the data around the sample mean;

5. The kurtosis coefficient, which describes how outlier-prone a data distribution is;

6. The turning points rate, which describes the degree of oscillation of the time series.

The nonlinear features attempt to describe the nonlinear behavior of a time series, which are common in real-world time series. The computed nonlinear features are as follows:

1) The bicorrelation, also called three-point autocorrelation, which is a high order correlation feature that is described by the joint moment of three variables formed from the time series in terms of two delays $t$ and $t'$ [24]. The bicorrelations at the first three lags were used;

2) The mutual information, which is defined for two variables $X$ and $Y$ and is defined as the amount of information that is known of one variable when the other is given [24]. The mutual information at the first three lags were used.

With exception of the turning points rate, all features are computed for the differencing time series in order to soften the influence of trends.

B. The DD Module

The DD module consists of two main components: (1) a distance function, which computes the dissimilarity among two feature vectors, and (2) a drift detection test, which tests the occurrence of significant changes in the distance level. In this work, we implemented and tested two distance metrics, namely the cosine distance and the Pearson distance [25]. These distance metrics were chosen because they are not influenced by the range of possible values each feature can assume. This is a requirement of the method, because the time series features have different scales. Since FEDD is designed to perform in an online fashion, it is not possible to use conventional normalization methods for rescaling the attributes, due to impossibility of finding maximum and minimum values, or the mean and standard deviations for the whole time series.

The cosine distance is the angular distance of two vectors while ignoring their scales. The cosine distance between two vectors $A = \{a_1,\ldots,a_d\}$ and $B = \{b_1,\ldots,b_d\}$, of dimension $d$, is computed as follows:

$$\text{dist}_{\text{cos}}(A, B) = 1 - \frac{\langle A, B \rangle}{\|A\| \|B\|} = 1 - \frac{\sum_{i=1}^{d} a_i b_i}{\sqrt{\sum_{i=1}^{d} a_i^2} \sqrt{\sum_{i=1}^{d} b_i^2}}.$$ 

The Pearson distance is a dissimilarity metric based on Pearson’s product-momentum correlation coefficient of two vectors. This metric describes the similarity in shape between the two vectors, and is computed as follows:

$$\text{dist}_{\text{pear}}(A, B) = 1 - \text{Corr}(A, B) = 1 - \frac{\sum_{i=1}^{d} (a_i - \bar{a})(b_i - \bar{b})}{\sqrt{\sum_{i=1}^{d} (a_i - \bar{a})^2} \sqrt{\sum_{i=1}^{d} (b_i - \bar{b})^2}}.$$ 

The drift detection test implemented in the DD module was the ECDD [13]. ECDD analyses the exponentially weighted moving average (EWMA) of a variable to identify changes in its values. EWMA is an estimator of the mean of a sequence of values of a variable which gives more importance to recent data, whereas older data is being progressively downweighted. Suppose a set of values for a variable $\{x_1,\ldots,x_n\}$ which presents a mean $\mu_0$ and standard deviation $\sigma_x$. The EWMA estimators for the variable are $Z_0 = \mu_0$ and $Z_t = (1 - \lambda)Z_{t-1} + \lambda x_t$, $t > 0$. The parameter $\lambda$ indicates the weight given to recent data when compared to
older data. The mean and standard deviations of \( Z_t \) are \( \mu_t \) and \( \sigma_{Z_t} = \sqrt{\frac{1 - \lambda}{2 - \lambda} (1 - (1 - \lambda)^{2t}) \sigma_z} \), respectively.

The DD module uses ECDD to monitor the distances between an initial feature vector and the current feature vector. When the whole time series data belong to the same context, it is expected the distances are stationary and \( Z_t \) fluctuates around the distance mean \( \mu_0 \). However, when a change occurs, the distance stream presents a new mean \( \mu_1 \) and \( Z_t \) now goes away from \( \mu_0 \) to \( \mu_1 \). In [13], two rules were defined to monitor concept drift based on EWMA. When \( Z_t > \mu_0 + W \sigma_{Z_t} \), a warning signal is triggered. When \( Z_t > \mu_0 + C \sigma_{Z_t} \), a change signal is triggered. The warning threshold and control limit, \( W \) and \( C \) respectively, are parameters of the method. The reason ECDD test was chosen to be used in FEDD is that it monitors the EWMA of the distances instead of monitoring the instantaneous distances or the simple average of the distances, being more robust to false alarms caused by noise and outliers in the time series. However, other drift tests could be integrated into FEDD instead of ECDD.

The steps of FEDD algorithm are detailed in Figure 1. The inputs of the algorithm are (Step 1): an initial subset of observations of a time series \( X = \{x_1, ..., x_m\} \), where \( x_i \in \mathbb{R} \) is a time series sample, the window size \( m \), the warning threshold \( W \), and the drift threshold \( C \). In Step 2, the initialization of some variables is done. The variable \( s \) denotes the start of the known time series concept, \( \text{warn} \) stores the instant when the first warning signal is triggered. The variable \( \text{below\_warn} \) is used to define when the process can leave the warning level once it was reached.

Step 3 is repeated for every instant a new sample from the time series becomes available. If the difference between the current time step \( t \) and the start of the current known concept is less than \( m \), the algorithm does nothing, since the window is not yet filled. When \( t - s = m \) is equal to the window size \( m - 1 \) (Step 4), then FE computes the initial feature vector \( f_{v_0} \) for the time series samples in the moving window \( \{x_s, ..., x_t\} \), where \( s = 1 \) for this initial vector (Step 5). The feature vector \( f_{v_0} \) is used as a reference feature vector for the drift test, since it represents the known concept.

When \( t - s > m - 1 \) (Step 6), the algorithm starts the online processing of the time series. In Step 7, the current feature vector \( f_{v_t} \) is firstly computed by the FE module for the instances in the moving window. In Step 8, the distance between the initial feature vector and the current feature vector in time \( t \) \( \left( d_t \right) \) is computed using one of the chosen distances explained before. In Step 9, the algorithm computes the distance average \( (\mu_d) \), the EWMA estimator of the distances \( (Z_d^t) \) and the standard deviation of \( Z_d^t \), denoted by \( \sigma_{Z_d^t} \). These are the statistics used in the concept drift test.

In Steps 10 and 14, the DD module uses the statistics of the sequential distances to identify if a warning level and/or a drift level was reached, respectively. If the warning signal was never reached and \( Z_d^t \) is above the warning level (Step 10), a warning signal is triggered (Step 11) and the instant \( t \) is kept in memory, since it marks the potential beginning of a new concept (Step 12). If the drift level is reached (Step 14), then a drift signal is triggered (Step 15), the variable \( s \), which marks the beginning of the known concept, is updated with the instant which the warning level was reached, and the other control variables are reset (Step 16). The process is then reinitialized.

The FEDD algorithm still defines a mechanism that allows the process leaving the warning level (Steps 18–26). Once the warning level is reached, if \( Z_d^t \) is below the warning threshold for 10 time steps, the process returns to the normal state. The value 10 was empirically defined and not optimized. This mechanism helps to prevent instances of the old concept to be included in the definition of a new concept when a drift is detected.

IV. Computational Experiments

In this section we describe the metrics used to evaluate the methods, the data sets and the evaluation setup used in the experiments.

The main objective of the experiments with FEDD is to validate our hypothesis that by monitoring features of a time series we can improve the concept drift detection in comparison with error-based explicit drift detection methods. In order to do so, we compare FEDD with the ELM_ECDD method proposed in [5], since it is based on prediction error and uses the same drift test as FEDD. The second objective is to verify the drift identification accuracy of FEDD in comparison with other error-based drift detection methods. So, we compare FEDD with ELM_DDM and ELM_PH. DDM and the Page-Hinkley test (PH) [26] are promising drift detection tests proposed in the literature. The choice of ELM as a base-regressor is due to the fact that ELM has been widely used in regression and time series forecasting with good generalization performance, besides presenting a very fast training [27]. The third objective of the experiment is to evaluate the use of cosine and Pearson distance functions in FEDD.
The performance metrics used to evaluate the drift detection accuracy of the compared methods are: (1) the number of false alarms, (2) the miss-detection rates and (3) the delay of detection. A false alarm is a type-I error, which consists in a false positive drift identification. A miss-detection is a failure in detecting a drift when it actually happens in data stream, which is a type-II error. The miss-detection rate is the ratio between the number of miss-detections and the number of known concept drifts in the time series, and is given in percentage. The drift detection delay is the amount of instances the algorithm needed until the test can detect the occurrence of a known drift. We compute it as the sum of the delays of the algorithm needed until the test can detect the occurrence of a known drift. 

A. Data Set Description

Despite the fact that concept drift is not a new research area, the effects of concept drift in time series are not widely studied. There is a lack of appropriate data sets aimed for studies of concept drift in regression tasks as well as in time series analysis. By working with real-world data sets, it is not possible to know exactly when a drift occurs, the kind of drift or even if there is a drift on the data [28]. Artificial data sets, on the other hand, allow an effective analysis of the drift detection performance.

In this work, we create artificial data sets\(^2\) which comprise linear and nonlinear time series affected by abrupt and gradual concept drifts. The simulated time series have size of 12,000 data points. Linear time series were simulated by autoregressive processes (AR) to generate the time series points. A time series X is an autoregressive process of order p, abbreviated as AR(p), if its points can be defined as \(x_t = \alpha_1 x_{t-1} + \alpha_2 x_{t-2} + \ldots + \alpha_p x_{t-p} + w_t\), where \(\alpha_1, \ldots, \alpha_p\) are the model parameters and \(\{w_t : t = 1, \ldots, n\}\) is a Gaussian white noise time series where the variables \(w_1, \ldots, w_n\) are independent and identically distributed and follow a normal distribution \((w_t \sim N(0, \sigma^2))\) [1].

The artificial linear time series data set is composed by 120 time series, which can be divided into three groups: (1) AR(4) time series affected by changes in the AR parameters and in \(\sigma^2\), (2) AR(6) time series affected by changes in the AR parameters and in \(\sigma^2\) and (3) AR(p) time series affected by changes in the order p, in the AR parameters and in \(\sigma^2\). These time series are affected by 3 drifts. In each group, half of the time series are affected by abrupt concept drifts and half is affected by gradual drifts. Table I reports the AR parameters for each group of linear time series. Abrupt drifts were simulated by an instantaneous change in the parameters. Gradual drifts were simulated by inserting a gradual change in the parameters. The size of a gradual change corresponds to 10% of the data points of the new concept.

We also simulate nonlinear time series to perform the evaluation of the proposed methods. The nonlinear time series models used to create this data set were proposed in [29].

This data set is also composed by 120 time series with 3 drifts, divided into three groups: (1) nonlinear moving average model (eq. 1), (2) smooth transition autoregressive model 1 (eq. 2) and (3) smooth transition autoregressive model 2. (eq. 3). The concept drifts were simulated by changing the parameters of the models and \(\sigma^2\), similarly to the linear time series data set. In each group, half of the number of time series are affected by abrupt concept drifts and half is affected by gradual drifts. The parameters used to generate these time series are given in Table II. The simulation of the abrupt and gradual drifts were performed in a similar way to the linear time series.

TABLE I. LINEAR TIME SERIES DATA SET DESCRIPTION.

<table>
<thead>
<tr>
<th>TS Group</th>
<th>Concept</th>
<th>(\alpha)</th>
<th>(\sigma^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear 1</td>
<td>1</td>
<td>({0.9, -0.2, 0.8, -0.5})</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>((-0.3, 1.4, 0.4, -0.5))</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>((1.5, -0.4, -0.3, 0.2))</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>((-0.1, 1.4, 0.4, -0.7))</td>
<td>3.5</td>
</tr>
<tr>
<td>Linear 2</td>
<td>1</td>
<td>((1.1, -0.6, 0.8, -0.5, -0.1, 0.3))</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>((-0.1, 1.2, 0.4, 0.3, -0.2, -0.6))</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>((1.2, -0.4, -0.5, 0.7, -0.0, 0.4))</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>((-0.1, 1.1, 0.5, 0.2, -0.2, -0.5))</td>
<td>3.5</td>
</tr>
<tr>
<td>Linear 3</td>
<td>1</td>
<td>((0.5, 0.5))</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>((1.5, 0.5))</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>((0.9, -0.2, 0.8, -0.5))</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>((0.9, 0.8, -0.6, 0.2, -0.5, -0.2, 0.4))</td>
<td>3.5</td>
</tr>
</tbody>
</table>

TABLE II. NONLINEAR TIME SERIES DATA SET DESCRIPTION.

<table>
<thead>
<tr>
<th>TS Group</th>
<th>Concept</th>
<th>(\alpha)</th>
<th>(\sigma^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Linear 1</td>
<td>1</td>
<td>({0.9, -0.2, 0.8, -0.5})</td>
<td>0.5</td>
</tr>
<tr>
<td>Linear 1</td>
<td>2</td>
<td>((-0.3, 1.4, 0.4, -0.5))</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>((1.5, -0.4, -0.3, 0.2))</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>((-0.1, 1.4, 0.4, -0.7))</td>
<td>3.5</td>
</tr>
<tr>
<td>Non-Linear 2</td>
<td>1</td>
<td>((0.9, -0.2, 0.8, -0.5))</td>
<td>0.5</td>
</tr>
<tr>
<td>Linear 2</td>
<td>2</td>
<td>((-0.3, 1.4, 0.4, -0.5))</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>((1.5, -0.4, -0.3, 0.2))</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>((-0.1, 1.4, 0.4, -0.7))</td>
<td>3.5</td>
</tr>
<tr>
<td>Non-Linear 3</td>
<td>1</td>
<td>((-0.5, 0.8, -0.2, 0.9))</td>
<td>0.5</td>
</tr>
<tr>
<td>Linear 3</td>
<td>2</td>
<td>((-0.5, 0.4, 1.4, -0.3))</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>((0.2, -0.3, -0.4, 1.5))</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>((-0.7, 0.4, 1.4, -0.1))</td>
<td>3.5</td>
</tr>
</tbody>
</table>

One example of each group of linear and nonlinear time series with abrupt concept drifts is illustrated in Figure 2. The vertical bars indicate the concept drifts.

B. Evaluation Setup

In the experiments, the compared methods were performed in the 240 generated time series. For each time series, the ELM-based drift detectors were run 30 times and the averaged results were used in the comparison. Since FEDD with cosine distance (FEDD\(_{cos}\)) and FEDD with Pearson distance (FEDD\(_{pear}\)) are deterministic, only one run of these methods

---

\(\text{These data sets will be available for download.}\)
Preliminary experiments were performed with the following values for the parameters: $n \in \{100, 200, 300, 400\}$, $W \in \{0.5, 1.0, 2.0\}$ and $C \in \{1.0, 1.5, 2.0, 3.0\}$. The best parameter set found was $n = 400$, $W = 1.0$ and $C = 1.5$.

ELM_PHt has as parameters $W$, $C$ and $n$, and an additional parameter, the discount factor $\delta$ used to compute the cumulative error used as the statistic of the PHt test. In preliminary experiments we evaluate $W$, $C$ and $n$ with the same set of values as in experiments with ELM_DDM and ELM_ECDD. We try $\delta \in \{0.01, 0.05, 0.10\}$. The best parameter set found for ELM_PHt was $n = 400$, $\delta = 0.05$, $W = 1.0$ and $C = 2.0$.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The first objective of the experiments is to compare FEDD with ELM_ECDD, in order to validate our hypothesis that analyzing the time series features can improve online concept drift detection in comparison to using the error of a base predictor. Figure 3 presents the Friedman ranks with the Nemenyi critical difference for the three metrics evaluated. Methods that are significantly different (at $p = 0.05$) have ranks which differ by at least the critical difference.

![Fig. 3. Nemenyi test for all metrics. (a) Number of false alarms. (b) Drift detection delay. (c) Miss-detection rates.](image)

According to the Friedman ranks and associated Nemenyi critical difference, FEDD_cos and FEDD_pear outperform ELM_ECDD in terms of false alarms (Figure 3(a)), drift detection delay (Figure 3(b)) and miss-detection rates (Figure 3(c)). Therefore, we can conclude that the monitoring of...
feature vectors helped FEDD to significantly improve concept drift detection in comparison to monitoring ELM prediction error. Figure 4 further illustrates the magnitudes of the differences in performance. In terms of false alarms (Figure 4(a)), one can see that in time series with abrupt drifts, 50% of the cases, the FEDD\_cos and FEDD\_pear presented 0 false alarms. In the time series with gradual drifts, FEDD\_cos, FEDD\_pear presented 0 false alarms in almost all time series, which configures the best results. The ELM\_ECDD method presented similar behavior in both time series with abrupt and gradual drifts.

Figure 4(b) shows the box-plots of results in terms of drift detection delay. As one can see, both FEDD\_cos, FEDD\_pear and ELM\_ECDD have the drift detection delay increased in time series with gradual concept drifts. The box-plots show that in time series with gradual concept drifts, the FEDD approaches needed at least 1000 instances before detecting a concept drift. The ELM\_ECDD, on the other hand, needed to receive at least 1000 instances before detecting a drift in more than 75% of the time series with gradual drifts.

Figure 4(c) allows a comparison of the methods in terms of miss-detection rates. The FEDD\_cos and FEDD\_pear presented up to 33% of miss-detection rates in 3/4 of the the time series with abrupt drifts, which means the miss-detection rates of one of the three known concept drifts. In the time series with gradual drifts, the FEDD\_pear reduced the miss-detection rates to 0 in almost all time series.

The second objective of the experiments is to compare FEDD with other drift detection tests based on ELM prediction error. In order to do so, we compare FEDD\_cos and FEDD\_pear with ELM\_DDM and ELM\_Phit. In terms of false alarms, the Friedman test presented a p-value of 6.6391e-134, which rejects the null hypothesis of equivalence among the evaluated methods. The Nemenyi test (Figure 3(a)) showed that FEDD\_cos and FEDD\_pear presented the best results. ELM\_Phit presented a low rank, but statistically different from the best method. The box-plots (Figure 4(a)) show that ELM\_Phit has a good performance in terms of false alarms compared with the other ELM-based drift detection methods.

In terms of drift detection delay, the Friedman test presented a p-value of 6.5212e-83, which indicates statistical differences. The Nemenyi test (Figure 3(b)) shows that FEDD\_pear outperform all the other drift detection methods. The box-plots illustrated in Figure 4(b) show that the methods presented higher drift detection delays in time series with gradual drifts when compared to time series with abrupt drifts. The reason for this is the fact that the concept drifts take more instances to be completed.

In the comparison of miss-detection rates, the Friedman test presented a p-value of 6.7984e-108, which indicates no equivalence among the evaluated methods. The Nemenyi test shows no statistical differences between FEDD\_cos, FEDD\_pear (Figure 3(c)). The test also shows that ELM\_DDM presented a low rank. The reason for the lower miss-detection rates of ELM\_DDM is because of the high number of false alarms presented by this method. These metrics are negatively correlated, so a method with high number of false alarms has a high probability of identify true drifts, which decreases the miss-detection rates. Figure 4(c) shows the magnitudes of the differences in performance of the methods in terms of miss-detection rates. Due to its bad drift identification performance, ELM\_Phit presented lower false alarms, and consequently the worst results in terms of miss-detection.

The third objective of the experiments is to compare the effectiveness of FEDD\_cos and FEDD\_pear. The Friedman tests showed that these methods presented statistically equivalent results in terms of false alarms and miss-detection rates. In the case of drift detection delays, FEDD\_pear presented a significantly better result than FEDD\_cos according to Nemenyi test (Figure 3(b)). The reason for this fact may be because the Pearson distance measures the dissimilarity of two vectors as a function of the correlation of these vectors. Any change in a feature causes a sensitive change in the correlation among the feature vectors. The cosine distance, on the other hand, measures the dissimilarity among two vectors as the angle formed by them. In a feature space with many dimensions, a change in a feature does not imply in a sensitive change in the angle. Because of this, the cosine distance increases more slowly and the drift test takes more instances to detect changes.

In summary, the experiments show that FEDD methods have better drift detection accuracy than ELM\_ECDD, which validates the hypothesis stated in this work. FEDD also presented a better trade-off between the number of false alarms,
drift detection delay and miss-detection rates than ELM_DDM and ELM_PHi. FEDD_prev can be considered slightly superior to FEDD_cos since it presents lower drift detection delays at the same time it presents an equivalent number of false alarms and miss-detection rates.

VI. CONCLUSION

This paper presents a new approach to explicitly detect concept drifts in time series in an online way. FEDD is a drift detection method which monitors some statistical features of the time series in order to identify concept drifts. FEDD uses a feature vector as a reference for the known concept and monitors the evolution of this feature vector in order to test the occurrence of concept drifts. Two distance measures, the cosine distance and Pearson correlation distance, were investigated to compute the feature vectors dissimilarities.

In the computational experiments, we compare FEDD with error-based explicit drift detection methods, namely the ELM_ECDD, ELM_DDM and ELM_PHi. We compared the methods in terms of false alarms, delay to drift point and miss-detection rates when applied to linear and nonlinear time series with abrupt and gradual concept drifts. The results showed that the proposed FEDD presented better drift detection accuracy, which validates the hypothesis stated in this work.

There are several ways to go further with this research. One of them is to integrate FEDD with a regression algorithm to build an adaptive forecasting method which is robust to concept drifts. A second interesting further research would be the investigation of other linear and nonlinear time series features that could be used to describe time series concepts in order to improve the identification of concept drifts. A third possible future research is the investigation of other statistical drift detection tests which could be integrated with FEDD in order to improve drift detection accuracy.
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