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Abstract

Using Cluster data, from the WHISPER and CODIF instruments, for the interval spanning 2001 – 2012, empirical models describing the electron density, average ion mass, and plasma mass density distribution along closed geomagnetic field lines are determined. The models represent the region spanning \(5.9 \leq L < 9.5\), with dependences on \(L\) shell and MLT (Magnetic Local Time) included.

An average mass density model, describing spatial variations for typical quiet time conditions, was produced by independently modelling field-aligned variations in the electron density and average ion mass, and combining these to infer the corresponding model for mass density. The resulting average models illustrates some key features of the electron density and average ion mass spatial distributions.

Dependences of the electron density, average ion mass, and total plasma mass density on the ring current intensity were also examined. Using a similar approach as for the average models, the field-aligned distributions were quantified, including variations with Dst index, providing information on how the spatial distributions vary due to storm-related processes. A key result obtained is the observed general decrease in mass density, accompanied by an increase in average ion mass, during disturbed conditions.

An application of the mass density models in improving estimates of field line eigenfrequencies is explored, using the time-of-flight technique. The analysis highlights the contribution of mass density variations in determining the frequency of standing Alfvén waves on closed geomagnetic field lines, as well as the magnetic field variations. The results provide information on the spatial distribution of field line eigenfrequencies, as well as dependences on geomagnetic activity. Furthermore, the validity of the improved time-of-flight calculations are illustrated through a comparison to a statistical analysis of ground magnetometer FLR (Field Line Resonance) observations.
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</tr>
<tr>
<td>7.9</td>
<td>Schematic plots considering a resonant field line oscillation at frequency $\omega_N$ and a separate resonant field line oscillation at frequency $\omega_S$ [Waters et al., 1991]. The amplitude response (top panel) and crossphase difference (bottom panel) as a function of frequency, $\omega$, are shown.</td>
</tr>
</tbody>
</table>
7.10 Magnetic field data for 10 November 2006, illustrating the automated FLR identification method. Panel (a) and panel (b) show $B_x$ data (nT) from Abinsko (ABK) and Tromsø (TRO), respectively, bandpass filtered between 100 s to 1000 s. Panel (c) and panel (d) show the power ($nT^2 \text{Hz}^{-1}$) spectrum and crossphase (deg) spectrum, computed from the ABK and TRO data. Panel (e) and panel (f) show the corresponding power and crossphase spectra, where hourly averages have been taken for each frequency bin. Frequency bins corresponding to a hourly power value below the hourly median power are plotted as black. Panel (g) shows the $t$ statistic spectrum, defined as the mean crossphase divided by the crossphase standard deviation. Values where $t \leq 1$ are plotted as black. Panel (h) shows frequency (mHz) values corresponding to the peak hourly crossphase, for each hour interval. Frequencies that meet the $t > 1$ criterion are validated and plotted as black, otherwise frequencies are not valid and plotted as grey. The green dashed line shows frequencies calculated under the time-of-flight approximation, assuming the T96 magnetic field model, and the empirical average mass density model presented in Chapter 5.

7.11 Panel (a) shows the station AACGM latitudes (degrees) (grey points) and midpoint AACGM latitude (red points) for the station pairs used in the IMAGE data analysis, with station identification codes labelled on the left of the panel. Panel (b) shows time-of-flight calculated frequencies (mHz) employing the empirical average mass density model and the T96 magnetic field model at spring equinox. The average frequency (mHz) and number of detections using the automated FLR identification method are shown in panel (c) and panel (d), respectively, where values have been binned for MLT (hours). Following the same format as panel (a), each row corresponds to a station pairing, where the midpoint AACGM latitude was used for the time-of-flight calculations.
7.12 Field line oscillation frequency (mHz) as a function of AACGM latitude (degrees), where each panel corresponds to field lines at different MLT (hours) values, as labelled. Time-of-flight calculated frequencies are shown by the green profiles and the grey profiles. The T96 magnetic field model is used, and the green profile corresponds to use of the empirical mass density model, whereas the grey profile corresponds to use of a simple radial power law mass density model. The average frequencies identified in the ground magnetometer dataset are shown by the purple points, where each point corresponds to a different station pairing, and are plotted at the midpoint latitude between stations. The error bars on the purple points indicate the upper and lower quartile values.

7.13 Field line oscillation frequency (mHz) as a function of MLT (hours), where each panel corresponds to a different station pair used in the ground magnetometer data analysis, as labelled. The purple profiles correspond to the average frequency observed for the station pair, with upper and lower quartile values indicated by the error bars. Using the midpoint AACGM latitude of the station pair, frequencies are calculated using the time-of-flight approximation, as shown by the green profiles and the grey profiles, assuming the T96 magnetic field model. The green profiles correspond to the use of the empirical mass density model, and the grey profiles correspond to the use of a simple radial power law mass density model.
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Chapter 1

Introduction

Variations in magnetospheric plasma mass density provide information on the morphology of the magnetosphere and the different dynamical processes occurring. For example, the magnetospheric mass density plays a crucial role in determining the propagation of wave modes implicated in radiation belt energisation and decay [Meredith et al., 2003; O’Brien et al., 2003]. In addition, the magnetospheric mass density is a significant factor in influencing dayside reconnection rates [Borovsky and Denton, 2006], and therefore has implications for the coupling of the solar wind to the magnetosphere. This thesis has determined an empirical model of how the mass density is distributed in the closed magnetosphere, as well as considering variations in the distribution with geomagnetic activity. An important application for models of the magnetospheric mass density is in determining the frequencies of magnetospheric ultra-low frequency (ULF) waves, and hence the response time of the magnetosphere to perturbations. The use of the mass density models to estimate ULF wave frequencies is explored in this thesis. This first chapter presents an overview of the plasma physics theory and the key features of Earth’s magnetosphere. Chapter 2 provides a literature review of previous studies, and Chapter 3 contains details on the relevant instrumentation used in the study. Chapter 4 presents the data reduction and verification techniques applied to the datasets used. Chapter 5 determines an empirical model for the total plasma mass density, and Chapter 6 considers dependences on geomagnetic activity. Chapter 7 illustrates the use of the mass density models to estimate standing Alfvén wave frequencies for closed geomagnetic field lines, and compares the estimations to ground magnetometer data. Finally, the thesis is summarised and future areas of research discussed in...
1.1 Single particle motion

The near Earth space plasma environment can be approximated as a collisionless, quasi-neutral, ionised gas, where the motion of the charged particles is dominated by electromagnetic forces. This chapter reviews the motion and characteristics of plasma permeated by electromagnetic fields, and considers the structure and behaviour of plasmas in the context of Earth’s magnetosphere. The dynamics and structure of the magnetosphere is discussed, specifically focusing on the substorm, geomagnetic storm, and field line resonance processes.

1.1 Single particle motion

The equation of motion for a particle of charge $q$, with mass $m$, in an electromagnetic field is

$$m \frac{dv}{dt} = q(E + v \times B) \quad (1.1)$$

where $dv/dt$ is the rate of change of the velocity, $v$, of the particle, $E$ is the electric field, and $B$ is the magnetic field. Note that other forces, such as the gravitational force, are not included in the equation of motion, as they are insignificantly small in comparison to the electromagnetic forces. From the equation of motion (equation 1.1), charged particles in electric and magnetic fields have 3 specific types of motion: gyromotion, bounce motion, and drift motion. These motions will now be introduced, and for further details and derivations, Kivelson [1995a] and Baumjohann and Treumann [1996] are recommended.

1.1.1 Gyromotion

Initially, an absence of electric fields will be assumed, considering only the effects of magnetic fields on particle motions, until subsection 1.1.5. The magnetic field force on the particle acts in the direction perpendicular to both $v$ and $B$, as shown by equation 1.1. This is a centripetal force, such that the particle moves in circles around a magnetic field line at a speed, $v_\perp$, equal to the component of $v$ perpendicular to $B$. The direction of this force is charge dependent, such that oppositely charged particles rotate in the opposite sense. The component of the particle’s velocity parallel to the magnetic field, $v_\parallel$, remains constant under a constant magnetic field, as the magnetic field force only acts perpendicular to $v$. Therefore, it can be seen that the overall motion of a particle is to gyrate along magnetic field lines, termed gyromotion, as illustrated in Figure 1.1.
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Figure 1.1: Diagram illustrating three important forms of single particle motion in electromagnetic fields: gyromotion, bounce motion, and drift motion [Kivelson 1995a].

Furthermore, by solving the equation of motion for a particle in a constant magnetic field (equation 1.1 with $E = 0$), it can be shown that a particle gyrates around a magnetic field line with an angular frequency equal to the gyrofrequency

$$\Omega = \frac{qB}{m}$$

Equation 1.2 shows that particles will gyrate at a higher frequency in stronger magnetic fields, and also lighter particles will have a higher gyrofrequency. The radius of the circle the particle follows around the magnetic field line, referred to as the gyroradius, $r_g$, is determined by the perpendicular velocity component and the gyrofrequency of the motion, and is defined by:

$$r_g = \frac{v_\perp}{\Omega} = \frac{mv_\perp}{qB}$$

Equation 1.3 shows that stronger magnetic fields and less massive particles result in smaller gyroradii. For the space plasma environment of Earth, 1 keV electrons typically have a gyrofrequency of the order of $10^4$ rad s$^{-1}$, and a gyroradius of a few km. Correspondingly, 1 keV protons have a gyrofrequency of the order of $10^1$ rad s$^{-1}$, and a gyrofrequency of the order of $10^1$ km.

1.1.2 Bounce motion

As well as gyromotion, particles exhibit further features when introduced to spatially varying magnetic fields, in a region absent of any electric fields. By considering the equation of motion (equation 1.1) in a spatially varying magnetic field, it can be found that the total
velocity of a particle remains constant. This is shown by taking the scalar product of equation [1.1] with the particle velocity, $v$:

$$m v \cdot \frac{dv}{dt} = q v \cdot (v \times B)$$

the right side is equal to zero, as $v$ is perpendicular to $v \times B$

$$m \frac{d}{dt} \left( \frac{1}{2} v \cdot v \right) = 0$$

$$\frac{d}{dt} \left( \frac{1}{2} mv^2 \right) = 0 \quad (1.4)$$

Equation [1.4] shows that the kinetic energy, and therefore the total speed of the particle ($v = \sqrt{v_\perp^2 + v_\parallel^2}$), is constant over the path of the particle. This is because the magnetic field force acts perpendicular to $v$, implying that no work is done on the particle.

Bounce motion of a particle occurs in regions where the magnetic field strength varies along the $B$ direction, resulting in a converging field. This situation is illustrated in Figure 1.1. This process can be understood by considering an electron moving in a flux tube of converging magnetic field, referring to Figure 1.2. The particle will move in a helical motion along the flux tube, due to the particle having perpendicular and parallel components of it’s speed, $v_\perp$ and $v_\parallel$ respectively. As indicated by equation [1.1] the magnetic field force acting on the electron is directed in the $v \times B$ direction, which is perpendicular to $B$. However, unlike the simple case of gyromotion for a uniform magnetic field, Figure 1.2 shows that this magnetic field force has a component acting in the $v_\parallel$ direction, away from the direction of increasing magnetic field strength. Therefore, the magnetic field force will act to decrease the parallel velocity of the particle, $v_\parallel$, and the conservation of speed (equation [1.4]) implies a corresponding increase in the perpendicular velocity, $v_\perp$. As the electron travels in a converging magnetic field, $v_\parallel$ decreases and $v_\perp$ increases until the point where $v_\parallel = 0$. This is termed the magnetic mirror point, where the particle gyrates around the magnetic field line with no parallel motion. At the magnetic mirror point the magnetic force, which is acting in the direction away from increasing magnetic field strength, causes the particle to move away from the mirror point. The particle moves in the direction of decreasing magnetic field strength, with $v_\parallel$ increasing and correspondingly $v_\perp$ decreasing. This is the bounce motion of the particle.

The bounce motion can be further understood through the pitch angle of the particle.
The pitch angle, $\alpha$, is defined as the angle between $\mathbf{v}$ and $\mathbf{B}$, or equivalently

$$\tan \alpha = \frac{v_\perp}{v_\parallel}$$  \hspace{1cm} (1.5)

As a particle moves in a region of converging magnetic field strength, the perpendicular velocity, and thus the pitch angle, $\alpha$, increases. Equation 1.5 shows that at the magnetic mirror point, where the parallel velocity is zero, $\alpha$ is equal to 90°.

![Diagram illustrating the bounce motion of a particle moving in a converging magnetic field, where the dashed horizontal line indicates the mirror point of the particle.](image)

**Figure 1.2:** Diagram illustrating the bounce motion of a particle moving in a converging magnetic field, where the dashed horizontal line indicates the mirror point of the particle.

As well as the total speed of the particle being conserved (equation 1.4), it can also be shown that the parameter $\sin^2 \alpha / B$, referred to as the first adiabatic invariant, is constant along the path of a given particle. Therefore, if the pitch angle, $\alpha$, in a region of magnetic field strength, $B$, is known, then the magnetic field strength at which the particle will mirror at is

$$B_m = \frac{B}{\sin^2 \alpha}$$  \hspace{1cm} (1.6)

Therefore, all particles with the same pitch angle at a given magnetic field strength, irrespective of charge or mass, will mirror at the point for a converging magnetic field. It is also noted that equation 1.6 indicates that particles with a smaller pitch angle, $\alpha$, will mirror in regions of increased magnetic field strength.

### 1.1.3 Gradient drift

It has been shown that gradients in the magnetic field strength parallel to $\mathbf{B}$ results in the bounce motion of particles (section 1.1.2). Gradients perpendicular to $\mathbf{B}$ will now be presented. Figure 1.3 illustrates the motion of particles moving in a magnetic field, with a gradient in the magnetic field perpendicular to $\mathbf{B}$. As particles gyrate, they will experience
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regions of differing magnetic field strength. In regions of high magnetic field strength the particle gyroradius is decreased, and in regions of low magnetic field strength the particle gyroradius is increased, referring to equation 1.3. As a consequence of the varying gyroradii, the guiding centre is shifted in the direction perpendicular to both $\mathbf{B}$ and $\nabla \mathbf{B}$, corresponding to a drift (illustrated by Figure 1.3). The resulting drifts in the particles motion is referred to as gradient drift, and the velocity of the gradient drift, $\mathbf{v}_{\nabla \mathbf{B}}$, is

$$\mathbf{v}_{\nabla \mathbf{B}} = \frac{1}{2} m v_\perp ^2 \frac{\mathbf{B} \times \nabla \mathbf{B}}{qB^3}$$

(1.7)

It is shown by equation 1.7 that the gradient drift velocity, $\mathbf{v}_{\nabla \mathbf{B}}$, increases with the kinetic energy of the particle, $\frac{1}{2} m v_\perp ^2$, which is due to the increased particle gyroradius (see equation 1.3). Particles with an increased gyroradius will experience more of the gradient of the field, as they cover a larger region with each gyration, so the drift will be increased. Another key feature of the gradient drift is the charge dependency. Equation 1.7 implies that particles of opposing sign will drift in opposite directions, which is due to the opposite sense of gyration as illustrated in Figure 1.3. Therefore, this drift results in the flow of electric currents.

![Figure 1.3: A schematic illustrating the drift of a positively and negatively charged particle due to a gradient in the magnetic field strength perpendicular to the magnetic field direction. The opposing drift directions of the ion and electron imply a current, $\mathbf{j}$.](image)

1.1.4 Curvature drift

Particle drifts are also associated with the curvature of magnetic field lines. Particles with velocity components parallel and perpendicular to the magnetic field direction, $v_\parallel$ and $v_\perp$,
respectively, will gyrate around magnetic field lines while moving along them. If the field lines are curved, the particle will experience a centrifugal force directed away from the centre of the field line curvature, as depicted in Figure 1.4. As with the gradient drift, this force will act to increase the centripetal force, responsible for the gyromotion, on part of the orbit, resulting in an increased gyroradius. On the other part of the orbit, the force acts to decrease the centripetal force, and the gyroradius is decreased. The variation in gyroradii over several orbits causes a drift in the guiding centre of the particles in a direction perpendicular to \( B \) and the field line’s local radius of curvature, \( R_c \). It can be shown that the drift velocity due to field line curvature is

\[
v_c = \frac{m \nu^2}{q} \frac{R_c \times B}{R_c^2 B^2}
\]

(1.8)

This drift is also charge-dependent, implying a flow of current in the \( R_c \times B \) direction.

**Figure 1.4:** Diagram showing the centrifugal force exerted on a negatively particle moving along a curved field line [Baumjohann and Treumann 1996]. Curvature drift occurs in the direction out of the page.

### 1.1.5 \( E \times B \) drift

So far the motion of particles have been constrained to regions with no electric field present. For space plasmas electric fields are an important contribution to the motion of the charged particles, and the effects of an electric field being present, as well as a magnetic field, are now presented.

Considering a charged particle in a constant magnetic field and constant electric field, the equation of motion (equation [1.1]) shows that the electric field force acts in the direction of the electric field, \( E \). Consequently, it can often be assumed for space plasmas, that the component of the electric field parallel to \( B \) vanishes. This is due to the electric field force.
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acting to produce a charge separation, which acts to cancel out the parallel component of the electric field.

However, the component of the electric field perpendicular to $\mathbf{B}$ plays an important role in determining the path of a charged particle. Figure 1.5 illustrates the motion of both a positively and negatively charged particle in an electromagnetic field. The electric and magnetic fields are assumed to be constant, and the electric field is perpendicular to the magnetic field (as it has been established that any parallel components can be considered to be zero). The magnetic field force causes particles to gyrate, in opposite directions for the positive and negatively charged particles. The inclusion of an electric field results in an additional force acting on the particles. On part of the orbit, the electric field force acts to decrease the magnetic centrifugal force acting on the particle, resulting in an increased gyroradius. On the other part of the orbit, the electric field acts in the opposite direction, increasing the centrifugal force and decreasing the gyroradius of the motion. The varying gyroradii corresponds to a drift in the direction perpendicular to both $\mathbf{B}$ and $\mathbf{E}$ (illustrated by Figure 1.5). This is termed $\mathbf{E} \times \mathbf{B}$ drift, and it can be shown that the particle drift velocity, $v_E$, over several particle gyrations is

$$v_E = \frac{\mathbf{E} \times \mathbf{B}}{B^2}$$

Equation 1.9 indicates that the drift velocity is independent of a particle’s charge, so ions and electrons in the plasma move in the same direction, and the $\mathbf{E} \times \mathbf{B}$ drift does not introduce any currents.

**Figure 1.5:** Particle drifts in a constant magnetic and constant electric field. The magnetic field is directed out of the plane, and the electric field is directed perpendicular to the magnetic field.
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The previous section discussed the motions of individual particles. An alternative approach is to consider the bulk motion of the ions and electrons, averaged over the gyromotions, and treat the plasma as a conducting fluid. This approach is referred to as magnetohydrodynamics (MHD), as the forces associated with electromagnetism are included as a contribution to the dynamics of the fluid.

It is assumed that the plasma consists of two species, ions and electrons (the subscripts $i$ and $e$ will be used here to refer to each of these species respectively), and that no sources or losses of the plasma are present. The motion of each species, $s$, is governed by the fundamental conservation laws. The mass conservation law for species $s$ is

$$\frac{\partial \rho_s}{\partial t} + \nabla \cdot (\rho_s \mathbf{v}_s) = 0 \quad (1.10)$$

where $\rho_s = n_s m_s$ is the mass density (equal to the product of the number density, $n_s$, and the particle mass, $m_s$) and $\mathbf{v}_s$ is the bulk flow velocity. The conservation of momentum is defined as

$$\rho_s \frac{d\mathbf{v}_s}{dt} = \rho_s \mathbf{g} - \nabla P_s + n_s q_s \mathbf{E} + n_s q_s \mathbf{v}_s \times \mathbf{B} \quad (1.11)$$

where contributions from gravitational, pressure, and electromagnetic forces are considered. In equation (1.11) $\mathbf{g}$ is the acceleration due to gravity, $P$ is the gas pressure tensor, and $q_s$ is the particle charge. Note that it is assumed here that the ions are protons, such that $q_i = e$.

In a one-fluid MHD approximation, the plasma is considered as a conducting fluid, neglecting the difference between species, with electromagnetic fields and currents embedded in the fluid. Considering a quasi-neutral plasma consisting of both singly-charged ions and electrons, the fluid number density, $n$, fluid mass, $m$, and fluid velocity, $\mathbf{v}$, are

$$n = n_e = n_i \quad (1.12)$$

$$m = m_i + m_e = m_i \quad (1.13)$$

$$\mathbf{v} = \frac{m_i n_i \mathbf{v}_i + m_e n_e \mathbf{v}_e}{m_i n_i + m_e n_e} = \mathbf{v}_i \quad (1.14)$$

where it is reasonably assumed that the electron mass is negligible compared to the ion mass ($m_i \gg m_e$). The expression for the fluid velocity (equation (1.14)) indicates that the electron velocity, $\mathbf{v}_e$, can be discarded for the one-fluid MHD approach. This is because the fluid velocity is defined as the centre of mass velocity, and as the ion mass is considerably larger
than the electron mass, it is the dominant species. By summing the mass conservation laws for the ion and electron species (equation 1.10), the continuity equation for the total plasma is obtained

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0$$  
Continuity equation (1.15)

where $\rho = n m$ is the fluid mass density.

When considering the momentum conservation of a one-fluid plasma, momentum transfer between species through frictional collisions must be accounted for. Through the inclusion of this additional force in equation 1.11, the momentum conservation laws for the ions and electrons become

$$\rho_i \frac{dv_i}{dt} = \rho_i g - \nabla P_i + n_i e E + n_i e v_i \times B - F_{ei}$$  
(1.16)

$$\rho_e \frac{dv_e}{dt} = \rho_e g - \nabla P_e - n_e e E - n_e e v_e \times B + F_{ei}$$  
(1.17)

where $F_{ei}$, representing the frictional coupling force on electrons is

$$F_{ei} = n \nu_{ei} m_e (v_i - v_e)$$  
(1.18)

This frictional force acts in the equal and opposite direction for ions, and $\nu_{ei}$ is the collision frequency. The momentum conservation equations for the ion and electron species (equation 1.16 and equation 1.17) are summed to give

$$\rho \frac{dv}{dt} = -\nabla P + j \times B$$  
Equation of motion (1.19)

providing the equation of motion for the total plasma. In equation 1.19, $P$ is the total pressure tensor, and the current density in the plasma is defined as

$$j = n e (v_i - v_e)$$  
(1.20)

Note that the gravitational contribution has been discarded in the momentum conservation equation, as gravitational effects can usually be considered negligible compared to electromagnetic effects for space plasmas. Equation 1.15 and equation 1.19 determine the key properties of the total plasma in the one-fluid approximation.
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1.2.1 Maxwell’s equations

The plasma is permeated by electromagnetic fields which play an important role in the properties of the plasma. These electric and magnetic fields, \( \mathbf{E} \) and \( \mathbf{B} \) respectively, are defined by a set of equations called Maxwell’s equations, and are presented below in equation 1.21. These equations describe the relation between electromagnetic fields and the particles in a plasma.

\[
\nabla \cdot \mathbf{E} = \frac{\rho_q}{\varepsilon_0} \quad \text{Gauss’ law for electricity} \quad (1.21a)
\]

\[
\nabla \cdot \mathbf{B} = 0 \quad \text{Gauss’ law for magnetism} \quad (1.21b)
\]

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad \text{Faraday’s law} \quad (1.21c)
\]

\[
\nabla \times \mathbf{B} = \mu_0 \mathbf{j} + \varepsilon_0 \mu_0 \frac{\partial \mathbf{E}}{\partial t} \quad \text{Ampère-Maxwell law} \quad (1.21d)
\]

The first two of Maxwell’s equations (equation 1.21a and equation 1.21b) define the sources of the electromagnetic fields. Equation 1.21a shows that the source of the electric field is the total charge density, \( \rho_q \). For the magnetic field, equation 1.21b demonstrates there are no sources of the magnetic field, implying that all magnetic field lines must be closed. Therefore, for an integral over a closed surface, there is no net flux crossing the surface.

The remaining Maxwell’s equations (equation 1.21c and equation 1.21d) describe the coupling of the electric and magnetic fields due to the electromagnetic fields varying in time and space. Equation 1.21c defines the spatial variations of the electric field as a consequence of temporal variations in the magnetic field. Equation 1.21d refers to the spatial variations in the magnetic field, and consists of two terms representing currents in the plasma. The first term, \( \mu_0 \mathbf{j} \), where \( \mathbf{j} \) is the conduction current, describes a magnetic field circling the current flow. The second term represents the displacement current, \( \mu_0 \partial \mathbf{E}/\partial t \), where a temporally varying electric field results in the presence of a magnetic field circling the electric field. It can be shown that for low frequency phenomena (slow variations and large spatial scales...
compared to the natural frequencies of the plasma and the Debye length), the displacement current term in equation \[1.21d\] can be neglected to give \(\nabla \times \mathbf{B} = \mu_0 \mathbf{j}\). This is referred to as Ampère's law.

### 1.2.2 Ohm’s law

Key features of the plasma can be described by Ohm’s law, which arises through manipulation of the continuity equation (equation \[1.15\]) and the equation of motion (equation \[1.19\]) in the MHD framework, assuming the plasma consists of ion and electron populations. Generalised Ohm’s law, for a one-fluid MHD approximation, is given by

\[
\mathbf{E} = -\mathbf{v} \times \mathbf{B} + \frac{\mathbf{j}}{\sigma} + \frac{1}{ne} \mathbf{j} \times \mathbf{B} - \frac{1}{ne} \nabla P_e - \frac{me}{ne^2} \frac{d\mathbf{j}}{dt} \quad \text{Generalised Ohm’s law} \quad (1.22)
\]

and describes variations in the current density with the electromagnetic fields. In equation \[1.22\] \(\sigma\) is the electrical conductivity.

For space plasmas, some of the terms in the generalised Ohm’s law (equation \[1.22\]) can be neglected, as their contributions are negligible. The last three terms on the right hand side of the generalised Ohm’s law can often be neglected, reducing equation \[1.22\] to

\[
\frac{\mathbf{j}}{\sigma} = \mathbf{E} + \mathbf{v} \times \mathbf{B} \quad \text{Ohm’s law} \quad (1.23)
\]

describing the current flowing through a plasma in terms of the electromagnetic fields.

### 1.2.3 Magnetic pressure and tension

The generalised Ohm’s law (equation \[1.22\]) includes the Hall term \((\mathbf{j} \times \mathbf{B})\), which was stated to be negligible. By taking the curl of Ampère’s law (equation \[1.21d\]), neglecting displacement currents, the Hall term can be expressed as

\[
\mathbf{j} \times \mathbf{B} = \frac{1}{\mu_0} (\mathbf{B} \cdot \nabla) \mathbf{B} - \nabla \left( \frac{B^2}{2\mu_0} \right) \quad (1.24)
\]
\[
= \frac{1}{\mu_0} (\mathbf{B} \cdot \nabla) \mathbf{B} - \nabla P_{\text{mag}} \quad (1.25)
\]

where the magnetic pressure, \(P_{\text{mag}}\), is defined as \(P_{\text{mag}} = B^2/2\mu_0\). The two terms on the right hand side represent two different forces. The first term corresponds to forces due to the curvature of the magnetic field, and is referred to as the magnetic tension force. The force is directed antiparallel to the field line radius of curvature, consequently acting to
reduce field line curvature and straighten magnetic field lines. The second term on the right hand side describes the contribution of the magnetic pressure, $P_{\text{mag}}$, which acts in the negative perpendicular direction of the magnetic pressure gradient. However, for most space plasma conditions, with some exceptions which will be discussed in the following section, the gradients in the magnetic pressure and curvature of field lines are negligibly small compared to the spatial scales considered. This allows the Hall term to be neglected in the generalised Ohm’s law (equation 1.22).

1.2.4 Diffusion and the frozen-in-flux theorem

An important consequence arising from Ohm’s law (equation 1.23) is the induction equation, describing the changes in the magnetic field, which will now be presented. By substituting for $\mathbf{j}$ using Ampère’s law (equation 1.21d), where displacement currents are neglected, and rearranging, Ohm’s law becomes

$$E = -\mathbf{v} \times \mathbf{B} + \frac{1}{\mu_0 \sigma} \nabla \times \mathbf{B}$$

Taking the curl of each side, and substituting for $\nabla \times E$ using Faraday’s law (equation 1.21c) gives

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \frac{1}{\mu_0 \sigma} \nabla^2 \mathbf{B}$$

Induction equation (1.27)

This is termed the induction equation, where the terms on the right hand side represent convection and diffusion of magnetic fields, respectively.

The second term of the induction equation (equation 1.27) corresponds to the diffusion of the magnetic field in a plasma. This describes the diffusive motion of the magnetic field, which acts to smooth out any local irregularities, as illustrated by Figure 1.6. The timescale over which magnetic diffusion occurs in a given plasma, $\tau_d$, is

$$\tau_d = \mu_0 \sigma L^2$$

where $L$ is the characteristic length of the plasma.

For typical space plasmas, a collisionless medium can be assumed. For this case, the resistance acting on charge carriers is zero, and the electrical conductivity, $\sigma$, tends to an infinite value ($\sigma \to \infty$). Therefore, the timescale of magnetic diffusion, $\tau_d$, becomes infinitely long, as indicated by equation 1.28 and diffusion is a negligible process. For this
In the approximation, the diffusion term in the induction equation (equation 1.27) becomes zero, leaving only the convection term:

$$\frac{\partial B}{\partial t} = \nabla \times (v \times B)$$

Frozen-in-flux condition \hfill (1.29)

This is the condition for frozen-in-flux [Alfvén 1943]. Equation (1.29) implies that the magnetic field lines and plasma are constrained to move with each other, and forms the basis of the frozen-in-flux theorem. Figure 1.7 depicts a surface of plasma, embedded with a magnetic field. As the plasma moves, with a bulk velocity \(v\), and deforms in shape, due to the individual particle motions, the field lines also move in the same way. Alternatively, if the magnetic field energy dominates over the plasma particle energy, then the motion of magnetic field lines result in the corresponding distortions of the plasma surface. The result of the frozen-in-flux motion of plasma and magnetic field lines is that the magnetic flux through the surface remains constant. If this surface is considered as a cross-section of a flux tube, then it is inferred that the plasma and flux tube are constrained to move with each other.

If the frozen-in-flux theorem is considered in terms of particle motion, the individual particles move within the same flux tube, with gyromotions and bounce motions. However, a key assumption of MHD theory, from which the frozen-in-flux condition (equation 1.29) is derived, is that the motion of the individual particles is averaged over the gyromotions. Therefore, spatial and temporal variations in the electromagnetic field that are large compared to the gyroradii and period of gyromotions of the particles are assumed. Gradients in the magnetic field strength parallel to magnetic field lines and curvature of magnetic field
lines on scales comparable to particle gyroradii correspond to gradient and curvature drift, as discussed previously. These conditions represent a breakdown in the frozen-in-flux condition, and the plasma and magnetic field lines are no longer constrained to move together. The plasma particles are able to drift perpendicular to the magnetic field lines, and across magnetic flux tubes.

Figure 1.7: Diagram showing a surface of plasma, \( S \), moving with bulk velocity \( \mathbf{u} \), permeated by a magnetic field, \( \mathbf{B} \), at times \( t_1 \) and \( t_2 \). The surface represents a cross-section of a magnetic flux tube. (Figure adapted from Kivelson [1995a])

The frozen-in-flux condition (equation 1.29) arises from the assumption that a plasma is collisionless, such that the electrical conductivity is infinite (\( \sigma \rightarrow \infty \)). Using this approximation with Ohm’s law (equation 1.23) gives

\[
\mathbf{E} = -\mathbf{v} \times \mathbf{B}
\]

which is an equivalent form of the frozen-in-flux condition. Equation 1.30 demonstrates the frame-dependency of electric fields, such that there are no electric fields present in a reference frame moving with the plasma (\( \mathbf{v} = 0 \)). Furthermore, electric fields are directed purely perpendicular to \( \mathbf{v} \) and \( \mathbf{B} \), with no component of \( \mathbf{E} \) parallel to the magnetic field existing for frozen-in-flux conditions.

The induction equation (equation 1.27) indicates that the diffusive motion and the convective motion (referring to motion with frozen-in-flow condition) both contribute to the plasma behaviour, for a non-infinitely conducting plasma. To assess the relative contributions of these terms, the magnetic Reynolds number, \( R_M \), is used. From a consideration of the ratio of the convective term magnitude to the diffusion term magnitude, the magnetic Reynolds number can be expressed as

\[
R_M = \mu_0 \sigma L v
\]
where $L$ is the characteristic length scale of variations in the plasma. For conditions where $R_M \gg 1$, the convective term dominates and the frozen-in-flow theorem is applicable. For the case of $R_M \sim 1$, the diffusion term cannot be neglected, and frozen-in-flow conditions are not present. Due to the large scale lengths, $L$, associated with magnetospheric plasmas and the solar wind, the magnetic Reynolds number is typically much greater than 1. Therefore, it can usually be assumed that the diffusion term is negligible and convective flows dominate.

### 1.3 Earth’s magnetosphere

The properties of plasma in the context of a planetary magnetosphere will now be reviewed. The plasma environment of Earth, permeated by the approximately dipolar geomagnetic field, exhibits important structure and dynamic interactions with the solar wind.

At low altitudes (below $\sim 60$ km), the atmosphere of Earth is largely neutral. Incoming solar photons and energetic particle precipitation can ionise the atmospheric particles, which rapidly recombine, due to high densities corresponding to small mean free paths of the particles. For the Earth’s atmosphere, solar EUV and UV photons are the primary source of ionisation, occurring on the dayside. At increased altitudes, the atmospheric neutral density reduces, and incoming solar radiation increases. The increasing ionising photon and particle precipitation and decreasing probability of recombination competes with the decreasing density of neutrals to be ionised with increasing altitude. Therefore, the density of ionised particles initially increases with increasing altitude, reaches a peak density, then decreases, as described by Chapman theory. This is illustrated in Figure 1.8 for electrons and a range of ion species, as well as the neutral atmospheric components for comparison. Note that the densities shown in Figure 1.8 correspond to daytime conditions, and are significantly reduced at nighttime, due to a decrease in the ionisation source. The transition region from the neutral atmosphere to a region dominated by ions and electrons is termed the ionosphere, and extends from approximately 60 - 600 km [Rishbeth, 1988].

The ionosphere can be considered as the base of the magnetosphere. The magnetosphere is the region above the ionosphere, where the atmosphere is ionised and, due to the decreased densities, approximately collisionless. This implies that the frozen-in-flux condition is satisfied, and the magnetic field lines and cold plasma are constrained to move together. The footprints of the quasi-dipolar geomagnetic field lines are embedded within the ionosphere,
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Figure 1.8: Density profiles for the ionised (solid) and neutral (dashed) species, indicating the composition in Earth’s ionosphere under daytime conditions [Johnson, 1969; Luhmann, 1995].

and plasma generated by in the ionosphere fills the flux tubes, populating the magnetosphere. These magnetic field lines and plasma corotate with the Earth, in accordance with the frozen-in-flux theorem. The density of plasma in the magnetosphere ranges from the order $1 - 10^2 \text{ cm}^{-3}$, generally decreasing with altitude. The composition of this plasma is determined by the ions outflowing from the ionosphere. As lighter ions require less energy to overcome the gravitational binding, the magnetospheric plasma is composed predominantly of $\text{H}^+$, with heavier ions such as $\text{He}^+$ and $\text{O}^+$ existing as secondary components. As stated, the magnetic field of Earth can be approximated as a dipole, such that the magnetic field strength at a given position is

$$|\mathbf{B}| = B_{\text{eq}} \left(1 + 3 \sin^2 \lambda\right) \frac{1}{R^3}$$

(1.32)

where $\lambda$ is magnetic latitude, $R$ is the radial distance in Earth radii ($R_E$), and $B_{\text{eq}}$ is the equatorial magnetic field strength at the surface (approximately $31 \times 10^3 \text{ nT}$). Therefore, it is clear from equation (1.32) that the magnetic field strength in the magnetosphere decreases with radial distance, by a factor of $1/R^3$, and the magnetic field strength is greater at the magnetic poles in comparison to the equatorial plane.

1.3.1 Corotational flows

Considering a rotating atmosphere, the high frequency of collisions between ions and neutrals implies the rotation of the ionospheric plasma with the Earth. This transfers angular
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momentum to the magnetic field lines, causing the flux tubes to corotate as well. At higher altitudes, the magnetic field energy dominates over the plasma energy, and the frozen-in-flux theorem indicates that the magnetospheric plasma must move with the field lines. The result is the corotation of the flux tubes and magnetospheric plasma with the Earth. As the magnetic field strength of the geomagnetic field is strong, the flows do not distort the field configuration, and interchange motion occurs. The magnetic field lines interchange positions as the field corotates, and the magnetic field remains constant at any given point, described by

$$\frac{\partial B}{\partial t} = 0$$  \hspace{1cm} (1.33)

This is the interchange motion condition. The general corotational motion is illustrated in Figure 1.9 for the magnetic equatorial plane. The magnetic field, \( B \), is directed out of the plane, and the plasma is corotationally flowing around the Earth with a bulk velocity \( v \). The frozen-in-flux theorem implies the presence of an electric field, \( E = -v \times B \) (equation 1.30) directed radially inwards.

**Figure 1.9:** Schematic showing the relative directions of the magnetic field, \( B \), velocity, \( v \), and electric field, \( E \), for corotational flows of magnetospheric plasma and magnetic flux tubes. The diagram corresponds to the magnetic equatorial plane of the magnetosphere, with the Sun positioned to the left.
1.3.2 Solar wind-magnetosphere coupling

The magnetosphere is not an isolated system, and interacts with the solar wind. The solar wind is plasma streaming radially outwards from the surface of the Sun, due to the plasma pressure dominating over gravitational forces in the solar corona [Parker, 1958]. The Sun’s magnetic field, in the absence of an outflowing solar wind, can be considered dipolar. In accordance with the frozen-in-flux theorem, and the magnetic field energy being relatively low in comparison to the plasma particle energy, the outflowing solar wind stretches the magnetic field lines radially outwards. As the solar wind streams away from the surface, carrying the magnetic field, and the footprints of the magnetic field lines corotate with the Sun, the magnetic field forms a spiral configuration. This is known as the Parker spiral [Parker, 1958], and further details can be found at Baumjohann and Treumann [1996] and Hundhausen [1995]. At a distance of 1 AU from the Sun, the solar wind flows at an average speed of approximately 450 km s$^{-1}$, with typical plasma densities of 5 cm$^{-3}$ and IMF values of 5 nT [Baumjohann and Treumann, 1996]. The composition of the solar wind is mainly H$^+$ and He$^{++}$, and the solar wind flow is supersonic and super-Alfvénic. The solar wind and IMF are highly variable, exhibiting features associated with the level of solar activity at the time of upflow from the solar corona.

As the solar wind streams outwards, filling the solar system, it encounters the Earth’s magnetosphere. Due to the frozen-in-flux conditions, the Earth’s magnetospheric plasma and geomagnetic field are “frozen” together, and the solar wind and IMF are also “frozen” together. Therefore, the plasma must remain on their original magnetic flux tubes, and the solar wind and magnetospheric plasma cannot mix. The magnetosphere forms a cavity in the solar wind, as illustrated in Figure 1.10 where the boundary between the magnetospheric plasma and the solar wind flowing around the magnetosphere is called the magnetopause. Through a consideration of pressure balance at the boundary, it can be shown that the magnetopause nose is located at a sub-solar radial distance of approximately 10 $R_E$ during typical conditions. A reduction in solar wind dynamic pressure away from the nose results in the flared shape of the magnetopause flanks. The shape of the magnetopause is extended in the anti-sunwards direction, forming the magnetotail. As the solar wind flow is supersonic, a shock wave is formed upstream of the magnetopause, which is known as the bow shock. The region between the bow shock and the magnetopause is the magnetosheath, consisting of the shocked, hot, and turbulent solar wind plasma.
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Figure 1.10: Illustration of the open magnetosphere model in the noon-midnight meridian plane (adapted from Hughes [1995]). The bow shock and magnetopause boundaries are indicated by dashed grey lines, the bulk plasma flow directions (blue), current flow directions (green), and electric field directions (red) are also shown. Low latitude reconnection takes place at the subsolar point of the magnetopause under a southward directed IMF, $B_{\text{IMF}}$, and reconnection also occurs in the tail region. Reconnection sites are represented by purple stars.

1.3.2.1 Chapman-Ferraro currents

At the magnetopause boundary, separating the IMF and the dipolar geomagnetic field, a gradient in the magnetic field is present. Therefore, due to Ampère’s law (equation 1.21d), a current sheet must be formed at the boundary. The IMF is weak compared to the magnetospheric field, so the gradient in the magnetic field, $B$, is directed Earthwards across the subsolar region of the magnetopause. Ampère’s law indicates the current, $j$, is parallel to $\nabla \times B$, so the current across the magnetopause nose is directed duskwards. At higher latitudes, at the flanks of the magnetopause, the geomagnetic field points southwards, reversing the direction of the gradient. In these regions the current flows downwards. The direction of the magnetopause currents, known as the Chapman-Ferraro currents [Chapman].
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These currents flow across the whole surface of the magnetopause, closing on themselves.

The effect of the Chapman-Ferraro currents flowing across the magnetopause boundary, is to generate a corresponding magnetic field. At the magnetopause nose, the magnetic field associated with the current is directed northwards, in the same direction as the magnetospheric dipolar magnetic field. Therefore, the contribution of the Chapman-Ferraro current is to compress the geomagnetic field, and increase the dipolar magnetic field strength. The compression is such that the magnetic field at the magnetopause is approximately twice the magnetic field strength of the undisturbed dipolar magnetic field.

The Chapman-Ferraro currents can be further understood by considering the particle motion at the magnetopause boundary. Figure 1.11 illustrates the motion of the solar wind particles, assumed to consist of protons and electrons, as they approach the magnetopause boundary, flowing with the solar wind. Note that in Figure 1.11 the magnetic field strength of the IMF has not been considered, as it is negligibly small in comparison to the geomagnetic field, and the particle gyroradii are relatively large. As solar wind particles encounter the geomagnetic field, the decrease in gyroradii of the ions and electron result in specular reflection at the magnetopause boundary. As apparent from Figure 1.11 a particle undergoes a half-gyration in the geomagnetic field, $B$, being reflected from the magnetopause and travelling upstream in the solar wind. Note here that, for simplicity, it is being approximated that all solar wind particles travel at the same speed. As previously discussed, the sense of gyration is opposite for ions and electrons, due to the magnetic field force direction (equation 1.1). Therefore, a differential motion of the ions and electrons, as they encounter the magnetic field, corresponds to a flow of current, $j$, directed duskwards. As the gyroradius is dependent on the particle mass (referring to equation 1.3), the ion gyroradius, $r_{gi}$, is larger than the electron gyroradius, $r_{ge}$, the ions penetrate further into the boundary. In addition, Figure 1.11 illustrates the finite width of the magnetopause, of the order of the ion gyroradius.

1.3.2.2 Dungey cycle and convective flows

The formation of the magnetopause arises as a consequence of the frozen-in-flux theorem implying that the solar wind plasma and magnetospheric plasma cannot mix. However, the frozen-in-flux condition requires variations in magnetic fields to be large in comparison with
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Figure 1.11: Diagram illustrating the motion of solar wind ions and electrons at the magnetopause boundary, corresponding to an intersection of the magnetopause nose in the equatorial plane (adapted from Baumjohann and Treumann [1996]). Ions and electrons exhibit gyromotion, with gyroradii $r_{gi}$ and $r_{ge}$, respectively, as they encounter the geomagnetic field, $B$. The resulting direction of the Chapman-Ferraro current, $j$, is indicated.

The particle gyroradii. As discussed previously, magnetic field gradients at the magnetopause occur on length scales comparable to the particle gyroradii, indicated by the presence of the Chapman-Ferraro currents. Therefore, the frozen-in-flux condition breaks down, introducing an important concept known as magnetic reconnection. Figure 1.12 describes the reconnection process, occurring between anti-parallel magnetic field lines. Initially, consider the IMF and the magnetospheric magnetic field lines separated by the magnetopause boundary, where Chapman-Ferraro currents flow duskwards. In the magnetopause region, the spatial scale of magnetic field variations are small, and the decreased magnetic Reynolds number (equation 1.31) indicates that magnetic diffusion is not negligible and frozen-in-flux conditions are not satisfied. Magnetic diffusion acts to smooth out the gradients in the magnetic field, although the process is maintained in a steady state by the flow of magnetic flux towards the boundary, indicated by the flow vectors in Figure 1.12a, at the same rate of diffusion. As the anti-parallel field lines are compressed, a build-up of plasma would occur in the region, however, magnetic reconnection reconfigures the field line topology. Figure 1.12b indicates the presence of a reconnection point (purple star), where the superposition of the anti-parallel magnetic field lines results in a point of zero magnetic field strength. This is termed a magnetic neutral point. Figure 1.12 represents a plane intersecting the magnetopause, so the magnetic reconnection points lie along the surface of the magnetopause, forming a
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line of reconnection referred to as a reconnection x-line. It is along the reconnection x-line that the reconnection processes occurs. Figure 1.12 illustrates the newly reconnected field line topology, where the IMF field lines are connected to the magnetospheric field lines, on either side of the reconnection point. Magnetic tension forces on the highly curved field lines act to accelerate the plasma away from the reconnection point, and the plasma outflow prevents a build up of plasma in the region. As the field lines contract and plasma outflow from the reconnection region occurs, the plasma inflow towards the region, and resulting magnetic reconnection, continues. A key consequence of the magnetic reconnection process is the mixing of plasma. According to the frozen-in-flux theorem, the solar wind plasma and magnetospheric plasma are confined to their corresponding magnetic field lines, and cannot mix. However, the newly reconnected field lines contains plasma originating from both the solar wind and magnetosphere. As the field lines leave the reconnection region, and the frozen-in-flux conditions are satisfied again, the solar wind plasma and magnetospheric plasma remain in the same magnetic flux tube, mixing through the parallel velocity motions. In addition, as the magnetic field lines contract, magnetic energy is converted into particle energy, accelerating and heating the plasma.

The magnetic reconnection process contribution to the large scale magnetospheric dynamics will now be introduced, referring to the magnetospheric configuration illustrated in Figure 1.10 corresponding to the case of southward IMF. Consider a geomagnetic field line at the dayside magnetopause. Initially, the field line has both ends connected to the magnetospheric field, and is referred to as a closed field line. However, at the dayside magnetopause boundary, magnetic reconnection occurs at the reconnection x-line (purple star), as previously discussed. The reconnection results in the reconfiguration of the magnetic field line, such that it has one end towards the geomagnetic field, and one end connected to the IMF. This field line is open. The newly reconnected field line at the magnetopause contracts, due to magnetic tension forces, and plasma flows away from the reconnection x-line. Note that frozen-in-flux conditions are satisfied everywhere in the magnetosphere, expect for the reconnection sites. As one end of the field line is connected to the anti-sunward flowing IMF, the plasma flow causes the open field line to move anti-sunward, towards the nightside magnetosphere. This is illustrated by the flow of open field lines across the northern and southern hemispheres in Figure 1.10. These field lines become stretched, where kinetic energy associated with the solar wind flow is converted to magnetic energy, forming the elongated magnetotail. Magnetic field pressure forces in the tail pushes the field lines
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Figure 1.12: Reconnection process occurring between anti-parallel magnetic field lines, for the example of reconnection with southward IMF at the magnetopause, where each panel corresponds to a time step in the process. The IMF, \( B_{\text{IMF}} \), and magnetospheric dipole, \( B \), field lines are shown in the noon-midnight meridian. The solar wind plasma and magnetospheric plasma are separated by the magnetopause (grey region), where duskward Chapman-Ferraro currents, \( j \), (green vectors) are present. The blue vectors indicate the plasma flow vectors. Panel (a) illustrates the diffusion of field lines towards the magnetopause. Panel (b) describes the formation of a reconnection x-line, where a reconnection region is represented by a purple star. Panel (c) shows plasma outflow of newly reconnected magnetic field lines.

and plasma inwards to lower latitudes. In the central tail, the presence of anti-parallel field lines results in the formation of a tail current sheet and reconnection x-line (situated approximately 100 - 200 \( R_E \) downtail [Baumjohann and Treumann, 1996]), as indicated by Figure 1.10. Field lines reconnect in the tail region, and the plasma outflow from the reconnection region occurs. Earthwards of the tail reconnection x-line, field lines return to a closed configuration. Magnetic tension forces accelerates plasma Earthwards, such that the plasma and magnetic field lines move sunwards towards the dayside magnetopause. Assuming the solar wind conditions remain constant, the field line reconnects again at the dayside magnetopause, forming a cyclical motion of the field lines known as the Dungey cycle [Dungey, 1961]. Note that the flow of plasma within a magnetic field implies the presence of an electric field (equation 1.30), which is directed duskwards throughout the magnetosphere (red vectors in Figure 1.10). Mapping the motion of the field lines to the ionospheric footprints forms a dual-lobe convection cell, where open field lines flow anti-sunward across the polar cap, and return flow to the dayside occurs on closed field lines at lower latitudes. The boundary between the open and closed field lines is called the OCB.
The rate of reconnection is highly dependent on the solar wind and IMF conditions, and the rate of reconnection at the magnetopause and at the magnetotail can vary independently. Therefore, the amount of open flux will increase when the dayside reconnection rate dominates, and decrease when nightside reconnection dominates \cite{Cowley1992}. The IMF orientation is variable, and it is equally likely that the IMF is directed northwards. For this case the field lines are parallel at the magnetopause nose, thus a reconnection x-line is absent in this region. Instead, it is at high latitudes, on open field lines, that the field lines are anti-parallel at the magnetopause, and reconnection occurs \cite{Dungey1963}. However, the Dungey cycle is most efficient under southwards IMF. Furthermore, the IMF can have components in the dawn-dusk direction. This introduces asymmetries in the magnetosphere, due to the torque of the IMF exerted on newly reconnected open field lines \cite{Cowley1981a,b}.

The motion of the magnetic field lines due to the Dungey cycle process is known as convective flows. At high latitudes, the field lines are open and convect anti-sunwards, towards the magnetotail. At low latitudes, the return flow is present, as illustrated in Figure 1.13 where field lines and plasma convect towards the dayside magnetopause following tail reconnection. As frozen-in-flux conditions are applicable, the plasma and flux tubes are frozen together, and an electric field is present (equation 1.30), which is directed duskwards.

\textbf{Figure 1.13:} Schematic showing the relative directions of the magnetic field, $\mathbf{B}$, velocity, $\mathbf{v}$, and electric field, $\mathbf{E}$, for convective flows of magnetospheric plasma and closed magnetic flux tubes. The diagram corresponds to the magnetic equatorial plane of the magnetosphere, with the Sun positioned to the left.
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1.3.3 Magnetospheric configuration

The contributions of corotation and solar wind-magnetosphere coupling determine the structure of the magnetosphere and features of the different regions. The key properties of the different magnetospheric regions will now be reviewed, referring to Figure 1.14.

Figure 1.14: Diagram of the key plasma regions of the Earth’s magnetosphere in the noon-midnight meridian plane (adapted from Wolf [1995]).

1.3.3.1 Cusp

At high latitudes, the motion of field lines is dominated by the convection cycle. Following reconnection at the dayside magnetopause, open field lines convect anti-sunward across the northern and southern polar cap, forming the cusp region and the open polar cap. As illustrated in Figure 1.14, the open field lines allow direct entry of magnetosheath plasma along field lines. Newly reconnected cusp field lines contract away from the reconnection region, and as magnetic energy is converted into plasma energy, the particles are heated and accelerated. For an increased energy and parallel velocity, a given particle will mirror in a region of increased magnetic field strength (referring to equation 1.6), corresponding to lower altitudes for the geomagnetic field. Therefore, the ionospheric region populated by the cusp field line footprints is characterised by increased electron precipitation, and ionospheric heating. As the field lines convect anti-sunward across the polar cap, hot particles with high flow speeds will quickly escape along the open field lines, whereas cooler particles will take
longer to escape. This corresponds to a decrease in temperature and flow speed with distance from the magnetopause.

The open field lines in the cusp region contain a mixture of magnetosheath plasma, mirroring at low altitudes then streaming away from the Earth, as well as ionospheric bulk ion flows streaming away from the Earth. The increased particle precipitation and ionospheric heating at the cusp footprints raises the ionospheric scale heights and causes upflow of the key ionospheric constituents (H\(^+\), He\(^+\), and O\(^+\)), where upflow is most significant for the O\(^+\) species. This upflow is known as the “cleft ion fountain” [Lockwood et al., 1985a, b; Yau and Andre, 1997; Andre and Yau, 1997], descriptive of the flow being “swept” across the polar cap by the anti-sunward convection.

Furthermore, across the whole open polar cap region, an additional flow referred to as the “polar wind” is present [Axford, 1968; Nagai et al., 1984; Andre and Yau, 1997; Yau and Andre, 1997; Engwall et al., 2009; Li et al., 2012], where upflow of all ion species occurs. This upflow is due to the plasma pressure gradient along the open field line, as well as the formation of an ambipolar electric field parallel to the magnetic field. As electrons are highly mobile, they escape upwards along the magnetic field, which results in a charge separation and a corresponding electric field. This ambipolar electric field acts to accelerate ions upwards, forming the polar wind. The polar wind typically has energies less than a few eV, lower than the cleft ion fountain upflow, and a temperature of a fraction of an eV.

### 1.3.3.2 Tail lobes

As the field lines and plasma are convected to the nightside, the tail lobes are formed (Figure 1.14). The tail lobes are characterised by cold, low density plasma flowing away from the Earth, consisting predominantly of the cold ionospheric upflowing ions. These field lines are convected inwards, where nightside reconnection occurs, as previously discussed. The nightside reconnection process is associated with auroral bulk upflow [Andre and Yau, 1997; Yau and Andre, 1997], where these ionospheric upflows are dominated by the O\(^+\) species. The upflows are thought to be driven by electron precipitation, due to the heated plasma following reconnection streaming parallel to field lines, and heating due to large convective electric fields in the ionosphere [Loranc et al., 1991; Wahlund et al., 1992; Wilson, 1994; Liu et al., 1995; Foster and Lester, 1996; Moore et al., 1996; Moore and Khazanov, 2010].
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1.3.3.3 Plasma sheet

Following reconnection, the closed magnetic field region is referred to as the plasma sheet, as indicated in Figure 1.14. The plasma sheet is typically characterised by hot particles, with energies of the order of keV and densities of approximately 0.1 - 1 cm\(^{-3}\) [Wolf, 1995]. Cold ionospheric plasma, a consequence of the cleft ion fountain, polar wind, and auroral bulk upflows, is transported to the plasma sheet through the convection motion of the field lines. Approximately 10% of the outflowing cold ions at high latitudes are lost to the solar wind due to the field-aligned velocity, whereas the remainder are transported to the closed magnetosphere through reconnection [Haaland et al., 2012a]. The transport efficiency of ionospheric plasma to the plasma sheet is strongly controlled by the rate of convection [Chappell et al., 1987; Chappell, 1988; Yau and Andre, 1997; Moore et al., 1999; Cully et al., 2003; Haaland et al., 2009; Kistler et al., 2010; Liao et al., 2010; Haaland et al., 2012a; Haaland et al., 2013], as under weak convection, the cold ions can travel further downtail before reaching the plasma sheet. An important feature of the ionospheric plasma transport is mass and velocity dispersion [Lockwood et al., 1985a,b,c; Chappell, 1988; Andre and Yau, 1997; Yau and Andre, 1997; Haaland et al., 2009; Maggiolo and Kistler, 2014]. This effect results in the heavier or colder ions entering the plasma sheet closer to the Earth in comparison to lighter or hotter ions.

1.3.3.4 Plasmasphere and plasmatrough

In addition to the convective motion, corotation is also present and contributes to the magnetospheric structure. It can be shown that convection dominates at larger radial distances from the Earth, and corotation is important at lower radial distances. Therefore, field lines at high invariant latitudes undergo the convectional motion, as previously discussed, experiencing states of being open and closed magnetic fields. In contrast, field lines at low latitudes corotate, and remain closed. By summing the convectional and corotational flows (illustrated in Figure 1.13 and Figure 1.9, respectively), it can be seen that the flow velocities, in the equatorial plane, are equal and opposite at a given radial distance along the dusk meridian. This radial distance is called the stagnation point, \(R_{SP}\). Figure 1.15 illustrates the convection and corotation flow streamlines in the Earth’s magnetic equatorial plane, indicating the position of the stagnation point. The flow streamline that passes through the stagnation point, the stagnation line, corresponds to the boundary between
corotation dominated flows at low radial distances, and convection dominated flows at large radial distances. The flow streamlines are more separated on the duskside, as the convective and corotation flows are in opposite directions, resulting in the asymmetric shape of the boundary.

**Figure 1.15:** Diagram illustrating the combination of corotational flows (Figure 1.9) and convectional flows (Figure 1.13) for the magnetic equatorial plane of the Earth’s magnetosphere (adapted from Kavanagh et al. [1968] and Chappell [1972]). The directions of the flow vectors, $\mathbf{v}$, and magnetic field, $\mathbf{B}$, are shown. The magnetopause boundary is represented by the dashed black line, and the stagnation flow line, or plasmapause, is represented by the thick dashed grey line. The region within the plasmapause, the plasmasphere, is shaded light grey.

Figure 1.15 indicates that the region within the stagnation line remains closed and corotates with the Earth for steady-state conditions. As the field lines do not undergo the Dungey cycle, the field lines do not become open, removing a plasma loss process. Therefore, this region, referred to as the plasmasphere, exhibits high density, cold plasma, predominantly of ionospheric origin. The boundary containing the plasmasphere is the plasmapause, and the increased radial extent of the plasmapause on the duskside is often referred to as the “duskside plasmaspheric bulge”. The region outside the plasmapause is convection dominated, and is termed the plasmatrough. As the field lines undergo the Dungey cycle, they have been previously open, allowing loss of plasma as they convect across the polar cap. As a consequence, the number density is reduced outside the plasmasphere,
and observations of plasma number density indicate a sharp drop across the plasmapause into the plasmatrough \cite{Carpenter1966, Chappell1970, Chappell1972, Carpenter1992, Gallagher2000}. The position of the plasmasphere is highly variable, with the morphology and radial extent strongly dependent on the strength of the convective electric field \cite{Carpenter1970, Chappell1972, Carpenter1992, Gallagher2000, Lointier2013}. The plasmapause is typically located at average radial distances of $5 - 7 \, R_E$ \cite{Darrouzet2013}.

### 1.3.4 Current systems

A key feature of Earth’s magnetosphere is the large scale current systems present, which respond strongly to internal dynamics and solar wind coupling. As mentioned above, magnetic field gradients on scales comparable to particles’ gyroradii results in the generation of currents, due to the differential motions of ions and electrons. Magnetic field gradients across the magnetopause implies the presence of the Chapman-Ferraro currents, as discussed previously. The eastward directed currents are associated with a northwards magnetic field perturbation (see equation 1.21d), which acts to enhance the geomagnetic field. Furthermore, magnetic field gradients occur in the highly stretched magnetotail, resulting in the formation of tail currents. The tail current system is directed westwards across the centre of the magnetotail, and produces a magnetic perturbation that acts to increase the magnetic field strength for this region.

The key current system in the context of this study is the ring current, present in the inner magnetosphere, at a radial distance of approximately $6 \, R_E$ \cite{Chapman1930, Chapmann1931, Singer1957, Daglis1999}. The ring current consists of hot ions and electrons, which are gradient-curvature drifting around the Earth. These particles are energetic enough such that the gyroradii (see equation 1.3) is comparable to both the gradient in the Earth’s dipolar magnetic field perpendicular to $\mathbf{B}$ and the radius of curvature of the magnetic field lines. As previously discussed, both of these factors result in the charge-dependent drift motion of particles, such that positively charged particles drift westwards, and negatively charged particles drift eastwards. This differential motion of the ions and electrons results in a current flow, directed westwards around the Earth. The radiation belts, a region of trapped, high energy particles, contribute significantly to the ring current \cite{VanAllen1959}. The westwards ring current generates a magnetic field perturbation.
which is southwards towards the Earth. Therefore, the ring current causes a local depression in the geomagnetic field. The strength of the ring current can be inferred from the magnitude of this depression, as will be discussed in a later section.

### 1.3.5 Plasma source and loss processes

The plasma populating the magnetosphere has two origins: the ionosphere and the solar wind. The ionospheric input into the magnetosphere has been previously discussed. At low latitudes, closed plasmaspheric flux tubes are filled by the diffusion of ionospheric plasma from lower altitudes. At higher altitudes, ionospheric outflow (polar wind, cleft ion fountain, and auroral bulk upflows) occurs across the polar cap, which is transported to the various magnetospheric regions, such as the plasma sheet and plasmatrough, through the convective motion of the flux tubes. Under general conditions, ionospheric outflow consists mostly of H\(^+\), whereas at high latitudes, the dayside cleft ion fountain and nightside auroral bulk upflows contain enhanced outflows of O\(^+\). These high latitude ion outflows are the main source of heavy ions in the magnetosphere. Previous studies have estimated the supply of ionospheric plasma, originating from observed high-latitude ionospheric upflows, to the key magnetospheric regions such as the plasma sheet and plasmatrough. The results show that the estimated densities agree reasonably well with observed densities in these regions, suggesting that ionospheric upflows are sufficient to populate the magnetosphere, and are the dominant plasma source. However, it is important to recognise that the outflow of ionospheric plasma at high latitudes and the transport to the plasma sheet is highly variable, responding strongly to solar wind driving [Young et al., 1982; Moore et al., 1999; Winglee 2000; Korth et al., 2002; Kistler et al., 2006; Howarth and Yau, 2008; Haaland et al., 2009; Liao et al., 2010; Haaland et al., 2012a; Haaland et al., 2013; Li et al., 2012; Slapak et al., 2012] and incident photon flux [Young et al., 1982; Andre and Yau, 1997; Yau and Andre, 1997; Haaland et al., 2012b]. The process of open field lines at high latitudes, which are then closed via nightside reconnection, as part of the Dungey cycle allows entry of solar wind plasma into the magnetosphere. However, the dominant contribution of the ionospheric outflows implies the solar wind is a minor component in the magnetosphere. Similarly to ionospheric outflows, solar wind plasma is predominantly composed of H\(^+\) ions, presenting difficulties in differentiating solar wind plasma from plasma originating from the ionosphere.
The plasma in the magnetosphere is also dependent on the loss processes that occur. The Dungey cycle implies a clear loss of particles to the solar wind when field lines become open, and also downtail when field lines reconnect on the nightside. Another important process that determines the density and properties of plasma in the magnetosphere is precipitation into the ionosphere, associated with the bounce motion of particles. Particles which have small pitch angles will have mirror points at low altitudes, deep in the ionosphere, where loss due to collisions is of increased probability. The loss cone is the range of pitch angles where loss due to ionospheric precipitation is highly probable. In a simplified sense, under steady state conditions, it is expected that particles with pitch angles in the loss cone are removed from the magnetosphere, and no further ionospheric precipitation occurs as the loss cone is empty. However, this is not the case for all regions of the magnetosphere. Pitch-angle scattering is a process where high frequency plasma waves change particle pitch angles through wave-particle interactions [Treumann and Baumjohann, 1997]. The pitch angle of a given particle can be altered and moved into the loss cone. Therefore, this phenomenon supplies plasma to the loss cone, such that it is no longer empty. Pitch-angle scattering results in an enhanced loss of particles through ionospheric precipitation and is an important process in the plasma sheet and intense ring current. An important feature of pitch-angle scattering is that the loss rate of electrons is greater in comparison to ions. Considering an ion and electron of the same energy, the electron will have a greater parallel velocity, so the bounce motion period is smaller compared to the ion. Therefore, the flux of electrons to the ionosphere is greater than the flux of ions, resulting in increased electron precipitation and shorter average lifetime of electrons.

Charge exchange is also an important process particular for particles contributing to the ring current. Although the process does not alter the density of plasma, it acts to reduce the energy of particles in the radiation belts, reducing the magnitude of the ring current. Considering an energetic radiation belt ion, $X^+$, and a low energy neutral, $Y$, the charge exchange process can be described by

$$X^+ + Y \rightarrow X + Y^+$$

In this reaction, the energetic ion, $X^+$, reacts with the low energy neutral, $Y$, resulting in a low energy ion, $Y^+$ and a energetic neutral, $X$. The energetic neutral is not confined to the geomagnetic field so quickly escapes from the magnetosphere. The energetic ion is replaced by a low energy ion, reducing the contribution to the ring current. Hot ring current ions
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The Earth’s magnetosphere exhibits variations in the strength and configuration of the geomagnetic field and the magnetospheric current systems, which are referred to as geomagnetic activity. The variability and features are strongly controlled by the solar wind coupling to the magnetosphere. In particular, the dynamic pressure and orientation of the IMF are key contributing factors. Strong magnetic activity is observed during periods when the IMF has a significant southward component, driving strong convection in the magnetosphere through low latitude dayside reconnection. In particular, events such as substorms, magnetospheric convection events, and geomagnetic storms occur under these IMF conditions. These types of geomagnetic activity will be reviewed in this section, considering the response of the magnetosphere to the solar wind driving.

1.4.1 Steady magnetospheric convection events and substorms

As discussed in the previous section, the Dungey cycle describes the convective motion of magnetic field lines resulting from dayside and nightside reconnection. When the IMF has a southward component, low latitude reconnection occurs at the dayside magnetopause (Figure [1.10]), where the IMF and geomagnetic field are antiparallel, creating open flux. In addition, reconnection occurs in the magnetotail, converting open flux to closed. If the rate of dayside and nightside reconnection are approximately equal for a sustained period of time, the rate of flux being opened and flux being closed are approximately balanced. This is known as a steady magnetospheric convection event [Sergeev et al., 1996; McPherron et al., 2005; Dejong et al., 2008; McPherron et al., 2008]. The polar cap is relatively stable in size, as the amount of open flux is constant, and strong convective flows are present in the magnetosphere.

However, dayside and nightside reconnection rates are not always equal in the magnetosphere. For these cases, a series of events associated with unbalanced reconnection rates can occur, termed magnetospheric substorms [McPherron et al., 1973; Russell and McPherron, 1973; Caan et al., 1977; McPherron, 1991; 1995; Baker et al., 1996; Baumjohann and]
A substorm can be considered in terms of 3 phases: growth phase, expansion phase, and recovery phase. These are illustrated below in Figure 1.16 and will now be described.

The substorm growth phase is associated with an enhanced dayside reconnection rate, usually initiated by a southward turning of the IMF, and a negligibly small nightside reconnection rate. The dominant dayside reconnection erodes the dayside magnetopause, transporting flux to the magnetotail. The open flux accumulates in the magnetotail, due to the lack of nightside reconnection, and the polar cap expands to low latitudes. The tail reconnection x-line is located at approximately 100-200 $R_E$, as indicated in the upper panel in Figure 1.16 and is known as the DNL (Distant Neutral Line). As a result of the compression of the magnetopause, the plasma pressure increases in the tail lobes. In addition, the enhanced dayside reconnection drives strong convective flows of closed flux tubes to the dayside magnetopause. The increased nightside plasma pressure and dayside rarefaction corresponds to a thinning of the plasma sheet and an inward motion of the tail current region [Coroniti and Kennel, 1972].

**Figure 1.16:** Schematic illustrating the geomagnetic configuration in the noon-midnight meridian plane for the 3 phases of the substorm process: growth phase (upper), expansion phase (middle), and recovery phase (lower) [Baumjohann and Treumann, 1996]. The radial location of the NENL and DNL reconnection x-lines in the magnetotail are indicated.

Towards the end of the growth phase, which typically lasts approximately 1 hour, the
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formation of a NENL (Near-Earth Neutral Line) occurs in the central plasma sheet due to the highly stretched open magnetic field lines with a small vertical magnetic field component [Coroniti, 1985; Baker and McPherron, 1990]. This is an additional reconnection x-line in the tail region, located at approximately $30 R_E$ downtail. Reconnection begins slowly at the NENL, forming closed loops of magnetic field between the NENL and the DNL, as illustrated in Figure 1.16.

If reconnection continues until the last closed field lines connected to the DNL is reconnected at the NENL (see middle panel in Figure 1.16), then the expansion phase of a substorm is initiated, lasting approximately 70 minutes [Milan et al., 2007]. The parcel of plasma contained by the closed loops of magnetic field lines is termed a plasmoid, which is ejected tailwards, accelerated due to magnetic tension forces and a plasma pressure gradient. The ejection of the plasmoid and dipolarisation of the inner field lines, results in the region tailwards of the NENL collapsing. Explosive nightside reconnection is triggered at the NENL, with the sudden enhancement in the nightside reconnection rate rapidly closing the open flux in the magnetotail, corresponding to a significant reduction of the polar cap. This releases large amounts of energy, stored by the highly stretched tail field lines, injecting hot plasma into the plasma sheet. The enhanced nightside reconnection rate also corresponds to an intensification in particle precipitation, significantly increasing nightside auroral bulk upflows from the ionosphere.

Following the intense nightside reconnection, closing large amounts of open flux, the magnetosphere enters the recovery phase. The nightside reconnection rate gradually reduces, with a tailward motion of the NENL towards the DNL, as shown by the lower panel in Figure 1.16. The magnetosphere returns to the average configuration, with approximately balanced dayside and nightside reconnection rates. However, if the IMF remains southward, the recovery phase may coincide with the growth phase of a succeeding substorm.

1.4.2 Geomagnetic storms

Strong convective flows and enhanced supply of hot plasma sheet ions to the inner magnetosphere, associated with the occurrence of substorms or steady magnetospheric convection events during periods of southward IMF, can drive significant intensifications of the ring current. The sequence of events resulting in an enhanced ring current is known as a geomagnetic
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storm [Chapman, 1918; Chapman and Bartels, 1940; Gonzalez et al., 1994; McPherron, 1995; Baumjohann and Treumann, 1996].

There are two key indices that are commonly used to measure the level of geomagnetic activity, associated with the occurrence of geomagnetic storms. As previously discussed, the ring current acts to reduce the strength of the geomagnetic field, and it is known that enhanced ring currents during geomagnetic storms results in significant reductions in the horizontal component of the global magnetic field relative to the average level [Chapman, 1918; Dessler and Parker, 1959; Sckopke, 1966]. The global variations in the horizontal field close to the magnetic equator can be represented by the Dst index, based on magnetic field observations at 4 ground based stations, evenly spaced in local time and approximately 25° from the magnetic equator [Sugiura and Poros, 1964; Sugiura and Kamei, 1991; Baumjohann and Treumann, 1996]. An alternative geomagnetic activity index is the SYM-H index, which is determined in a similar way as the Dst index, using observations from 6 ground based magnetic stations [Iyemori, 1990; Wanliss and Showalter, 2006]. Wanliss and Showalter [2006] demonstrates that the main difference between the hourly Dst index and the 1 minute resolution SYM-H index is the time resolution. Therefore, both the Dst index and the SYM-H index represent the strength of the ring current, and are appropriate proxies for the level of geomagnetic activity. Note that contributions to the magnetic perturbations from other currents systems result in an uncertainty in the magnetic indices, although these are minimised due to the location of the stations.

Figure 1.17 shows characteristic variations in the SYM-H index, representing a measure of the ring current strength, for a typical geomagnetic storm. Variations in the Dst index are observed to be characterised by the same features. Storms typically last multiple days and can generally be divided into 3 stages, based on the characteristic variations in the SYM-H index or Dst index trace, as labelled in Figure 1.17. These stages (the initial phase, the main phase, and the recovery phase) will now be discussed.

1.4.2.1 Initial phase

The initial phase is characterised by a small enhancement in the equatorial magnetic field (demonstrated by Figure 1.17), which is due to an increase in the solar wind dynamic pressure. Many magnetic storms correlate with the occurrence of a high speed solar wind parcel encountering the Earth’s magnetosphere. The sudden increase in solar wind dynamic pressure at the Earth’s magnetopause, acts to compress the magnetosphere, and thus enhance
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Figure 1.17: A SYM-H trace for a typical geomagnetic storm, with the initial phase, main phase, and recovery phase indicated [Hutchinson et al., 2011]. The horizontal dotted line represents the quiet time SYM-H value.

the Chapman-Ferraro magnetopause currents. The increased currents result in an increase in the associated positive magnetic field perturbations at the Earth’s surface. This phase typically lasts approximately 4-16 hours.

1.4.2.2 Main phase

If there is a southward turning of the IMF, which lasts a substantial period of time, the main phase can be initiated. As previously discussed, southward IMF conditions drive enhanced convective flows in the magnetosphere, and are associated with an increased occurrence of substorms and steady magnetospheric convection events. The corresponding increase in nightside reconnection events heats the plasma sheet and increases transport to the ring current region. The continued supply of hot ions to the radiation belts, under southward IMF conditions, raises the average density and energy of the radiation belt population, thus increasing the strength of the ring current. The ring current intensity continues to increase, until the rate of plasma injection equals the rate of loss. As the energy of the ring current population is increased, the radius at which the particles gradient-curvature drift around the Earth decreases. Therefore, the ring current expands radially to lower L shells. Furthermore, the composition of the radiation belts exhibits significant increases in the concentration of heavy ions, particularly O$^+$. Due to the strong convection flows and increased reconnection, the dayside cleft ion fountain and nightside bulk auroral upflows are
enhanced. This contributes to the increased energy of the plasma sheet as well as increasing the concentration of O\textsuperscript{+} ions supplied to the inner magnetosphere. Overall, during the storm main phase, the enhanced ring current induces large magnetic field perturbations, opposing the main geomagnetic field, which results in a reduction of the magnetic field at the Earth’s surface. This process is observed as a rapid decrease in the Dst index or SYM-H index, as shown by Figure 1.17. The main phase typically lasts approximately 1 day.

1.4.2.3 Recovery phase

The end of the main phase occurs when the IMF weakens or turns northward, reducing the convective flow strength and rates of reconnection. The supply of hot plasma to the radiation belts is reduced significantly, and plasma loss becomes dominant. As particles are lost, the ring current reduces, and the corresponding magnetic perturbations decrease. This is demonstrated by a reduction in the magnitude of the Dst index or SYM-H index (Figure 1.17) during the recovery phase of the storm, approaching the quiet time value. Radiation belt particles are predominantly lost through pitch angle scattering and charge exchange, as previously discussed. It is noted that the recovery phase, typically lasting several days, is initially characterised by a rapid reduction in the magnetic perturbation magnitude, followed by a more gradual recession, referring to Figure 1.17 for a typical example.

There are various explanations for the observed two-stage recovery phase. Akasofu et al. [1963] suggested that the differing decay times in magnetic field perturbations is due to the presence of two spatially separated ring current populations. Therefore, the radial dependence of neutral hydrogen density results in two different charge exchange lifetimes. Alternatively, it has been proposed that the feature corresponds to the rapid loss of O\textsuperscript{+} from the ring current population, followed by the slower loss of protons, as the two atomic components have different decay times [Hamilton et al. 1988; Daglis 1997]. Furthermore, an additional contribution to the initial rapid decay in the recovery phase has been attributed to the tail current magnetic field perturbations and particle losses to the dayside magnetopause through convective motions [Takahashi et al. 1990; Alexeev et al. 1996; Feldstein et al. 2000; Patra and Spencer 2015].
1.5 ULF waves and FLRs

Waves play an important role in the magnetosphere, for the propagation of energy and transmitting information in the system, and are the result of perturbations to the system. The properties of waves in the magnetosphere will now be reviewed, focusing on ULF (Ultra Low Frequency) waves and the formation of FLRs (Field Line Resonances). The concepts reviewed in this section are discussed in further detail by: Hughes [1983]; Southwood and Hughes [1983]; Allan and Poulter [1992]; Kivelson [1995b]; Baumjohann and Treumann [1996]; Waters [2000]. MHD theory for the dispersion relation of waves in a cold plasma approximation show that there are 2 modes of waves present. These are the shear Alfvén wave mode and the fast magnetoacoustic wave mode. Some features of these wave modes, specifically the phase velocity, representing the velocity of the wave in the direction of propagation, and the group velocity, representing the velocity of energy propagation, are described by the Friedrichs diagrams in Figure 1.18. These Friedrichs diagrams are polar plots, describing the variations in the phase velocity and group velocity with the angle between the propagation wave vector and the background magnetic field, $B$.

![Figure 1.18](image)

**Figure 1.18:** Friedrichs diagrams showing the (a) phase velocity and (b) group velocity for the Alfvén wave mode and the fast wave mode.

In the presence of a transverse displacement of a magnetic field line, the resulting magnetic tension force acts as a restoring force, allowing the propagation of transverse oscillations. This transverse wave mode is the Alfvén wave, where plasma density and magnetic field strength perturbations are perpendicular to the direction of propagation. Therefore, the presence of an Alfvén wave does not alter the magnetic field strength or plasma density.
The wave mode is field-guided, with energy propagation purely along the background magnetic field lines (Figure 1.18). The Alfvén wave mode has a group velocity and field-aligned phase velocity equal to the Alfvén speed, \( v_A \), which is defined as

\[
v_A = \sqrt{\frac{B^2}{\mu_0 \rho}}
\]  

(1.35)

where \( B \) is the magnetic field strength and \( \rho \) is the local plasma density. The presence of Alfvén waves in a plasma acts to reduce field line curvature of the background magnetic field.

The fast magnetoacoustic wave mode is a compressional wave, such that the propagation changes the local plasma density and magnetic field strength. The fast mode wave is produced by local perturbations in the total pressure, the sum of magnetic and thermal pressure, of the system. As shown in Figure 1.18, the fast mode wave propagates isotropically in a cold plasma. Furthermore, the energy transfer by the propagation of a fast mode wave is also isotropic, independent of the background magnetic field direction, indicated by the group velocity (Figure 1.18). Both the phase velocity and the group velocity are equal to the Alfvén speed (equation 1.35). The effect of fast mode waves is to reduce total plasma pressure gradients in the plasma, by transferring excess pressure as the wave radiates.

Of particular importance in the context of planetary magnetospheres are ULF waves, which have a frequency lower than the natural frequencies of the plasma (periods ranging from seconds to a few minutes [Jacobs et al., 1964]). The corresponding wavelengths are of the same order as magnetospheric scales, and are therefore strongly affected by the structure of the magnetosphere, exhibiting significant boundary effects. Pulsations in the Earth’s geomagnetic field, with frequencies within the ULF wave frequency range were first observed using ground magnetometers [Stewart, 1861]. and Dungey [1954a,b] suggested that the pulsations were a result of the presence of MHD waves in the magnetosphere. These magnetic field oscillations are observed to occur at resonant frequencies for closed geomagnetic field lines, implying that the pulsations are the result of standing waves on the field lines, which are reflected at the ionospheric ends. This section will now discuss some of the key features of the standing wave formation.
1.5.1 Standing Alfvén wave formation

For an Alfvén wave travelling along a closed geomagnetic field line in the magnetospheric plasma, the wave energy propagates along the field line and is dissipated in the ionosphere by frictional forces. For an Alfvén wave that has a frequency equal to the field line resonant frequency, a standing wave is formed, referred to as a FLR (Field Line Resonance). The Alfvén waves are reflected by the ionosphere, where electric fields tend to zero due to the large ionospheric conductivities. The ionosphere acts as electric field nodes, and magnetic field antinodes, as illustrated by Figure 1.19. The FLR process is analogous to standing waves on a string.

![Schematics of FLR oscillations](image)

Figure 1.19: Schematics of (a) fundamental \((n = 1)\) and (b) second harmonic \((n = 2)\) FLR oscillations of a closed dipolar geomagnetic field line [Kivelson, 1995b]. The upper diagrams illustrate the field line displacements, with the dashed magnetic field lines representing displacements from the unperturbed solid magnetic field lines. The lower plots show the variation in the electric field perturbation, \(E\), and magnetic field perturbation, \(b\), along the magnetic field line.

It can be seen that for a given field line of length \(l\), the allowed wavelengths of an Alfvén wave propagating parallel to the background magnetic field, \(\lambda_{||}\), are given by

\[
\lambda_{||} = \frac{2l}{n}
\]  

(1.36)

where \(n\) is the harmonic of the resulting standing wave. Therefore, the frequencies, \(f\), that
The sources of energy that result in the formation of standing Alfvén waves in the closed magnetosphere are now presented, where the sources of wave energy are separated into two groups: convective flows and non-equilibrium particle distributions.

Convective flows involve the coupling of the fast mode and Alfvén mode, allowing energy transfer between the wave modes. Considering the presence of an Alfvén wave perturbation, it has been previously discussed that a low harmonic standing Alfvén wave will form on a field line that has a field line length comparable to the Alfvén wavelength. Consider an incoming fast mode wave from the magnetopause, isotropically propagating through the magnetosphere at the Alfvén speed (referring to Figure 1.18). Due to inhomogeneities in the dipole magnetic field, the fast mode wave will have a component of its group velocity aligned parallel to the magnetic field, allowing the transfer of energy from the fast mode to the Alfvén mode. As it propagates through the continuum of FLR eigenfrequencies,
there will be a coupling point, at which the fast mode phase velocity component along the field line is equal to the Alfvén mode phase velocity that corresponds to a standing Alfvén wave. The coupling of the perturbations results in energy transferring from the fast mode to the Alfvén mode, driving the FLR. The propagation of compressional fast mode waves in the magnetosphere can arise from Kelvin-Helmholtz instabilities at the magnetopause, fast mode waves entering the magnetosphere at the magnetopause nose or directly through the cusps, and from radial displacements of the magnetopause [Dungey 1955; Southwood 1974; Chen and Hasegawa 1974; Hughes 1983].

Alternatively, non-equilibrium particle distributions can act as a source of wave energy, driving FLRs in the magnetosphere. Enhancements in the plasma particle distribution can often occur as a result from injection of hot plasma sheet particles into the ring current region, and these particles can form a resonance with a ULF wave, causing wave growth [Southwood et al. 1969; Southwood 1973; Tamao 1978; Meerson and Sasorov 1979; Southwood and Kivelson 1982; Hughes 1983]. Specifically, as the periods of ULF waves are comparable to particle bounce motion and drift motion periods, resonance with the bounce and drift motion can occur. This process, known as drift-bounce resonance, allows a transfer of energy from the particle phase space distribution to a wave, resulting in wave growth through the thermalisation of a non-equilibrium particle distribution.
Chapter 2

Literature Review

The aim of this statistical study is to determine an empirical model describing the spatial distribution of total plasma mass density in the closed magnetosphere. This chapter presents a review of previous studies examining the mass density distribution, assessing the key features and differences. Studies which have considered dependences in the mass density distribution with geomagnetic activity are also reviewed.

A key motivation for developing an empirical mass density model is to further understand the role of the magnetospheric plasma mass density in determining properties of FLRs. This chapter also presents a review of prior studies that have examined the spatial variations in field lines’ resonant frequencies, based on both ground based and in-situ observations.

2.1 Statistical studies of magnetospheric mass density

Multiple studies providing empirical models of the mass density distribution in the closed magnetosphere exist [Gallagher et al., 2000; Takahashi et al., 2004; Berube et al., 2005; Denton et al., 2006; Takahashi and Denton, 2007; Maeda et al., 2009; Takahashi et al., 2014], which will now be discussed in further detail. Gallagher et al. [2000] presented the GCPM (Global Core Plasma Model), an amalgamation of previous models to provide a description of density distributions in the key magnetospheric regions. The resulting model is based on a range of in situ observations, including density measurements from the RIMS (Retarding Ion Mass Spectrometer) instrument on-board DE 1 [Gallagher et al., 1988] and electron density values derived from measurements of plasma characteristic frequencies by the SFR (Sweep...
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Frequency Receiver) instrument on-board ISEE 1 [Carpenter and Anderson, 1992]. The results provide good spatial coverage and include dependences with geomagnetic activity, solar luminosity, average annual sunspot number and time, but this model is predominantly concerned with electron densities. The limited detail of the plasma ion composition, an important contributor to the mass density, is a key weakness of this model.

Subsequent studies by Berube et al. [2005], Maeda et al. [2009], and Takahashi et al. [2014] included contributions from ion composition, with some consideration of dependences with geomagnetic activity. In contrast to the in situ measurements used by Gallagher et al. [2000], these studies indirectly infer mass density values using ground magnetometer observations of field line resonance (FLR) frequencies Berube et al. [2005] Maeda et al. [2009] and spacecraft observations of toroidal standing Alfvén waves Takahashi et al. [2014]. These studies are based on relatively limited datasets. The study conducted by Maeda et al. [2009] examined equatorial mass density values in the plasmasphere and plasmatrough, estimated from CPMN (Circum-pan Pacific Magnetometer Network) magnetometer data. These results are based on only 19 events, providing a limited description of the mass density distribution. In contrast, the analysis of Berube et al. [2005] uses 5200 hours of data from the MEASURE (Magnetometers Along the Eastern Atlantic Seaboard for Undergraduate Research and Education) array of ground magnetometers, providing good statistical significance, but this covers a restricted $L$ shell range from 1.7 to 3.1. In addition, this data only covers the dayside sector. Takahashi et al. [2014] utilises Geotail data covering a substantial time period of 11 years to determine mass density variations for an $L$ shell range from 9 to 15. However, analysis is restricted to the dawn sector (0400 - 0800 MLT). The studies discussed so far Gallagher et al. [2000] Berube et al. [2005] Maeda et al. [2009] Takahashi et al. [2014] all assume a power law dependence of mass density along field lines, as previously mentioned, where the power law form is used to map measurements to the equatorial plane to determine the equatorial distributions Berube et al. [2005] Maeda et al. [2009]. This constitutes the main drawback of these studies. Although previous studies show that the mass density can be described by a power law dependence at lower $L$ values (roughly $L \leq 6$) with relatively small field-aligned variations Takahashi et al. [2004] Denton et al. [2006] Maeda et al. [2009], a different dependence is present for $L > 6$. Observations inferred that the mass density field-aligned distribution, for increased $L$, can be locally peaked at the magnetic equator, decreasing off-equator, and then increasing at higher latitudes Takahashi et al. [2004] Denton et al. [2006] Takahashi and Denton [2007] Denton et al. [2009].
Therefore, it is inappropriate to describe mass density variations along magnetic field lines using the power law form.

Although the models resulting from these studies provide a more accurate description of mass density variations, they are not without their limitations, which will now be reviewed. These studies use measurements of multiharmonic toroidal Alfvén wave frequencies to infer the field-aligned distribution of mass density. The inversion technique utilised to indirectly estimate the mass density makes several simplifying assumptions, and requires a functional form for the field-aligned dependence to be assumed. In addition, the datasets used all have limitations in terms of the spatial coverage provided. Takahashi et al. [2004] used CRRES data covering only 1200 - 1800 MLT (Magnetic Local Time), and whilst this dataset was extended by Denton et al. [2006] to a wider range, only 11% of the additional measurements lie outside this MLT sector. In contrast, Takahashi and Denton [2007] utilised GOES 5 magnetometer data to examine mass density variations with good MLT coverage over all sectors. However, this particular study was limited to field lines at geosynchronous orbit only, significantly restricting the $L$ shell range of the resulting model. As well as spatial coverage, the temporal coverage of the data used can be assessed. All the datasets mentioned cover a short time interval, relative to the solar cycle, thus restricting the models in terms of variations with solar phase. Another key constraint of the models is the limited analysis of mass density variations with geomagnetic activity, with no details on other factors included.

### 2.2 Dependences on geomagnetic activity

A key aim of this study is to examine dependences of magnetospheric mass density distribution with geomagnetic activity. Previous models describing variations of mass density with geomagnetic activity have been produced [Menk et al., 1999; Gallagher et al., 2000; Takahashi et al., 2002; Berube et al., 2005; Denton et al., 2006; Takahashi et al., 2006; Maeda et al., 2009; Takahashi et al., 2010; 2014], although they are not without their limitations. Most of these studies indirectly infer the mass density on a field line from observations of harmonic standing Alfvén wave frequencies, either from spacecraft measurements [Takahashi et al., 2002; Denton et al., 2006; Takahashi et al., 2006; 2010; 2014] or ground-based magnetometer arrays [Menk et al., 1999; Berube et al., 2005; Maeda et al., 2009]. As detailed in the previous section, the method requires the assumption of a functional form describing the field-aligned distribution of mass density. Many of the mentioned studies assumed a power
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law form to describe the field-aligned variations [Menk et al., 1999; Takahashi et al., 2002; Berube et al., 2005; Takahashi et al., 2006; Maeda et al., 2009; Takahashi et al., 2010, 2014], however previous observations indicate that this form does not account for a local peak in mass density at the magnetic equator [Takahashi et al., 2004; Denton et al., 2006; Takahashi and Denton, 2007; Denton et al., 2009]. Therefore, this choice of functional form may have introduced some inaccuracies to the results. Furthermore, it is also noted by Takahashi et al. [2014] that the detection of toroidal standing Alfvén waves is reduced at storm times, suggesting a possible observation bias for studies using this indirect technique. In contrast, the study conducted by Denton et al. [2006] accounted for the peaked field-aligned distribution of mass density, although the CRRES (Combined Release and Radiation Effects Satellite) dataset used in the study provides poor coverage over MLT. The spatial coverage is such that only 11% of the data lies outside of the 1200 - 1800 MLT sector.

All the studies mentioned previously in this section used an indirect inversion technique to infer the mass density of magnetospheric plasma. The GCPM (Global Core Plasma Model) [Gallagher et al., 2000], introduced in the previous section, provides the spatial distribution of density for the key magnetospheric regions, including variations with geomagnetic activity. The key limitation of the model is that the focus is mainly on electron density distributions, with restricted detail on the contribution of ion composition to the total mass density.

From a survey of existing mass density models, it is apparent that no sufficiently accurate description of the variations in the magnetosphere exists, with good spatial and temporal coverage, and a consideration of dependences on geomagnetic activity. This study aims to improve on previous models by using a larger dataset, providing statistically significant results with good spatial coverage. In addition, the dataset used comprises direct measurements, as opposed to indirectly inferring mass density values from magnetic field data.

2.3 FLR observations

A key focus of this study is to further understand the FLR process, and how standing Alfvén wave frequencies vary spatially, due to the magnetic field configuration combined with the mass density distribution. Furthermore, by assessing dependences on geomagnetic activity, the effects of various dynamical magnetospheric processes on the determination of
FLR frequencies can be examined. A summary of existing studies examining the variations in FLR frequencies is now detailed.

Among the first studies to consider the spatial distribution of FLR frequency was Obayashi and Jacobs [1958], where the latitudinal variation was assessed. Geomagnetic pulsations observed using ground-based magnetometers were analysed, for a period spanning about 80 days and covering a geomagnetic latitude range from approximately 40° to 60°. The results indicated that, although a large amount of scatter was present in the data, a clear increase in pulsation period with increasing latitude was observed. The latitude dependence was observed in following studies [Orr and Matthew, 1971; Samson et al., 1971], leading to a notable study conducted by Samson and Rostoker [1972].

Samson and Rostoker [1972] presented an analysis of Pc4 and Pc5 pulsations comprising approximately 185 hours of geomagnetic pulsation activity, observed using ground-based magnetometers covering latitudes from approximately 58° to 78°. The dataset was selected to cover periods of low geomagnetic activity, defined by Kp index values of less than 4. A linear trend in the data was identified, such that on average, the resonant pulsation period increased with latitude. The data is summarised below in Figure 2.1, which shows the fitted linear variation of the period with \( L \) value for the dataset, where data has been separated for the nightside sector (1730 - 0730 MLT) and the dayside sector (0730 - 1730 MLT). Previous observations are also indicated for comparison. As well as quantifying the \( L \) value dependence, some consideration of dependences on MLT is included, with results indicating the nightside FLR period is statistically greater than the dayside FLR period.

Variations in FLR pulsation period with MLT were further examined in studies by Yumoto et al. [1983] and Poulter et al. [1984]. Using ground-based observations obtained by the STARE (Scandinavian Twin Auroral Radar Experiment) radar and Slope Point radar, Poulter et al. [1984] identified 64 pulsation events, covering an interval of 1978 - 1980 and a latitude range of approximately 58° - 70°. The diurnal variation in average pulsation period was clearly identifiable, as illustrated in Figure 2.2, where periods were observed to maximise at dusk.

Following studies provided support for the observed latitudinal and MLT variations in FLR frequency [Glassmeier et al., 1984; Junginger and Baumjohann, 1984; Takahashi et al., 1984; Takahashi and McPherron, 1984; Engebretson et al., 1986; Mathie et al., 1999; Takahashi et al., 2004; Plaschke et al., 2008; Takahashi et al., 2013], using both ground-based and in-situ datasets. A study conducted by Takahashi et al. [2002] provided further
Figure 2.1: Resonant pulsation period (s) as a function of field line $L$ value, from Samson and Rostoker [1972]. The solid lines show linear fits to data, separated into 1730 - 0730 MLT and 0730 - 1730 MLT sectors, and the dot-dash lines show the 95% confidence intervals. Previous observations of FLR periods are also indicated.

Figure 2.2: Average pulsation period (s) as a function of MLT and UT, observed by the STARE radars. Plot is taken from Poulter et al. [1984].
2.3 FLR observations

insight into the spatial variations of the resonant frequencies of field lines by presenting latitude-MLT maps. Using electric field and magnetic field observations from the AMPTE CCE (Active Magnetospheric Particle Tracer Experiment / Charge Composition Explorer), a dataset comprising of 3171 events was obtained. The contour map shown in Figure 2.3 was produced from statistical averages of the full dataset, illustrating $L$ and MLT variations. A decrease in frequency with $L$ shell, and frequency values minimising in the noon-dusk sector are the key observations encapsulated in the contour map.

![Figure 2.3: Contour map showing average frequency values (mHz) in the Earth’s magnetic equatorial plane, from Takahashi et al. [2002].](image)

In a similar manner, Liu et al. [2009] presented an average map of field line resonant frequency distribution in $L$-MLT space, as shown in Figure 2.4. The map was based on observations of electric fields and magnetic fields obtained by THEMIS over the interval from November 2007 to December 2008. The average frequencies of Pc4 and Pc5 toroidal waves indicate a decreased frequency with $L$ value and peak values located at approximately dawn (Figure 2.4), in agreement with prior studies.

The previously mentioned studies have focused on average spatial distributions, although, it is also of interest to understand how the spatial distributions of FLR frequencies vary with geomagnetic activity. The study by Takahashi et al. [2002], introduced above, considered the dependence of toroidal standing Alfvén wave frequencies with Kp index and solar wind activity. Figure 2.5 shows the average frequency variations with $L$ value, where data has been binned for Kp index. Although the data included in Figure 2.5 is restricted to
the dawn sector (0400 - 0800 MLT), clear dependences on the level of geomagnetic activity is observed.

Figure 2.4: Intensity plot showing the average frequencies (mHz) of toroidal waves, in the Pc4 and Pc5 bands, plotted in the Earth’s magnetic equatorial plane. Figure is taken from Liu et al. [2009].

Figure 2.5: Frequency (mHz) as a function of $L$ values, where each profile corresponds to a different Kp index bin, for data obtained in the 0400 - 0800 MLT sector. Figure is taken from Takahashi et al. [2002].

Overall, a review of previous studies indicates that there is a lack of large-scale, statistical studies of the FLR frequency distribution, including quantitative analyses of variations with geomagnetic activity. This introduces difficulties in providing any in-depth comparisons of the time-of-flight calculations to direct observations.
Chapter 3

Instrumentation and Data

3.1 Method

This study aims to determine an empirical model describing the spatial distribution of total plasma mass density in the closed magnetosphere. By combining spatial distributions of electron density, \( n_e \), and average ion mass, \( m_{av0} \), the corresponding spatial distribution of the total plasma mass density, \( \rho \), is inferred from

\[
\rho = n_e m_{av0}
\]  

(3.1)

This method makes the reasonable assumptions that the magnetospheric plasma is quasi-neutral and the electron mass is negligible in comparison to the ion mass.

Measurements obtained by instruments on-board Cluster are utilised to examine spatial variations in the total plasma mass density for the closed magnetosphere. The method employed uses observations from the WHISPER (Waves of High frequency and Sounder for Probing of Electron density by Relaxation) instrument, providing total electron density, and the CODIF (ion Composition and Distribution Function analyser) instrument, providing average ion mass for ions in the energy range 0.025 - 40 keV/charge. The electron density and average ion mass datasets, obtained from the CAA (Cluster Active Archive) cover the time interval of 2001 - 2012, providing substantial data coverage for statistically significant spatial distributions. The key features of the Cluster spacecraft and details on the instruments used in this study are discussed in the following sections.
Although values of number densities for each ion species, provided by the CODIF instrument, could be used to measure plasma mass density, this distribution would be limited to the energy range covered by the CODIF instrument. In order to represent the full particle energy distribution of the magnetospheric plasma, this method of independently determining the number density and the average ion mass is chosen. This is because the technique used by the WHISPER instrument (described in more detail in the following section) provides measurements of the total electron density for the plasma. The average ion mass determined from measurements by the CODIF instrument also represents the total plasma reasonably assuming that the average ion mass is not a strong function of ion energy for the regions considered. This assumption is examined further in Chapter 4.

3.2 Cluster

Cluster comprises of four identical spacecraft (C1, C2, C3, and C4), which are arranged in a tetrahedral configuration. The polar orbits of the spacecraft crosses various key regions of the magnetosphere (see Escoubet et al. [1997a, 2013, 2015] for further details), and provides the necessary data coverage required for this study. Figure 3.1 shows a typical orbit trajectory for the Cluster spacecraft.

![Cluster trajectory](image)

**Figure 3.1:** Cluster trajectory showing the spacecraft configuration for orbit 588 in each of the GSE (Geocentric Solar Ecliptic) coordinate planes. The four spacecraft positions are indicated at 15 minute intervals, where a scaling factor of 100 is used for the spacecraft separations. A key indicating the colour coding for the Cluster spacecraft is included. For reference, the average model position of the magnetopause and bow shock is shown by the blue solid and blue dashed lines, respectively.
The spacecraft were launched in 2000, with a 90° inclined polar orbit, an perigee of 4 \( R_E \), and a apogee of 19.6 \( R_E \). The orbital period of the spacecraft is approximately 57 hours. The orbit of the Cluster spacecraft was chosen to remain fixed in the inertial system, such that, due to the rotation of the Earth around the Sun, the spacecraft cross the key magnetospheric regions of scientific interest. The separation of the four spacecraft are variable, with the relative distance of the four spacecraft ranging between 20 km to 36000 km during the mission so far.

**3.3 WHISPER**

Electron density data is provided by the WHISPER instrument on-board all four of the spacecraft. WHISPER is a resonance sounder, that measures the total electron density of the local plasma using its active mode, through stimulation and detection of resonances at the local electron plasma frequency [Décréau et al., 1997], [Trotignon et al., 2003] describes the active mode operation, which involves a short (1 ms or less) wave transmission, using the EFW (Electric Field and Wave experiment) instrument antennae [Gustafsson et al., 1997], at a given frequency. A few ms after, the radio receiver is switched on, and the received signal is analysed by FFT (Fast Fourier Transform). The working frequency is then incremented, and the process repeated, to cover the expected range of the plasma frequency. A resonance is observed when the transmitted pulse frequency is close to a characteristic plasma frequency. By identifying the frequency location of the electron plasma frequency, \( f_{pe} \), the electron plasma density, \( n_e \), is directly inferred [Trotignon et al., 2001, 2003], using the relation

\[
 n_e = \frac{\epsilon_0 m_e}{e^2} (2\pi f_{pe})^2 \approx \frac{1}{81} f_{pe}^2
\]  

The frequency range covered by WHISPER restricts the electron density range of the measurements to within 0.25 - 80 cm\(^{-3}\) [Trotignon et al., 2001]. The observations have a time resolution of one spacecraft spin (4 s).

The resonance sounding technique to observe electron density has been employed by previous instruments to monitor a range of plasma regions [Etcheto et al., 1983], [Trotignon et al., 1986], [Perraut et al., 1990], [Stone et al., 1992a,b], due to its advantages of a high signal to noise ratio, reliable and accurate measurements, and ability to cover a large variety of plasma conditions [Décréau et al., 1997], [Trotignon et al., 2003]. In addition, WHISPER has a further advantage by using an on-board FFT technique to analyse the frequency spectrum,
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compared to previous resonance sounders that use the SFA (Swept Frequency Analyser) technique, providing higher time resolution [Décréau et al., 1997]. A disadvantage of the resonance sounding technique is that the measurements become unreliable for low density plasmas, where spacecraft photoelectrons can distort measurements [Pedersen et al., 2008] and the resonant frequencies are more difficult to detect. However, the resonance sounding method is suitable for the magnetospheric regions examined in this study, as will be explored in further detail in Chapter 4.

This instrument was chosen over particle experiments, in particular the electron analyser PEACE (Plasma Electron and Current Experiment) on-board Cluster, as the PEACE density estimates are sensitive to photoelectron contamination [Johnstone et al., 1997].

Another alternative method commonly used for measuring the total electron density is the spacecraft charging technique, which has been used before in large-scale systematic studies [Escoubet et al., 1997b; Johnson et al., 2001; Laakso et al., 2002a,b; Syenes et al., 2008; Haaland et al., 2012b]. This passive technique provides relatively high time resolution measurements [Pedersen et al., 2008], and can measure electron densities over many orders of magnitude [Laakso et al., 2002a] for long time intervals without major instrument degradation [Escoubet et al., 1997b]. However, Pedersen et al. [2008] notes that this technique relies on calibration by other experiments measuring electron density, such as WHISPER, on a yearly basis due to variations in solar radiation. In addition, there are limitations for low potentials, where the inferred electron density measurements can be overestimated.

3.4 CIS

The CIS (Cluster Ion Spectrometry) experiment, on-board all four spacecraft, consists of two different instruments: CODIF and HIA (Hot Ion Analyser). The key characteristics of these instruments are detailed below, and discussed further by Rème et al. [1997] and Rème et al. [2001]. A key point concerning these instruments is the contamination of the measurements due to penetrating energetic particles, most significant when the spacecraft cross the radiation belt region. This results in high levels of background noise, and is most significant for the HIA instrument. The consideration of the background contamination for the observations is discussed in Chapter 4.
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3.4.1 CODIF

The CIS experiment includes the CODIF instrument, which is a high sensitivity, mass resolving spectrometer measuring the full three dimensional distribution functions of the key ion species in the energy range 0.025 - 40 keV/charge. The instrument combines ion energy per charge selection, by deflection in a rotationally symmetric toroidal electrostatic analyser, with a time-of-flight analysis. Integrals of the resulting distribution function, with a time resolution of one spacecraft spin (4 s), allow the ion density to be calculated for each of the ion species, specifically H\(^+\), O\(^+\), and He\(^+\). Although the CODIF instrument also measures the distributions functions of He\(^{++}\) ions, these are omitted from the dataset, as He\(^{++}\) density data is over-estimated due to strong contamination by H\(^+\) ions. Using the densities, \(n_i\), with the atomic mass, \(m_i\), of each ion, \(i\), the average ion mass, \(m_{av}\), can be estimated from

\[
m_{av} = \frac{\sum_i (n_i m_i)}{\sum_i n_i}
\]  

(3.3)

This study uses the ground calculated moments of the CODIF HS (High Sensitivity) data, limited to the MAG modes, as appropriate for the concerned regions (refer to Réme et al. [1997] for further details). It is also noted that data from the Cluster spacecraft C2 and C3 are not used (the CIS instrument is non-operational on C2 and there are instrumental issues with the CODIF sensor on C3), as summarised in Table 3.1.

3.4.2 RPA mode

The CODIF instrument also includes an RPA (Retarding Potential Analyser) device, which is used for pre-acceleration to energies below 25 eV/charge. This extends the energy range to provide observations of ions with energies between 0.7 - 25 eV/charge (with respect to the spacecraft potential). The RPA device only operates when the instrument is in the RPA mode, which occurs approximately once per month. As the reduced operational frequency of the RPA mode, relative to the MAG modes, provides significantly less coverage, this study will examine spatial variations in average ion mass for CODIF MAG mode observations only.
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3.4.3 HIA

The HIA instrument is an ion energy spectrometer, which uses ion energy per charge selection by electrostatic deflection in a symmetrical quadrispherical analyser, with a fast imaging particle detection system. The measurements provide full three dimensional ion distribution functions for ions in the energy range 0.005 - 32 keV/charge, with a time resolution of one spacecraft spin (4 s). Unlike the CODIF instrument, the HIA instrument does not include a time-of-flight analysis, so does not provide mass resolved distribution functions. However, higher energy and angular resolution are obtained.

Measurements obtained by the HIA instrument, whilst operating in MAG modes, will be employed by this study. An additional point to note is that HIA data is unavailable from the Cluster spacecraft C2 and C4, as indicated in Table 3.1.

3.5 PEACE

The PEACE (Plasma Electron and Current Experiment), on-board all four Cluster spacecraft, provides full three dimensional distribution functions of electrons [Johnstone et al., 1997], covering the energy range 0.59 eV - 26.4 keV. The instrument consists of two “Top-Hat” electrostatic analysers, with differing geometric factors, which allow differing energy

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CODIF</td>
<td>Operations</td>
<td>Not operational</td>
<td>One deficient MCP quadrant until switch-off on 11 Nov. 2009</td>
<td>Normal operations</td>
</tr>
<tr>
<td></td>
<td>until 25 Oct. 2004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIA</td>
<td>Normal operations</td>
<td>Not operational</td>
<td>Normal operations until 11 Nov. 2009</td>
<td>Not operational</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of CIS instrument status for all spacecraft (adapted from Dandouras et al. [2014]).
ranges to be covered. Each analyser has a $180^\circ$ field of view, and is mounted opposite to each other on the spacecraft. Therefore, on each spacecraft spin rotation, the instruments collect data from the full $4\pi$ solid angle. The full pitch angle range ($0^\circ - 180^\circ$) is covered, with $15^\circ$ resolution, providing the electron pitch angle distribution used as part of the analysis of this study.

### 3.6 Ground magnetometer data

A key motivation of developing a mass density model for the closed magnetosphere, is the use of the model to estimate frequencies of standing Alfvén waves on closed geomagnetic field lines. This study tests the validity of estimated frequencies through a comparison with the average FLR frequencies observed by ground magnetometers. Data from fluxgate magnetometers in the IMAGE (International Monitor for Auroral Geomagnetic Effects) array are used. The IMAGE magnetometer array consists of 35 stations, located within 54 to 76 degrees magnetic latitude [Lühr, 1994]. The magnetic field measurements have a time resolution of 10 s. Figure 3.2 shows the locations of the stations for the IMAGE array in AACGM (Altitude Adjusted Corrected Geomagnetic) coordinates [Baker and Wing, 1989], for the region of interest. The IMAGE stations not used in the analysis of ground magnetometer data for this study have been excluded.

**Figure 3.2**: Ground magnetometer station locations in AACGM latitude and longitude coordinates, for the IMAGE magnetometer array. Stations are labelled by the station identification codes, and stations that are not utilised in the study have been excluded.
Chapter 4

Data Reduction

As discussed in the previous chapter, this study uses WHISPER and CODIF data to determine empirical models describing the spatial variations of total electron density and average ion mass. This chapter discusses the steps taken to process the data, obtained from the CAA, into reduced datasets, where the same technique is used for both WHISPER and CODIF datasets. Data and method verification tests that were undertaken to address key issues concerning the data usage are detailed.

4.1 Binning data

For each orbit, the data is binned by position into $0.5 \times 0.5 \times 0.5$ R$_E$ bins, in the GSM (Geocentric Solar Magnetospheric) coordinate system. The average value and average time of measurement for the observations in each bin of the orbit is determined, where the number of observations that are averaged in a bin typically ranges between 10 and 100. From the position of each bin, the corresponding MLT can also be found. Over all orbits between 2001 – 2012, the total number of passes through each bin is typically of the order $10^2$.

4.2 Field line tracing

4.2.1 Identifying the L value position

The next step taken is to determine the $L$ value for each position bin, where the $L$ value is the radial distance of the bin’s field line in the magnetic equatorial plane. This is done
4.3 Removal of observations on open field lines

by tracing the field line corresponding to the bin’s position and average measurement time, as predicted by the T96 magnetic field model [Tsyganenko, 1996], and defining the T96 magnetic equatorial position as the point of maximum radial distance along the field line. However, for cases where the angular difference between the field line midpoint position and the point of maximum radial distance exceeds 10°, then the field line midpoint of the field line is used instead. This technique accounts for the highly compressed dayside field lines, and it should be noted that the critical angular difference of 10° has been empirically chosen from an analysis of a variety of field line configurations. Figure 4.1 demonstrates the method for a sample of field lines. The T96 magnetic field model is parameterised by the solar wind dynamic pressure, IMF (Interplanetary Magnetic Field) By and Bz components, and the Dst index. The parameter values corresponding to the average measurement time of each bin was obtained from the NASA/Goddard Space Flight Center OMNI dataset through OMNIWeb, for the 1-min averaged solar wind parameters, and from the World Data Center for Geomagnetism (Kyoto) dataset, for hourly averaged Dst values.

Figure 4.1: T96 magnetic field line configurations in the X-Z GSM plane, with the dotted line indicating the magnetic dipole axis. The vectors representing the maximum radial distance along the field line (blue line), the field line midpoint (red line), and the minimum in magnetic latitude along the field line (green line) are shown, with the grey shaded region covering ±10° magnetic latitude of the field line midpoint.

4.3 Removal of observations on open field lines

The procedure of determining the $L$ values for each position bin allows any points where the field line is traced as open by the T96 magnetic field model to be discarded, as this
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study is concerned only with the closed magnetosphere. However, there are inevitably some measurements on open field lines inaccurately modelled as closed field lines, which would contribute to some discrepancies in values taken near the magnetopause. In order to remove points corresponding to open field lines, a method adapted from Clausen et al. [2009] is employed, which will now be detailed. The top panel in Figure 4.2 shows an ion energy spectrogram obtained from CIS measurements using the HIA (Hot Ion Analyser) instrument Rème et al., 1997, which illustrates the change in ion populations during a portion of the C1 spacecraft orbit. The spacecraft passes from the cusp region, through the OCB (Open-Closed Boundary), into the closed dayside magnetosphere, through perigee and then into the northern cusp region via the OCB again. It is apparent that open field lines near the OCB are characterised by relatively high ion fluxes at approximately 0.7 keV energies (see fourth panel for the DEF (Differential Energy Flux) profile at 0.7 keV), which can be used to distinguish between open and closed field lines near the boundary. However, high ion fluxes at this energy range are also observed near perigee, which correspond to closed field lines, so the DEF profile of ions at 0.02 keV (third panel) is used to differentiate between these situations. This is done by identifying where the DEF of ions at 0.02 keV and 0.7 keV (third and fourth panel respectively) exceed empirically defined critical values (dashed horizontal lines), which are indicated as red lines in the corresponding plots. From a comparison, points are defined as being on closed field lines if they have a DEF of ions at 0.7 keV below the critical value of $1 \times 10^7$ keV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$ or a DEF of ions at 0.02 keV above $6 \times 10^6$ keV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$, which is demonstrated in the second panel, where red (black) points correspond to open (closed) field line measurements. Therefore, using HIA/CIS ion energy flux measurements, it can be determined whether the spacecraft is situated on open or closed field lines, where DEF profiles at two energies are used to distinguish between flux peaks for open field lines and at perigee. This method is applied to all points in the datasets, discarding any points identified to be on open field lines, and the resulting datasets demonstrate a reduction in the fluctuation of values close to the OCB, as expected. It should be noted here that whilst Clausen et al. 2009 used data from the PEACE (Plasma Electron and Current Experiment) instrument on-board the Cluster satellite, we opted to use data from the HIA/CIS instrument instead, as this provides better data coverage over the required interval.
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Figure 4.2: HIA/CIS ion energy flux data measured by C1 on 5 September 2002 (case study of Clausen et al. [2009]). First panel: ion energy flux spectrogram. Second panel: DEF (Differential Energy Flux) profile for 0.7 keV ion energies, with the red line corresponding to field lines close to the magnetopause that have been identified as open. Third and fourth panels: DEF profiles corresponding to ion energies of 0.02 keV and 0.7 keV, respectively, where the red line indicates where the values exceed a threshold (indicated by horizontal dashed lines). Fifth panel: $L$ values of the spacecraft position.
4.4 CODIF radiation belt contamination

An important aspect concerning the CODIF dataset that should be considered is the background contamination of the measurements due to penetrating energetic radiation belt particles. Although the effects of the background contamination are reduced due to the time-of-flight method of analysis used by CODIF (compared to HIA), a visual inspection of the energy-time spectrograms indicates that the occurrence of data contamination is not negligible. Furthermore, the background contamination effect is mass dependent, such that it is stronger for the O$^+$ ions [Mouikis et al., 2014]. This results in overestimated O$^+$ densities, and therefore overestimated average ion mass values, for observations with significant background contamination. Further details on the effect of the penetrating radiation belt particles on the CODIF measurements are described by [Ganushkina et al., 2011], [Kronberg et al., 2012], and [Mouikis et al., 2014].

In order to identify where the CODIF data is significantly affected by the background contamination, a sample of representative passes through the radiation belt regions were assessed for signatures of contamination. This sample consisted of 38 passes in total, for a range of different seasons and orbit configurations. An example of the observed energy spectrograms during a perigee pass is shown in Figure 4.3, for the H$^+$ ions (first panel), He$^+$ ions (second panel), and O$^+$ ions (third panel). The fourth panel shows the ratio of count rates observed for O$^+$ to H$^+$. The fifth panel shows variations in Dst index for reference, and the sixth panel shows the $L$ value of the spacecraft position. This example shows a significant increase in count rates at lower $L$ values (within vertical dashed lines), which is due to radiation belt contamination, and the fourth panel shows the contamination is stronger for O$^+$ ions compared to H$^+$ ions. For each case considered, the $L$ values where the spectrograms showed features of radiation belt contamination were visually identified (see vertical dashed lines in Figure 4.3).
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Figure 4.3: CODIF/CIS ion energy flux data measured by C1 on 4 July 2001. The first, second, and third panels show the energy flux spectrograms for the H$^+$, He$^+$, and O$^+$ ion species, respectively. The fourth panel shows the ratio of count rates of each time-energy bin for the O$^+$ and H$^+$ ion species (ratio of third and first panels). The fifth panel shows the hourly Dst index (nT) for the time interval, and the sixth panel shows the $L$ values of the spacecraft position. The vertical dashed lines indicate the visually identified upper $L$ values of observed contamination for the inbound and outbound spacecraft passes, where the labels below the panel indicate the corresponding $L$ values.
Figure 4.4 shows the frequency of contamination of the CODIF data in this sample of 38 passes as a function of the spacecraft $L$ value. It is clearly apparent that the contamination of data occurs more frequently at lower $L$ values, where the spacecraft is more likely to encounter the radiation belts and the radiation belt particles are more energetic. Based on the inspection of the sample spacecraft passes, CODIF data obtained by the spacecraft at $L$ values below 5.9 are not used in this study, due to the high occurrence of background contamination. Data obtained at $L \geq 5.9$ is less likely to be contaminated. For example, between $5.9 \leq L < 6.5$, on average 4% of the data in the sample is contaminated compared to an average of 64% for $4.5 \leq L < 5.9$. Therefore, restricting the CODIF data used to observations at $L$ values at 5.9 or above will reduce the background contamination to a negligible effect.

**Figure 4.4:** Histogram showing the percentage of cases where contaminated CODIF measurements, due to energetic radiation belt particles, were observed as a function of $L$ shell. This is based on a representative sample of 38 passes through the radiation belt region. The vertical dashed line at $L = 5.9$ indicates the lower $L$ shell boundary of CODIF data used in this study.

### 4.5 Method verification

This section addresses some key issues concerning the data used in the study. Firstly, the WHISPER total electron density data is tested to ensure that there is not a bias towards measurements in high density regions. The CODIF dataset is also examined, to determine whether the CODIF average ion mass data used is representative of the full ion population.
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4.5.1 WHISPER usage

Laakso et al. [2002a] notes that the resonance sounding technique employed by WHISPER to measure the total electron density may not be suitable for tenuous plasmas where the density is extremely low. For these regions, such as in the polar cap, the plasma waves may not be identifiable from the spectra, and the total electron density cannot be determined. Therefore it is important to assess whether the WHISPER observations for the region considered in this study are systematically biased such that higher density measurements are preferentially obtained. Figure 4.5a shows the fraction of observations obtained by the WHISPER instrument binned for $L$ value and MLT, with values within each bin averaged. The fraction of measurements is defined as the fraction of spacecraft passes through an $L$-MLT bin where WHISPER observations of the total electron density are obtained. In order to assess whether there is a significant systematic bias related to the capability of the WHISPER instrument to return measurements of the total electron density for nightside MLT sectors, the fraction of WHISPER observations shown in Figure 4.5a can be compared to the electron density distribution, as shown in Figure 4.5b. Figure 4.5b shows, using the same approach as Figure 4.5a, electron density observations binned for $L$ value and MLT, where values in each bin are averaged. Figure 4.5b clearly shows that the total electron density observed by WHISPER shows reduced values on the dawnside compared to the duskside, noting that the details concerned with this feature will be discussed in section 5.4. A comparison between Figure 4.5a and Figure 4.5b does not seem to show an obvious bias of WHISPER preferentially returning observations for high density regions compared to low density regions. This can be assessed further by considering the correlation of the bins shown in Figure 4.5a and Figure 4.5b, and the results show that the Pearson’s correlation coefficient for WHISPER fraction as a function of electron density is -0.07. This indicates that there is an extremely weak correlation between the two quantities (in fact, the sign of the correlation coefficient suggests increased WHISPER fractions in low density regions, opposite to the expected dependence). Therefore, there is no convincing evidence for a systematic bias in the WHISPER observations for the region considered in this study.

Furthermore, to assess whether the spatial variations in electron density observed by WHISPER are representative of the plasma, comparisons with PEACE (Plasma Electron and Current Experiment) and EFW (Electric Field and Waves) data have been performed for multiple case studies. The electron spectrometer, PEACE, provides direct measurements
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Figure 4.5: Polar plots showing distributions in L-MLT space, where values are binned for field line $L$ value (using a bin width of 0.5) and MLT (using a bin width of 1 hour). The plots show the average of values within each bin. Panel (a) shows the fraction of the total spacecraft passes where WHISPER data is available. Panel (b) shows the distribution of total electron density, $n_e$, ($\text{cm}^{-3}$), as measured by WHISPER.

of the electron density for particles with energies in the range of 0.59 - 9.45 eV [Johnstone et al., 1997]. Conversely, the EFW instrument observes the spacecraft potential relative to the plasma [Gustafsson et al., 1997, 2001], which can be related to the local electron density using relations determined by Lybekk et al. [2012]. The spacecraft potential technique for monitoring electron density is ideal for tenuous plasma environments, and has been previously employed to observe regions such as the cusp and magnetotail lobes [Pedersen, 1995; Escoubet et al., 1997b; Laakso and Pedersen, 1998; Nakagawa et al., 2000; Scudder et al., 2000; Pedersen et al., 2001; Laakso et al., 2002a; Pedersen et al., 2008; Lybekk et al., 2012].

Figure 4.6 shows data obtained by C1 for the perigee pass of orbit 745, from the WHISPER, PEACE, and EFW instruments, for a representative case study. Figure 4.6a and Figure 4.6b shows electron density observations from WHISPER and PEACE, respectively, and Figure 4.6c shows spacecraft potential observations from EFW. The $L$ value corresponding to the spacecraft position is indicated in Figure 4.6d, and the level of geomagnetic activity for the interval is described by the Dst index timeseries in Figure 4.6e. The WHISPER, PEACE, and EFW datasets were binned for $L$ value, using a binsize of 0.2, averaged, and plotted as a function of $L$ in Figure 4.6f, for the $L$ range of interest. The solid coloured profiles
show the electron density variation as measured by WHISPER (green), PEACE (blue), and inferred values from EFW (red) using the Lybekk et al. [2012] relations. The dotted red profile shows the spacecraft potential observed by EFW, from which electron density values were inferred. It is noted that the magnitude of the spacecraft potentials observed here, representative for this region, are relatively small compared to the range of values typically used for the spacecraft potential technique, and lie outside the range appropriate for inferring electron densities. This suggests that the WHISPER instrument is more suitable, compared to the EFW instrument, for monitoring electron density for this region. Regardless, a comparison of the electron density profiles indicates generally good agreement between each instrument dataset, with similar $L$ gradients. As expected, the magnitude of electron density observed by PEACE, corresponding to a restricted energy range, is lower than the total electron density measured by WHISPER. Overall, the representative example shown in Figure 4.6 provides evidence that the WHISPER dataset should provide a valid electron density spatial distribution for the region considered in this study.
Figure 4.6: WHISPER (green), PEACE (blue), and EFW (red) observations obtained by C1 during the perigee pass of orbit 745. Panel (a) and panel (b) show electron density, $n_e$, (cm$^{-3}$) timeseries for the WHISPER and PEACE instruments, respectively. Panel (c) shows the spacecraft potential, $V_s - V_p$, (V) timeseries. Panel (d) and panel (e) show the spacecraft $L$ value and Dst index (nT) variation, respectively. For the observations of each instrument, the data are binned for $L$ value, using a binsize of 0.2, and averaged (panel (f)). The solid profiles correspond to electron density, and the dotted profile corresponds to spacecraft potential. Electron density measurements for the EFW instrument were inferred from spacecraft potential measurements using relations from Lybekk et al. [2012].
4.5 Method verification

4.5.2 CODIF usage

The assumption that the average ion mass dataset used is representative of the total plasma population in this region is tested as follows. The CODIF instrument includes the RPA (Retarding Potential Analyser) device [Rème et al., 1997]. When CODIF is operating in the RPA mode, ion densities in the energy range of 0.7 - 25 eV/charge (relative to the spacecraft potential) are provided. Therefore, densities measured using the RPA mode, and the corresponding calculated average ion mass, represent the cold population of plasma, which may be a significant population in this region. Figure 4.7 shows the correlation of ion density observations, and calculated average ion mass values, for data obtained in the MAG modes, corresponding to higher energy particles (0.025 - 40 keV/charge), and the RPA mode, corresponding to lower energy particles (0.7 - 25 eV/charge). Figure 4.7 also compares ion density observations to the total electron density measured by the WHISPER instrument. In total, 2419 values for the MAG modes, 236 values for the RPA modes, and 13697 values for the WHISPER instrument are obtained over the full time interval, where each value corresponds to data averaged in each position bin. The data is binned for $L$ shell, using a bin size of 0.1, and the $L$ shell of each bin is indicated by the colour of the point in Figure 4.7. Figure 4.7a-c show the correlation of ion densities of the key ion species ($\text{H}^+$, $\text{O}^+$, and $\text{He}^+$, respectively) for the MAG mode and RPA mode of the CODIF instrument. It can be seen that the majority of the points for all of these panels (a,b,c) lie below the $y=x$ line, indicating that the densities observed by the MAG mode are, in general, greater compared to the densities observed by the RPA mode. This feature is further demonstrated by Figure 4.7d, which shows the corresponding total ion densities (summed over all ion species) for the MAG and RPA modes. The total ion density is observed to be increased for the MAG mode, representing the higher energy population, in comparison with the observed total ion density for the RPA mode, which measures the cold population. This indicates that, for the region considered here, the cold population, observed by the RPA mode of CODIF, is not the dominant population, and the hotter population, observed by the MAG mode constitutes a larger proportion of the total plasma. An analysis of case studies where the CODIF instrument on-board one spacecraft was operating in MAG mode while the CODIF instrument on-board another spacecraft was operating in RPA mode allowed a comparison of these two corresponding populations at approximately the same time. Although details
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are not shown here for all case studies, an example is now briefly highlighted to support the findings.

**Figure 4.7:** Plots showing correlations of CODIF measurements in the RPA (corresponding to 0.7 - 25 eV/charge energy range) and MAG (0.025 - 40 keV/charge energy range) modes, and WHISPER total electron density measurements. All data are binned for \( L \) value (represented by the colour of the points), with a bin size of 0.1, and the horizontal and vertical bars on each point correspond to the statistical standard error of the data in the \( L \) value bin. The dashed lines on each panel indicate \( y = x \). Panels (a,b,c): correlation of \( \text{H}^+ \), \( \text{O}^+ \), and \( \text{He}^+ \) ion densities, \( n_{\text{H}^+} \), \( n_{\text{O}^+} \), and \( n_{\text{He}^+} \) (cm\(^{-3}\)) respectively, measured by CODIF in the RPA and MAG modes. Panel (d): correlation of the total ion density, \( n_i \) (cm\(^{-3}\)) measured by CODIF in the RPA and MAG modes. Panel (e): correlation of the total ion density, \( n_i \) (cm\(^{-3}\)) measured by the CODIF in the MAG mode with the total electron density, \( n_e \) (cm\(^{-3}\)) measured by WHISPER. Panel (f): correlation of average ion mass, \( m_{\text{av}} \) (amu) values calculated from CODIF measurements in the RPA and MAG modes.
Figure 4.8 shows observations obtained by the CODIF instrument during the perigee pass through the dayside magnetosphere of orbit 356. The CODIF instrument was operating in MAG mode for C1 (blue), observing ions in the energy range of 0.025 - 40 keV/charge. Conversely, the CODIF instrument on-board C4 (red) was operating in RPA mode, where ion density observations correspond to the energy range of 0.7 - 25 eV/charge. Panel (a) shows the 1-minute averaged total ion density, \( n_i \), and panel (b) shows the H\(^+\) ion energy spectrogram, where both are observed by C1 in the MAG mode. Panel (c) and panel (d) show the corresponding ion density and H\(^+\) energy spectrogram, respectively, observed by C4 operating in RPA mode. The position of C1 and C4 are indicated in panel (e), which shows the variation in \( L \) shell during the perigee pass. A comparison of the energy spectrograms shown in panel (b) and panel (d) appear to indicate that the cold population observed by the RPA mode is a continuation of the hot population observed by the MAG mode, with no separate cold population observed. This suggests that the cold and hot populations are of the same source. The corresponding spectrograms for He\(^+\) ions and O\(^+\) ions (not shown here) demonstrate the same feature. In order to directly compare ion density values, the observations shown in panel (a) and panel (c) are separately binned for \( L \) shell, using a binsize of 0.2, and observations in each bin are averaged. The binned data is plotted as a function of \( L \) shell in panel (f). It can be clearly seen that the ion densities corresponding to the MAG mode of the CODIF instrument are greater than the ion densities observed in the RPA mode. Therefore, this case study provides evidence for the hotter ion population, observed by the MAG mode, dominating relative to the colder ion population in the region considered by this study.

In order to assess the proportion of the total plasma that the MAG mode observes, the ion densities measured by the MAG mode are also compared to the total electron density measured by WHISPER, as shown by Figure 4.7e. From Figure 4.7e it can be seen that, as most of the points lie above the \( y = x \) line, the ion densities observed by the MAG mode of CODIF are less than the electron densities observed by WHISPER. This is the expected result, as WHISPER instrument observes the total electron density of the plasma, whereas the CODIF instrument in the MAG mode observes only a proportion of this population. The notable feature of Figure 4.7e is that the proportion of the total density observed by the MAG mode is not insignificant, providing further evidence that the plasma observed by the MAG mode, with energies ranging between 0.025 - 40 keV/charge, is the major population for this region. Although it may still be argued that it would be inappropriate
to not consider the cold population further, Figure 4.7 demonstrates that the average ion mass values measured in the MAG mode can be reasonably used to represent the cold population measured in the RPA mode. Figure 4.7 shows the correlation of average ion mass values calculated from ion density observations in the MAG mode with corresponding values in the RPA mode. It is clear from Figure 4.7 that, across all $L$ values shown, the points lie very close to the $y = x$ line. This indicates that the average ion mass values at lower energies, as measured by the RPA mode, are approximately equal to the average ion mass values measured in the MAG mode. Therefore, it appears that the ion composition of the plasma in the region considered is relatively uniform over the ion energies. This analysis has demonstrated that although CODIF is unable to observe some of the cold plasma population (due to spacecraft charging) and some of the hot plasma population (above the CODIF energy range), given the consistent values of average ion mass from the RPA mode energy range (0.7 - 25 eV/charge) and the MAG mode energy range (0.025 - 40 keV/charge), it is reasonable to consider that the average ion mass calculated from the MAG mode is generally representative of the total plasma population. It is important to recognise that there may be an additional cold plasma population in the plasma sheet at times, which cannot be observed due to spacecraft charging [Seki et al., 2003]. Due to the instrumental limitations of the CODIF instrument, the existence of an additional cold plasma sheet population is not accounted for in this study.
Figure 4.8: CODIF ion observations during the perigee pass of orbit 356, for C1 (blue) and C4 (red). Panel (a) and panel (b) show the total ion density, $n_i$, and H$^+$ energy, $E$, spectrogram, respectively, observed by C1, where the CODIF instrument was operating in MAG mode. Panel (c) and panel (d) show the ion density and energy spectrogram, respectively, observed by C4, where the CODIF instrument was operating in RPA mode. Panel (e) shows the $L$ values corresponding to the spacecraft positions. Panel (f) shows the ion density variation with $L$, corresponding to the observations shown in panel (a) and panel (c) binned for $L$ value.
4.6 Reduced datasets

The resulting electron density and average ion mass datasets, binned for position with corresponding MLT and $L$ values determined, and all measurements corresponding to open field lines removed, can now be examined.

4.6.1 Electron density

Variations with magnetic latitude and $L$ value in the WHISPER dataset can be examined from the electron density distribution in the X-Z plane of the SM (Solar Magnetic) coordinate system (where the geomagnetic dipole axis is aligned with the Z axis). A coordinate transformation is used to determine the position in the SM coordinate system corresponding to each bin’s position in the GSM coordinate system. The distribution of electron density is shown in Figure 4.9a in the X-Z plane, with the colour of each point representing the average value of the density measurements at that position (note that all measurements are now averaged over the number of orbit passes through the position bin). The measurement positions have been azimuthally mapped into the noon-midnight meridian, such that the radial distance from the Z axis is represented as the magnitude of the X position, and averaged separately over the dayside and nightside MLT sectors. All measurements in the southern hemisphere are also mapped to the corresponding position in the northern hemisphere, as it is assumed that the field-aligned distribution is symmetric about the magnetic equator. Note that spatial distributions of the data shown are binned with a binsize of 0.5 $R_E$.
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Figure 4.9: Spatial distribution of (a) average electron density (cm$^{-3}$) and (b) the number of measurements obtained by WHISPER in the X-Z plane (SM coordinate system).
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In order to give an indication of the statistical significance of this spatial distribution, Figure 4.9b shows the equivalent spatial distribution of the number of measurements averaged over MLT in the X-Z SM plane.

It can be seen that there are sufficient measurements in the electron density dataset to provide a reliable spatial distribution over a significant range of L shells. More specifically, the electron density dataset provides sufficient spatial coverage along field lines in the region spanning $4.5 \leq L < 9.5$. This corresponds predominantly to the outer plasmasphere and plasmatrough, which will be the region considered in the following analysis for the electron density spatial distributions.

4.6.2 Average ion mass

As with the electron density dataset, the distribution of the average ion mass is shown in Figure 4.10a in the X-Z SM plane, illustrating variations with magnetic latitude and $L$ value in the CODIF average ion mass dataset. As before, the values are averaged over MLT for the dayside and nightside sectors, and it is assumed that the field-aligned variations are symmetric about the magnetic equator, so values in the southern hemisphere are mapped to the northern. The corresponding distribution showing the number of measurements averaged at each position is included in Figure 4.10b. Note that the difference in equatorial coverage between the electron density and average ion mass data sets (Figure 4.9 and Figure 4.10 respectively) is due the differing temporal coverage of the datasets. Due to instrumental issues of the CODIF instrument, the reduced average ion mass data is only available for times when Cluster’s apogee was located at low latitudes.

![Figure 4.10](image)

**Figure 4.10:** Spatial distribution of (a) average ion mass (amu) and (b) the number of measurements obtained by CODIF in the X-Z plane (SM coordinate system).
The CODIF measurements provide an average ion mass dataset covering $5.9 \leq L < 9.5$, which corresponds to the outer heavy ion torus and plasmathrough regions. Therefore, the average mass density distributions will be concerned with these magnetospheric regions. It is noted that for the $L$ values covered by both WHISPER and CODIF data, the plasma under consideration also includes contributions from the near-Earth plasma sheet and the ring current plasma, as these populations can coexist in the region.
Chapter 5

Average Density Model

This chapter determines empirical models for the electron density and average ion mass, using the full datasets presented in Chapter 4 which are then combined to infer an empirical model for the total plasma mass density. As all data is used to produce the empirical models, the resulting distributions represent the average conditions of the closed magnetosphere. The analysis used to determine the models is presented, and features in the spatial distributions of electron density, average ion mass, and total mass density are discussed.

5.1 Field-aligned distribution of electron density

Variations in electron density along closed magnetospheric field lines are often assumed to follow a power law dependence. Cummings et al. [1969] is an example of this case, where assuming a dipolar field and hydrogen plasma, the electron density field-aligned distribution was modelled as a power law function. This model states that the electron density, \( n_e \), at a radial distance \( R (R_E) \), on a field line with a maximum radial distance of \( L (R_E) \) is given by

\[
  n_e = n_{e0} \left( \frac{L}{R} \right)^\alpha
\]

where \( n_{e0} \) is the electron density at \( R = L \), and \( \alpha \) is termed the power law index. This form implies that the electron density is a minimum at the magnetic equatorial position along the field line, and increases with magnetic latitude towards the ionospheric ends of the field line, assuming that \( \alpha \) is positive. The rate at which the electron density increases depends on the magnitude of the power law index, \( \alpha \).
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In order to determine the field-aligned distribution of electron density, the following analysis is conducted. The electron density data are binned for the field line $L$ value and the normalised radial distance along the field line, $R_{\text{norm}}$, which is the radial distance at which the measurement was obtained, $R (R_E)$, divided by the $L$ value of the field line. The T96 magnetic field model is used here to determine the field line corresponding to each position bin, and the data are also binned for MLT in order to further examine the density dependence. The density variations along field lines are quantified by determining the most appropriate functional form to describe the field-aligned distribution. Then, using a least-squares fitting method to determine the best fitting function parameters, a hierarchical modelling approach is employed to define a model function that includes dependences on $L$ value and MLT. As the function parameters vary on multiple levels (dependences on the $L$ shell of the field line and MLT are expected), the hierarchical method separately fits to each of these levels, representing variations in the dataset as a whole. This statistical modelling method is described in detail by Clark and Gelfand [2006] and Tabachnick and Fidell [2006], but is now briefly summarised. Firstly, the best fit function parameters for the field-aligned profiles are determined for each $L$-MLT bin. For a given function parameter, the parameter can be expressed as $p_{\text{MLT},L}$. The first level considered is MLT variations. An assumed sinusoidal form function is fitted to the $p_{\text{MLT},L}$ values, considering each $L$ bin separately, which provides $p_L(\text{MLT})$. The parameter now includes MLT dependences. The next level considered is $L$ variations. A linear functional form is approximated to describe variations with $L$, and is fitted to the best fit sinusoidal function parameters from the previous fitting level. This provides the function parameter, $p(\text{MLT},L)$, which is parameterised by $L$ and MLT. This technique is utilised here as it provides a simple form for the function parameters, whilst encapsulating the key variations.

An example plot showing the electron density as a function of normalised radius is shown in Figure 5.1 for data corresponding to an $L$ shell of 9 (data are binned for $L$ using a binsize of 1.). Each point represents the average electron density value in the bin, where the normalised radius bin width is equal to 0.05, and the colour of the point corresponds to the number of averaged measurements in each bin, $n$. The vertical panels show the density data binned into 3 hour MLT intervals. The distribution of electron density values in each bin is indicated by the vertical grey line showing the range between the lower and upper quartile, with the short horizontal line representing the median value. As the profiles are
smoothed using a boxcar function, with a width of 3 bins, some points are shifted relative to the grey lines.

Figure 5.1 shows that at higher magnetic latitudes (equivalently, lower $R_{\text{norm}}$ values), the distribution tends to resemble that of the expected power law (see equation 5.1), as evidenced by the blue curve, which represents a power law best fit described in more detail in the following subsection. However, at lower magnetic latitudes (higher $R_{\text{norm}}$ values), close to the magnetic equatorial plane, a peak in electron density is often observed, which appears to have an MLT dependence. To account for the different dependences observed, the field-aligned distribution is separated into two regions, where the boundary between these regions is indicated by the vertical dotted line in Figure 5.1. The value of the normalised radius at the boundary between the two dependences is defined as $R_{\text{norm}} = 0.8$, which is determined from the mean value of $R_{\text{norm}}$ where the average electron density is at a minimum for the field line distribution.

5.1.1 Power law model

For the high magnetic latitude region, a power law dependence is apparent, so the functional form of equation 5.1 is chosen to describe the field-aligned distribution. Using a least-squares fitting method, weighted by the number of measurements in each bin, the best fit parameters ($n_e0$ and $\alpha$) in equation 5.1 are determined for each field-aligned distribution. Variations in the best fit parameters are then quantified to include dependences with $L$ and MLT, providing a hierarchical model for a power law field-aligned distribution. The resulting power law model (equation 5.2a with model parameters given by equations 5.2c and 5.2d) is shown as the solid blue line in Figure 5.1. This model has also been extrapolated into the lower latitude region for comparison, as illustrated by the dashed blue line, clearly illustrating that the power law does not provide a valid description close to the magnetic equator. Although some MLT sectors do not appear to represent the best fit with minimum deviations from the data (e.g. first panel in Figure 5.1), this is due to the hierarchical technique employed. As mentioned previously, the model fits shown are results of fits at multiple levels, accounting for variations with $L$ and MLT, as well as $R_{\text{norm}}$.

The functions used for all model parameters are chosen to include a sinusoidal term, so that the circular form describes the MLT dependence. The phase term of the sinusoidal component indicates the location of the peak of the parameter in degrees of MLT eastwards
from the midnight meridian, and an amplitude term is included to determine the magnitude of the MLT dependence. Both the phase and amplitude terms are linear functions of $L$. An offset, which is also a linear function of $L$, is added to the sinusoidal term, to represent the mean value of the parameter across all MLT. The functional forms chosen to represent the MLT and $L$ dependences have been chosen as they were the simplest forms that described the observed variations in the data, minimising the number of free parameters. Note that when fitting for the model parameters, if no clear $L$ dependence in the data was observed, the $L$ dependence was removed from the relevant functional form.

The key features of the power law dependence, and the variations with $L$ and MLT, are discussed in section 5.4.
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Figure 5.1: Electron density, $n_e$, (cm$^{-3}$) plotted as a function of normalised radius, $R_{\text{norm}}$, for $8.5 \leq L < 9.5$ at 3 hour MLT intervals, where the colour of each point indicates the number of WHISPER measurements, $n$, averaged in each bin. The upper and lower quartiles of the distribution of points averaged in each bin is shown by the grey line, intersected by a short horizontal line at the median value. The vertical dashed line indicates the boundary between the power law and Gaussian dependences. The blue line represents the best fitting power law dependence, where the dashed blue line is the extrapolated dependence. The green line represents the best fitting Gaussian function.
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5.1.2 Gaussian model

The localised peak in electron density in the lower latitude region indicates that a power law dependence is not an appropriate form to describe the variations in this region, as can be seen from the difference between the extrapolated power law model and observed electron density in Figure 5.1 close to the magnetic equator (at $R_{\text{norm}} > 0.8$). For this region, a Gaussian function is chosen to represent the electron density peak. The width of the peak is fixed to 0.1 and the position to $R_{\text{norm}} = 1.0$ (i.e. at the magnetic equatorial plane), in order to reduce the number of free parameters in the fitting. An offset, equal to $n_{e0}$ from the power law model defined in equation 5.2c, is added to the Gaussian function. This is done so that the electron density given by the Gaussian function is representing an enhancement compared to the background power law model, extrapolated into the lower latitude region. This region is modelled by fitting a Gaussian function to the field-aligned distributions, using a least-squares method weighted by the number of measurements in each bin, and quantifying the parameters’ dependence on $L$ and MLT. The resulting model for this region is indicated in Figure 5.1 by the solid green line, and is shown in equation 5.2b, where $n_{e0}$ and $a$ (peak height above $n_{e0}$) are defined in equations 5.2c and 5.2e. Further discussion of the dependences present in this model are included in section 5.4.

The power law and Gaussian models can now be combined to form the model for the electron density distribution along field lines, with dependences on $L$ and MLT included, as summarised below in equation 5.2:

$$n_e = n_{e0} R_{\text{norm}}^{-\alpha} \quad R_{\text{norm}} \leq 0.8 \quad (5.2a)$$
$$= a \exp \left[ -\frac{1}{2} \left( \frac{R_{\text{norm}} - 1.0}{0.1} \right)^2 \right] + n_{e0} \quad R_{\text{norm}} > 0.8 \quad (5.2b)$$

$$n_{e0} = 35.0 - 3.35L + (9.38 - 0.756L) \cos (15\text{MLT} + 76.) \quad (5.2c)$$
$$\alpha = -0.173 + 0.113L + 0.412 \cos (15\text{MLT} + 81.9 + 16.0L) \quad (5.2d)$$
$$a = -1.24 + 0.944L + 2.92 \cos (15\text{MLT} + 40.) \quad (5.2e)$$

Overall, Figure 5.1 shows the model defined by equation 5.2 presents a reasonable fit to the data profiles. This is representative of the full dataset, and deviations between the model profiles and the data profiles can be typically be attributed to the low number of
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measurements within a bin, as the fitting method is weighted by observation frequency. However, the data profile shown in Figure 5.1 for the 1200 MLT bin, shows a non-negligible deviation for $R_{\text{norm}} \sim 0.8$, despite significant sampling of the region. The enhancement of total electron density is not accurately described by the model, and is discussed further in section 5.4.

The azimuthally mapped spatial distribution (averaging separately over dayside and nightside MLT sectors) predicted by the resulting model is shown in Figure 5.2a and Figure 5.2b in the X-Z SM plane, including the distribution where the equatorial peak is neglected by using the extrapolated power law form for the lower latitude region (Figure 5.2a). A comparison of the two forms of the model show that the inclusion of the Gaussian function to represent the localised peak results in significant enhancements in electron density at low latitudes, as expected, particularly for large $L$ values with the effect being stronger on the nightside.

The spatial distribution in the T96 magnetic equatorial plane predicted by the electron density model is shown in Figure 5.3a and Figure 5.3b, illustrating MLT and $L$ dependences. Figure 5.3a corresponds to the extrapolated power law model and Figure 5.3b corresponds to the combination of the power law and Gaussian functions. A comparison of the distributions further illustrate how the use of the Gaussian function, accounting for the localised peak in electron density, results in increased values overall compared to the extrapolated power law form. The spatial features shown in Figure 5.2a,b and Figure 5.3a,b are discussed in section 5.4.
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Figure 5.2: Spatial distribution in the X-Z SM plane using the field-aligned models for (a,b) electron density and (c) average ion mass, defined by equation 5.2 and equation 5.3, respectively. These models are combined to determine the corresponding distribution for (d,e) the plasma mass density. The distributions using both the extrapolated power law form (upper row) and Gaussian function (lower row) for the low latitude electron density dependence are shown for comparison. Note that the scales have been adjusted relative to the data plots (Figure 4.9 and Figure 4.10) to focus on the most relevant regions. The T96 magnetic field model used in this case corresponds to spring equinox, with a solar wind dynamic pressure of 2nPa.
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Figure 5.3: The spatial distribution of (a,b) electron density, (c) average ion mass and (d,e) mass density in the T96 magnetic equatorial plane, in the same format as Figure 5.2.
5.2 Field-aligned distribution of average ion mass

Using the same approach as for the electron density dataset (see section 5.1), the CODIF dataset is binned by \( L \), MLT, and normalised radius, \( R_{\text{norm}} \), in order to examine the distribution of average ion mass, \( m_{\text{av}} \), along geomagnetic field lines. An example plot showing the average ion mass as a function of normalised radius is shown in Figure 5.4 for an \( L \) shell of 7 (note that, unlike Figure 5.1, Figure 5.4 uses logarithmic scales in order to linearise power law dependences). It can be seen from this example that the average ion mass tends to maximise towards the magnetic equator and decreases off-equator, in contrast to the electron density results and in agreement with the results of previous studies [Takahashi et al., 2004; Denton et al., 2006]. It can also be noted that, compared to the electron density field-aligned profiles, the average ion mass profiles provide less coverage across \( R_{\text{norm}} \), so the resulting field-aligned model has to be extrapolated along the field lines.

To describe this field-aligned dependence, a power law form is chosen, as shown in equation 5.3:

\[
m_{\text{av}} = m_{\text{av}0}R_{\text{norm}}^{-\beta} \tag{5.3a}
\]

\[
m_{\text{av}0} = 16.4 - 1.32L + (7.12 - 0.665L)\cos(15\text{MLT} + 32.) \tag{5.3b}
\]

\[
\beta = -2.13 + 0.223L + (2.26 - 0.218L)\cos(15\text{MLT} + 219.) \tag{5.3c}
\]

where \( m_{\text{av}0} \) is the average ion mass at the magnetic equatorial point of the field line, and \( \beta \) is the power law index. However, unlike the electron density case, the power law index, \( \beta \), is allowed to be negative. This results in a distribution where the average ion mass is a maximum at the magnetic equator and decreases towards the ionospheric ends of the magnetic field lines, as desired. The previously described least-squares fitting method (see section 5.1) is employed to determine the best fit parameters \( m_{\text{av}0} \) and \( \beta \), providing the average ion mass model describing field-aligned variations, shown in equation 5.3. This model is represented in Figure 5.4 as the solid blue line. As before, variations on \( L \) shell and MLT are quantified in the model. The features of the parameters are discussed in further detail in section 5.4. It is noted from Figure 5.4 that, for the 0300 MLT bin, the model profile displays larger average ion mass values along the field compared to the data profile. This is a feature apparent for all 0300 MLT bins across all \( L \) bins considered here, and is attributed to the sinusoidal form chosen to represent the MLT variations. The MLT variations of average
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Figure 5.4: Average ion mass, $m_{av}$, (amu) plotted as a function of normalised radius, $R_{norm}$, for $6.5 \leq L < 7.5$ at 3 hour MLT intervals, where the colour of each point indicates the number of CODIF measurements, $n$, averaged in each bin. The upper and lower quartiles of the distribution of points averaged in each bin is shown by the grey line, intersected by a short horizontal line at the median value. The blue line represents the best fitting power law dependence.
ion mass are not fully described by the assumed circular variation, although the deviations do not appear large enough to significantly affect the overall results. It is highlighted here, that simple functional forms are chosen to concisely describe the key macroscopic features of the average ion mass distribution and the total electron density distribution, such that small scale features are not fully resolved by the resulting model.

Equation 5.3, representing the average ion mass distribution along magnetic field lines, is used to examine the azimuthally mapped spatial distribution in the X-Z SM plane. This is shown in Figure 5.2c. In addition, the spatial distribution in the T96 magnetic equatorial plane, predicted by the field-aligned average ion mass model, is also shown in Figure 5.3c. The spatial features shown in Figure 5.2c and Figure 5.3c are examined in section 5.4.

5.3 Mass density model

Using the empirically determined field-aligned distribution models for electron density (equation 5.2 discussed in section 5.1) and average ion mass (equation 5.3 discussed in section 5.2), a model describing the spatial distribution of the plasma mass density can be inferred. It is recognised that the average ion mass model represents the ion composition for a subset of the total population, although the analysis discussed in section 4 indicates the average ion mass is consistent with lower energies, and is an appropriate estimate for the total plasma population. This is done using equation 3.1 and, from the range of L shells where both WHISPER and CODIF data coverage exist, the model represents the region covered by 5.9 ≤ L < 9.5. Firstly, the combination of the electron density and average ion mass models to provide the mass density distribution in the X-Z SM plane is presented in Figure 5.2d and Figure 5.2e, where all values have been azimuthally mapped and averaged over MLT. As mentioned previously, both forms of the electron density model at low latitudes are considered for comparison. It can be seen from Figure 5.2e that the contribution of the localised electron density peak at the magnetic equatorial plane results in a clear enhancement of mass density compared to the case where this is neglected (Figure 5.2d), particularly at larger L values.

The corresponding mass density distribution in the T96 equatorial plane is shown in Figure 5.3d and Figure 5.3e, demonstrating dependences with L and MLT. As expected, the use of the Gaussian function to represent the electron density equatorial peak results in comparatively enhanced mass density values. It can also be noted here that the contribution
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of the ion composition in this region is also an important factor in determining the mass density distribution, as shown by Figure 5.2 and Figure 5.3. The spatial distributions of mass density shown in Figure 5.2d,e and Figure 5.3d,e are discussed in further detail in section 5.4.

5.4 Discussion

The empirical field-aligned models for electron density and average ion mass, presented in section 5.1 and section 5.2, include dependences on both L and MLT. The features apparent in the models will now be discussed in further detail, providing information on the processes influencing the mass loading of field lines in the outer plasmasphere, plasmatrough and near-Earth plasma sheet regions of the closed magnetosphere.

5.4.1 Electron density

Cummings et al. [1969] first modelled the field-aligned electron density distribution as a power law form (equation 5.1), assuming a dipolar field and hydrogen plasma. The power law index, $\alpha$, is an important parameter, as it determines the rate at which electron density increases towards the ionospheric ends of the field line. For a diffusive equilibrium model, where the hydrostatic approximation is assumed, the number density along a flux tube is proportional to the magnetic field strength, which implies a power law index within the range of 0.5-1.0 [Takahashi et al., 2004]. This diffusive equilibrium model is appropriate for high density regions, such as the plasmasphere, where the hydrostatic approximation is valid. Low-density regions, such as the plasmatrough, can be suitably represented by a collisionless plasma model, which corresponds to a power law index of approximately 4 [Takahashi et al., 2004]. Observational evidence of a power law dependence for the field-aligned electron density distribution in the plasmatrough shows that the variation has a form between that predicted by the diffusive equilibrium model and that predicted by the collisionless model [Goldstein et al., 2001; Denton et al., 2002, 2004]. For example, Denton et al. [2002] observed a power law index of 1.6-2.1 for the plasmatrough.

It can be seen from equation 5.2d that the power law index, $\alpha$, is modelled to include the observed dependences on both MLT and L. These variations are illustrated in Figure 5.5a, which shows the value of $\alpha$ as a function of MLT and L. Equation 5.2d and Figure 5.5a
show that $\alpha$ is assumed to have a linear dependence on $L$ with a sinusoidal variation, where the amplitude is independent of $L$. However, the phase has an $L$ dependence, such that the peak in $\alpha$ moves from approximately noon towards dawn with increasing $L$. Dependences of the power law index with MLT have also been reported from previous studies, such as Denton et al. [2002, 2015]. This result is consistent with the assumption that the power law form models the loading of electron density along field lines from the ionosphere. Due to electron outflows from photoionisation at the ionosphere by incident solar radiation, the electron density is at a maximum at the ionospheric ends of the field line, and decreases away from this region towards the equator. Therefore, the electron outflow will be greater on the dayside field lines, compared to the nightside field line footprints with reduced insolation, so the density at the footprints will be greater on the dayside. Consequently, this results in an increased magnitude of the gradient in electron density from the ends of the field line towards the magnetic equator for dayside field lines, so the observed $\alpha$ value should be greater for the dayside MLT sector. This is consistent with the determined value for the model $\alpha$ parameter.

Another feature of the $\alpha$ parameter is that the mean value of the variation is modelled to represent the observed increase of $\alpha$ with $L$, in agreement with previous findings [Denton et al., 2002]. This is expected to be due to an increase in flux tube volume with $L$, such that the total electron density across the field lines is reduced. Therefore, for increased $L$ values, the gradient in electron density from the end of a field line towards the magnetic equatorial plane will be increased in magnitude (i.e. a greater decrease in electron density moving away from the ionosphere), resulting in an increased $\alpha$ value. This feature of the $\alpha$ dependence is demonstrated in Figure 5.5a, where it can be seen that the magnitude of $\alpha$ increases with $L$. For the region modelled, $\alpha$ is approximately 0.4-1.0, which is markedly lower compared to other results previously mentioned (e.g. Denton et al. [2002]).
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Figure 5.5: Contour plots showing the variation of the electron density and average ion mass model parameters (as defined in equations 5.2 and 5.3 respectively) with $L$ value and MLT.
It is also assumed that $n_{e0}$ has a sinusoidal MLT variation, with the amplitude of the variation dependent on $L$, as illustrated by Figure 5.5b showing $n_{e0}$ as a function of MLT and $L$. In this case the phase of the sinusoidal variation was observed to be independent of $L$. The MLT dependence of $n_{e0}$ is found to have a maximum at approximately 1800 MLT, which is expected to be due to the ‘plasmaspheric bulge’ (Carpenter, 1966; Chappell et al., 1970). This MLT dependence results in generally increased electron densities towards the duskside (in agreement with Sheeley et al. (2001), which is clearly identified in Figure 5.5b as well as Figure 5.3b. However, it should be noted that our model is based on the full dataset, averaged over all solar wind and geomagnetic conditions. This results in a blurring of the MLT variations presented in the equatorial distributions, as the ‘plasmaspheric bulge’ shape and location is highly variable and dependent on various processes (Carpenter, 1970; Chappell, 1972; Carpenter and Anderson, 1992; Gallagher et al., 2000; Lointier et al., 2013; Katus et al., 2015).

The amplitude of the MLT variation of $n_{e0}$ decreases with $L$ shell, shown by Figure 5.5b and equation 5.2c. As mentioned above, the MLT dependence is due to the plasmaspheric bulge. Therefore, at increased $L$ shells, further away from the plasmasphere boundary, the amplitude of the MLT variation is reduced.

In addition, the mean value of $n_{e0}$, averaged over sinusoidal variations, is found to decrease with the $L$ value of the field line (apparent in Figure 5.5b), as previously observed (Carpenter and Anderson, 1992; Goldstein et al., 2001; Sheeley et al., 2001; Denton et al., 2002, 2004; Berube et al., 2005; Ozhogin et al., 2012). This could be a result of increased flux tube volume with increasing $L$ value, such that the electron refilling from the ionosphere is distributed over a greater volume and results in generally decreased electron density values. The flux tube length is also increased so, due to the average lifetime of the electrons, the flux tube will take longer to be fully replenished by the ionospheric source, and on average will contain fewer electrons close to the magnetic equator. This is in agreement with Denton et al. (2004), where results indicated that the time associated with flux tube refilling is increased with increasing $L$ shell.

However, as discussed in section 5.1, the power law model is not an appropriate description of the density close to the magnetic equator. Instead a Gaussian function, with an offset of $n_{e0}$, is chosen to represent the distribution in this region, where the peak height $a$ varies with $L$ and MLT. As with the previous parameters, the peak height relative to the background power law distribution, $a$, is assumed to have a sinusoidal variation, with a
constant phase, as shown by Figure 5.5c. It can be seen that $a$ increases with $L$, such that the contribution of the Gaussian distribution at the magnetic equatorial plane increases for larger $L$. The MLT dependence of $a$ is such that the equatorial enhancement is strongest towards nightside field lines. Figure 5.5d shows the dependences of the total peak height, $a + n_{e0}$, on $L$ and MLT. The peak of this variation is located at approximately 1800MLT, due to the MLT dependence of the $n_{e0}$ parameter (compare panels b and d in Figure 5.5). It can also be seen from Figure 5.5d that the average value of the total peak height, $a + n_{e0}$, decreases with increasing $L$ value, where the decrease is dominated by the $n_{e0}$ dependence previously discussed.

It is important to consider that the equatorial region at high $L$ values, corresponding to observations of the equatorial peak, is only sampled in the later half of the time period covered by the WHISPER dataset. This is due to variations in the orbital configuration, as the perigee gradually moved to higher latitudes throughout the time period considered in this study. In order to assess whether the observed equatorial enhancement is a consequence of the temporal variation in coverage, the field line distribution of electron density is examined further in Figure 5.6. The first panel of Figure 5.6 presents an example of the equatorial enhancement, observed for data within $8.5 \leq L < 9.5$ and $06 \pm 1.5$ MLT, and this $L$ - MLT bin was chosen as a suitable case for further analysis. The second panel of Figure 5.6 shows PEACE observations of the electron DNF (Differential Number Flux). The energy − pitch angle spectrogram shows an average of DNF observations obtained by the PEACE instrument onboard the C1 spacecraft for the full time interval (2001 - 2012), for positions corresponding to $R_{norm} > 0.8$ within the $L$ - MLT bin. Therefore, the results describe electrons in the equatorial enhancement region. It can be seen that for a given energy bin, the DNF distribution is not isotropic, and values are peaked for pitch angles close to 90°. This is known as a pancake pitch angle distribution, and referring to the particle distribution function for a collisionless plasma, implies that the number density of particles increases for decreasing magnetic field strength. This implies the electron density approaches a maximum at the equatorial point of a field line, where the magnetic field is weakest, in agreement with the peaked field-aligned distribution observed in the WHISPER dataset. As the pitch angle distribution shown in the second panel of Figure 5.6 is based on complete energy - pitch angle spectrograms obtained by PEACE, the peaked field-aligned distribution of electron density can be attributed to an intrinsic property of the plasma, and therefore the result provides support for the validity of the observed equatorial enhancement.
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Figure 5.6: Data corresponding to $8.5 \leq L < 9.5$ and $06 \pm 1.5$ MLT. The first and third panels show the averaged WHISPER observations of electron density, $n_e$, plotted as a function of normalised radius, $R_{\text{norm}}$, using the same format as Figure 5.1. The first panel corresponds to averaged values over the full WHISPER dataset, reproduced for convenience from Figure 5.1. The third panel shows the field-aligned profile for data obtained before October 2004, represented by the plus symbols, and data obtained following October 2004, represented by the cross symbols. The second panel shows the average electron DNF (Differential Number Flux), $\text{cm}^{-2} \text{s}^{-1} \text{ster}^{-1} \text{keV}^{-1}$, observed by the PEACE instrument onboard the C1 spacecraft, in an energy - pitch angle spectrogram. The radial and angular position of a given bin corresponds to the energy and pitch angle, respectively.
The field-aligned distribution of electron density can be further tested by separating the dataset into two intervals, depending on the time of observation. The first interval covers the time period prior to October 2004, and the second interval covers observations obtained following October 2004. Therefore, the later time period corresponds to an interval during which the equatorial regions at high $L$ values was sampled, unlike the earlier time period. The reason for selecting October 2004 as the boundary between the two time periods is that the first interval corresponds to the temporal coverage of the CODIF dataset. The third panel shows the variation in electron density along a field line for the two intervals, where the first interval is indicated by the plus symbols and the second interval corresponds to the cross symbols. It can be concluded that the two profiles exhibit similar values in the region where there is concurrent data coverage, and in addition, the peaked distribution remains for the second time interval. Therefore, the equatorial enhancement, apparent in the first panel of Figure 5.6, is not a consequence of averaging data from different times, and the analysis indicates that the peaked distribution close to the magnetic equator is a valid feature. It is also important to note that the same features were present in the other $L$ - MLT bins as for the case shown in Figure 5.6. Furthermore, the variations in the prominence of an equatorial enhancement with MLT, and the initial decrease in electron density moving away from the magnetic equator forming a peaked distribution, would be unexplained assuming the peak was a false result due to temporal variations in spatial coverage.

A possible explanation for the observed electron density peak near the magnetic equator in this dataset could be the contribution of solar wind - magnetosphere coupling as an electron source (e.g. plasma entering the closed magnetosphere in the equatorial region, via the plasma sheet, through nightside reconnection processes). This peak is observed for the upper $L$ values of the considered region, where the electron input by photoionisation at the ionosphere becomes comparable to the solar wind - magnetosphere coupling source. The density peak becomes increasingly prominent with increasing $L$ value, towards the plasma sheet region, due to the decreased background power law densities (representing a decreasing ionospheric contribution). This explanation also supports the MLT dependence of the height of the peak, as the ionospheric electron source is correlated with solar illumination, and so the dominance of the plasma sheet source is expected to be apparent for nightside field lines, where the plasma sheet becomes an important plasma source. Flux tubes on the nightside are observed to have a decreased ionospheric plasma contribution due to reduced solar
illumination, and plasma entry into the closed magnetosphere by reconnection primarily occurs on the nightside, increasing the contribution of the plasma sheet population.

Previous studies examining the electron density distribution along field lines in the plasmatrough region have observed a power law dependence with a density minimum at the magnetic equator [Décréau et al., 1986; Olsen et al., 1987; Olsen, 1992; Denton et al., 2002, 2004], in contradiction with the results of this dataset. However, Gallagher et al. [2000] reported an increase in the sum of the H$^+$ and He$^+$ densities within approximately 20° of the magnetic equator, which, assuming quasi-neutrality, implies a corresponding maximum in electron density. This assumes that the contribution of other ion species in terms of number density is negligible, which is reasonable for the higher $L$ shells (see Figure 5.3c). A possible localised peak was also examined by Denton et al. [2006], who concluded, from an analysis of CRRES plasma wave data, that there is no convincing evidence for a local peak in electron density near the magnetic equator. However, the results show insufficient data at low latitudes for large $L$ shells. In addition, Denton et al. [2006] noted a small peak for $L$=8-9, but argues that at this range the magnetic latitude coverage is not complete, the magnetic field model is unreliable, and large statistical errors are present. In contrast to the evidence suggesting an electron density minimum, a case study conducted by Denton et al. [2009] observed a plasmatrough field line distribution of electron density with a localised peak at the magnetic equator, decreasing to a minimum value at a magnetic latitude of approximately 12.5°, then increasing steeply away from the magnetic equator. This appears to be the only conclusive observation of a peaked distribution in agreement with this empirical model.

As mentioned in section 5.1, the resulting model describes a generally representative description of the distribution of electron density along closed field lines. However, as shown by Figure 5.1 a localised enhancement in total electron density is observed in the data profile at $R_{\text{norm}}$ for the 1200 MLT bin for $8.5 \leq L < 9.5$, which is not encapsulated by the relatively simple functional form of the model. The 1200 MLT bin of Figure 5.1 shows that the median values (horizontal grey lines) of the data within the $R_{\text{norm}}$ bin are in close agreement with the model profile, and the relatively large upper quartile values compared to the lower quartile values (referring to extent of the grey vertical lines) suggest an asymmetric distribution of electron density values within the bins. It is postulated here that a possible cause of the enhanced mean values in the region is due to an additional plasma population located close the dayside magnetopause at $R_{\text{norm}} \sim 0.8$. This may be
due to the energetic gradient-curvature drifting plasma, as previous studies have shown that compression of the dayside magnetosphere results in a localised maximum in magnetic field strength at noon within \(\sim 1 - 2 \, R_E\) of the magnetopause, which can cause bifurcation of drift shells in this region \cite{Mead,1964,Shabanskiy and Antonova,1969,Öztürk and Wolf,2007}. Although further analysis of this feature is outside the scope of this study, the process would be expected to enhance the density in this region.

5.4.2 Average ion mass

The resulting field-aligned variations for average ion mass, presented in section 5.2, models the distribution to be a maximum towards the magnetic equator, and decreasing off-equator. Although there are no models (to our knowledge) describing the field-aligned distribution of average ion mass in quantitative detail, previous studies of the plasma mass density distribution along magnetic field lines suggest that the average ion mass should be locally peaked at the magnetic equator \cite{Takahashi et al.,2004,Denton et al.,2006}, in agreement with our field-aligned distribution. Although, these studies assumed a power law form for the electron density, neglecting any number density contribution to an equatorial peak in mass density, the previously discussed case study by \cite{Denton et al.,2009} suggests that an equatorial enhancement in the average ion mass might still be expected in this region. The preferential concentration of heavy ions at the magnetic equatorial plane is expected due to the centrifugal force acting more effectively on heavier ions \cite{Denton et al.,2006,2009}, assuming similar temperatures for the ion species, and was described by \cite{Lemaire and Gringauz,1998} in terms of an effective gravitational potential well at the magnetic equator.

A key source of heavy ions in the region covered by the dataset, determining the variations of the average ion mass field-aligned distribution with \(L\) and MLT, is the plasma sheet population. As mentioned in section 5.4.1 the observation of a localised enhancement in electron density close to the magnetic equatorial plane, most prominent at larger \(L\) values on the nightside, was inferred as the contribution of the plasma sheet population. This provides evidence of plasma sheet particles below \(L = 9.5\), within the region considered for the average ion mass dependences. It is known that enhanced ionospheric outflows of heavy ions occur in the cusp and nightside auroral regions \cite{Shelley et al.,1972,1982,Lockwood et al.,1985b,Chappell et al.,1987,Chappell,1988,Andre and Yau,1997,Yau and Andre,1997,Peterson et al.,2008,Liao et al.,2010}. This plasma, which has an
increased relative concentration of heavy ions, is convected into the plasma sheet and then Earthwards, populating the closed magnetosphere [Chappell et al., 1987; Chappell, 1988; Yau and Andre, 1997; Cully et al., 2003; Dandouras et al., 2005; Kistler et al., 2010; Liao et al., 2010; Mouikis et al., 2010; Haaland et al., 2012a; Haaland et al., 2013; Kronberg et al., 2012]. The plasma sheet particles enter the inner magnetosphere on the nightside region, acting to increase the average ion mass for nightside MLT sectors. Therefore, it is expected that the plasma sheet population contributes to the average ion mass distribution, and the convection of plasma sheet ions into the considered region acts to preferentially enhance the average ion mass in the nightside closed magnetosphere.

The field-aligned distribution of average ion mass is modelled using a power law form (equation 5.3a), with a negative power law index, $\beta$, to represent a maximum in average ion mass at the magnetic equatorial plane, as discussed in section 5.2. Figure 5.5e (showing $m_{av0}$ as a function of MLT and $L$) illustrates the dependences of the empirically modelled equatorial average ion mass parameter, $m_{av0}$, as defined by equation 5.3b. The equatorial average ion mass parameter, $m_{av0}$, (equation 5.3b) combines a linear function in $L$ with a sinusoidal component. Equation 5.3b shows that the mean value of $m_{av0}$, averaged over all MLT sectors, decreases linearly with $L$ value. The decrease of the equatorial average ion mass with increased $L$ values is illustrated by Figure 5.3c and Figure 5.5e. This feature of the average ion mass distribution is in agreement with previous observations [Mouikis et al., 2010; Ohtani et al., 2011; Maggiolo and Kistler, 2014], and is thought to result from the mass dispersion of outflowing ionospheric ions. The heavy ions in the closed magnetosphere predominantly originate from ionospheric outflows at high latitudes. As the plasma is convected into the plasma sheet, mass dispersion occurs, such that low energy O$^+$ ions enter the closed magnetosphere at lower $L$ values compared to lighter ions [Lockwood et al., 1985a,c; Chappell, 1988; Andre and Yau, 1997; Yau and Andre, 1997; Haaland et al., 2009; Maggiolo and Kistler, 2014]. This results in an $L$ gradient of O$^+$ concentration, such that the average ion mass increases towards lower $L$ values. Therefore, the observed $L$ shell dependence of $m_{av0}$ (see Figure 5.5e) is a consequence of the plasma sheet properties.

Equation 5.3b includes a sinusoidal component for the model parameter $m_{av0}$, which describes variations of equatorial average ion mass with MLT. Figure 5.3c and Figure 5.5e clearly show that the MLT dependence is such that $m_{av0}$ approaches a maximum at approximately 2200 MLT, so the equatorial average ion mass is higher in the evening sector compared to the morning sector. This feature can be attributed to plasma sheet convection
into the inner magnetosphere. Plasma sheet particles convect into the considered region from the nightside, such that the corresponding average ion mass enhancement will be predominantly localised to nightside MLT sectors. Furthermore, as plasma is convected Earthwards from the nightside plasma sheet, energetic ions drift westward in the inner magnetosphere forming the ring current population. During substorms and steady magnetospheric convection events, increased electron precipitation and ionospheric heating results in an increased O\(^+\) concentration of upflowing ions that are injected into the inner magnetosphere [Lockwood et al., 1985a,b; Shelley et al., 1972, 1982; Kronberg et al., 2012; Chappell et al., 1987; Li et al., 2012; Yau and Andre, 1997; Andre and Yau, 1997; Chappell, 1988; Peterson et al., 2008; Liao et al., 2010]. Therefore, the occurrence of substorms and steady magnetospheric convection events act to preferentially enhance the average ion mass in the premidnight sector compared to the postmidnight sector, and contributes to the observed MLT asymmetry of \(m_{av0}\). Furthermore, this process may be responsible for the overestimation of average ion mass by the model at 0300 MLT (see Figure 5.4), previously highlighted in section 5.2.

The function describing the model parameter \(m_{av0}\) (equation 5.3b) also includes an observed \(L\) shell dependence for the amplitude of the MLT variation. It can be seen from Figure 5.5e, that the amplitude of the MLT variation decreases with \(L\) value. As the MLT asymmetry arises as a consequence of heavy ions originating from the plasma sheet, the MLT dependence is expected to be most significant in the region of enhanced heavy ion concentration. This occurs towards the lower \(L\) values, as previously mentioned.

Equation 5.3c defines the power law index, \(\beta\), which includes a linear function, describing the dependence of the power law index (averaged over all MLT sectors) on \(L\), and a sinusoidal component representing the MLT variations. The dependences on \(L\) and MLT are illustrated in Figure 5.5f. It can be seen that \(\beta\) linearly becomes less negative for increased \(L\) values, moving away from the average ion mass enhancement. More negative \(\beta\) values at lower \(L\) values indicate a steep decrease in average ion mass values away from the magnetic equatorial plane, which is expected to be due to the large enhancement in heavy ions at the magnetic equator due to the effects of the centrifugal force acting on the ions. An additional consideration for decreasing \(\beta\) with increasing \(L\) value is the corresponding increase in the flux tube volume and length. Considering ionospheric ions with similar lifetimes, the increased flux tube volume and length means that fewer heavy ions will be concentrated at the magnetic equatorial plane, resulting in flatter field-aligned distributions.
The sinusoidal MLT variation of the power law index, $\beta$, shown by equation 5.3c indicates that the most negative values are located at approximately 2100 MLT, which is clearly shown in Figure 5.5f. This is due to a decreased up-welling of ionospheric $O^+$ ions on the nightside field lines, as a result of reduced photoionisation from solar radiation [Young et al., 1982; Lennartsson, 1989; Stokholm et al., 1989]. This causes the values to decrease more rapidly from the equatorial enhancement towards the ionospheric ends for nightside field lines, thus causing a steeper field-aligned distribution, represented by a more negative power law index.

Furthermore, the plasma sheet contribution acts to increase the gradient along nightside field lines, relative to the dayside. As previously discussed, the average ion mass enhancement due to both this feature is greatest for nightside MLT sectors compared to the dayside (see Figure 5.3c and Figure 5.5e). The increase in the relative concentration of heavy ions in the equatorial region of flux tubes in the nightside region corresponds to an increased gradient in average ion mass along the field line. The result is a more negative power law index, $\beta$, value on nightside field lines than dayside field lines, where the average ion mass is reduced.

The discussion of the average ion mass distribution has mainly focused on the contribution of the plasma sheet population, which is convected into the closed magnetosphere. However, an additional source of heavy ions, which will influence the average ion mass of the plasma in this region, is the heavy ion torus. The heavy ion torus is a region of enhanced $O^+$ densities located just outside the plasmasphere, with no corresponding enhancement for the densities of light ions [Chappell, 1982; Horwitz et al., 1984, 1986; Roberts et al., 1987; Comfort et al., 1988; Berube et al., 2005; Darrouzet et al., 2009; Nosé et al., 2011, 2015]. The increased $O^+$ concentration will clearly correspond to an increase in the average ion mass of the plasma in the heavy ion torus. The expected $L$ value position of the heavy ion torus typically ranges from $L \sim 4.5 - 6.5$ [Nosé et al., 2011], with decreasing heavy ion enhancements, indicating the outer edge of the torus, observed at $L \sim 6 - 8$ [Lee and Angelopoulos, 2014]. It has been proposed that the heavy ion torus is the result of the interaction between the plasmasphere and the ring current [Horwitz et al., 1986; Roberts et al., 1987; Nosé et al., 2011]. This interaction is expected to be most intense in the evening region, just beyond the duskside bulge region [Roberts et al., 1987; Burch et al., 2001]. As only the outer edge of the heavy ion torus coincides with the $L$ range considered by this study, it is expected that the heavy ion torus contribution is minor in comparison with the
plasma sheet contribution for this region. Nevertheless, the heavy ion torus acts to increase the average ion mass at lower $L$ values in the dusk MLT sectors, further intensifying the average ion mass enhancement shown in Figure 5.3.

5.4.3 Mass Density

Previous studies have observed that the field-aligned dependence of mass density, reviewed in Chapter 2, is expected to have a relatively flat profile (small power law index) for lower $L$ values [Takahashi et al., 2004; Denton et al., 2006; Maeda et al., 2009]; whereas at larger $L$ values, previous studies find the distribution is locally peaked at the magnetic equatorial plane, decreases off-equator and then increases again towards the ionospheric ends of the field lines [Takahashi et al., 2004; Denton et al., 2006; Takahashi and Denton, 2007; Denton et al., 2009]. As presented in section 5.3, the electron density and average ion mass models are combined to determine the distribution of the mass density in the region of $5.9 \leq L < 9.5$. Therefore, this resulting mass density model includes contributions of the plasma number density and ion composition to the spatial variations. The distribution of mass density along field lines, and variations with $L$ value and MLT are now discussed, considering the high latitude and equatorial regions separately.

By combining the electron density and average ion mass field-aligned empirical models (equation 5.2 and equation 5.3), the field-aligned profiles of mass density can be determined (see Figure 5.2 and Figure 5.3 for the resulting spatial distributions). Examples of the field-aligned profiles of mass density are shown in Figure 5.7. The left (right) panels show profiles for $L = 6$ ($L = 9$), and the upper (lower) panels show profiles for 1200 MLT (0000 MLT). A comparison of these panels illustrate the dependences of the mass density field-aligned distribution with MLT and $L$. The corresponding profiles predicted by the electron density and average ion mass models (defined by equation 5.2 and equation 5.3) are also included in Figure 5.7 which illustrate the contributions of the plasma number density and ion composition to the mass density field-aligned distribution.

The results indicate that the high latitude region ($R_{norm} \leq 0.8$) generally demonstrates a power law dependence of field-aligned mass density. For dayside field lines (see upper panels of Figure 5.7), the off-equator high-latitude region shows an increasing mass density towards the ionospheric ends of the field line, indicating a power law dependence with a positive power law index, similar to the electron density field-aligned distribution. As for
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Figure 5.7: Panels showing the mass density, \( \rho \) (amu.cm\(^{-3}\)), electron density, \( n_e \) (cm\(^{-3}\)) as defined by equation 5.2 and average ion mass, \( m_{av} \) (amu) as defined by equation 5.3 plotted as a function of normalised radius, \( R_{\text{norm}} \). The left (right) panels show profiles for \( L = 6 \) (\( L = 9 \)) and the upper (lower) panels show profiles for 1200 MLT (0000 MLT). The vertical dashed lines on each panel indicates the boundary between the power law and Gaussian dependences, corresponding to the electron density model.

The electron density, the power law index is shown to become more positive for larger \( L \) values on the dayside (note that a comparison of the upper panels of Figure 5.7 does not clearly illustrate this feature, as the power law index actually represents the logarithmic gradient and linear axes have been used here), corresponding to steeper mass density profiles in the high latitude region, in agreement with previous studies [Denton et al., 2006; Maeda et al., 2009]. The close correlation of the mass density field line distribution form with the observed electron density indicates that the mass density distribution at high latitudes along closed dayside field lines is dominated by the number density.

In contrast, the high latitude region of the nightside field lines exhibits differing features. Referring to the lower panels of Figure 5.7, the field line profile at lower \( L \) values show the mass density decreasing towards the ends of the field line, represented by a negative power
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The consideration of the profiles shown in Figure 5.7 indicates that the number density is generally the dominant factor in determining the high latitude field-aligned distribution of mass density. An exception to this is at lower $L$ values on nightside MLT sectors (see lower left panel of Figure 5.7), where the ion composition appears to be the dominant contribution to the mass density. This is expected to correspond to the presence of the average ion mass enhancement at the lower $L$ values, and referring to Figure 5.5 and Figure 5.5f, the average ion mass field line profile is steepest (most negative power law index) with a peak in the equatorial average ion mass at approximately 2130 MLT. Therefore, in the nightside region at lower $L$ values, the plasma is relatively $O^+$ rich and the ion composition has a significant contribution to the mass density. Moving away from this average ion mass enhancement, the relative concentration of $O^+$ ions decreases and the field line profiles become flatter, resulting in a decreased contribution of the ion composition.

The resulting mass density field-aligned distribution also presents some notable features for the low latitude equatorial region (at $R_{norm} > 0.8$), illustrated in the example profiles shown in Figure 5.7. The combination of the localised electron density peak with the average ion mass, which approaches a maximum towards the magnetic equatorial plane, provides a peaked mass density distribution at the equator, as expected. The low latitude peak, in comparison to the expected low latitude distribution extrapolated from the high latitude region, is observed to become increasingly prominent at larger $L$ values, in agreement with previous findings [Takahashi et al., 2004; Denton et al., 2006; Takahashi and Denton, 2007; Denton et al., 2009]. This can be attributed to the contribution of the plasma number density, as the localised electron density peak height (relative to the background power law index similarly to the average ion mass distribution. Moving to larger $L$ values, the profile becomes flatter, as the power law index increases and becomes positive for this region. This results in a distribution where the mass density increases slightly towards the ionospheric ends of the field lines, in agreement with the observed electron density field line distribution. Therefore, it can be inferred that the nightside mass density distribution at high latitudes is dominated by the ion composition at lower $L$ values, and becomes increasingly dominated by the number density at larger $L$ values. As for the dayside field lines, the increase in the power law index is roughly consistent with previous studies [Denton et al., 2006; Maeda et al., 2009], although these studies constrain the power law index to be positive. This approach considers negative power law index values to account for the effects of the centrifugal force on heavy ions.
distribution) increases with $L$, which is illustrated by a comparison of the predicted mass density distributions shown in Figure 5.2. It can be seen that the mass density distribution corresponding to the use of the Gaussian function at low latitudes, as opposed to the extrapolated power law dependence, results in noticeably increased values near the magnetic equatorial plane at larger $L$ values. This contradicts previous studies [Takahashi et al., 2004; Denton et al., 2006; Takahashi and Denton, 2007], where the equatorial mass density peak has predominantly been associated with a low latitude enhancement of heavy ions, under the assumption that the electron density follows a power law dependence. Whereas the results of this study appear to indicate that a localised peak in the number density is also a significant factor to the mass density in this region.

The variations of mass density in the equatorial plane are also worthwhile discussing. Figure 5.3 illustrates the $L$ dependence of the inferred mass density model, with high mass density plasma present at low $L$ values, due to the average ion mass enhancement and high number density plasma. The mass density decreases with $L$ value, which is attributed to decreasing plasma number density as a result of larger flux tube volume and length. The composition of the plasma also becomes less O$^+$ dominated, resulting in decreasing mass density. In general, the decrease in mass density with $L$ is in agreement with previous models [Takahashi et al., 2004; Denton et al., 2006; Maeda et al., 2009; Min et al., 2013; Takahashi et al., 2014].

Figure 5.3 demonstrates the MLT dependence of the mass density model. It can be seen that the equatorial mass density approaches a maximum in the evening sector. By considering the electron density enhancement at approximately 1900 MLT, due to the duskside plasmaspheric bulge region, and the average ion mass enhancement due to the plasma sheet population present for nightside field lines, it is clear that the mass density enhancement in this region is due to a combination of both features. Therefore, the variation in mass density with MLT is due to contributions from both the number density and ion composition.

Overall, an empirical model describing the spatial distribution of mass density along closed field lines for $5.9 \leq L < 9.5$ has been obtained, including dependences on $L$ and MLT. The resulting model indicates key similarities and differences with previous models [Gallagher et al., 2000; Takahashi et al., 2004; Berube et al., 2005; Denton et al., 2006; Takahashi and Denton, 2007; Maeda et al., 2009; Takahashi et al., 2014]. Due to the relatively large dataset employed and the choice of methodology, the mass density model provides a more valid and representative description of the total mass density distribution compared
to previous models. In particular, a more accurate model of number density variations, accounting for the localised enhancement close to the magnetic equator, and the inclusion of the ion composition contribution to the mass density, provide notable improvements over previous models.
Chapter 6

Geomagnetic Variations

As presented in Chapter 5, empirical models describing the spatial distribution of electron density and average ion mass in the closed magnetosphere were determined from WHISPER and CODIF observations. The models were combined to infer a corresponding model for the total plasma mass density, which covered all MLT sectors for $L$ values in the range of $5.9 \leq L < 9.5$. As the models were based on an average of the full WHISPER and CODIF datasets, the resulting distributions represent the average conditions of the magnetosphere. In this chapter, the models are developed to understand how the spatial distributions of electron density, average ion mass, and total mass density vary with geomagnetic activity. Using a similar approach as used in Chapter 5, the field-aligned distributions of electron density and average ion mass are modelled, accounting for variations with geomagnetic activity, as well as $L$ and MLT. In the same way as before, the models are combined, and a model describing the spatial distribution of plasma mass density is obtained, which includes dependences with geomagnetic activity. This chapter is concluded with a discussion on how the models vary with geomagnetic activity, and the information they provide on the associated magnetospheric processes.

6.1 Binning data for Dst index

The electron density and average ion mass datasets are used to examine the distribution along magnetic field lines. Whereas the previous analysis (Chapter 5) compared data at different MLT and $L$ values, this study also compares data at different levels of geomagnetic
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activity. To represent the level of geomagnetic activity, the hourly averaged Dst index is chosen, and the Dst index value is determined for each position bin. It is known that geomagnetic storms are characterised by a significant reduction in the horizontal component of the global magnetic field relative to the average level \cite{Chapman1918}, as a result of an enhanced ring current during the main phase \cite{Dessler1959,Sckopke1966}. The Dst index represents the magnitude of these global variations of the horizontal field close to the magnetic equator. Therefore, Dst index is an appropriate proxy for the level of geomagnetic activity in the magnetosphere.

For each dataset (WHISPER observations of electron density and CODIF observations of average ion mass), the variations along magnetic field lines are modelled. The same functional forms as used in the average model, previously discussed in Chapter 5, are used to describe the field aligned variations. In order to quantify the distribution, the least-squares hierarchical fitting technique \cite{Clark2006,Tabachnick2006} is employed. This approach fits to the multiple levels (L value, MLT, and Dst index) that the function parameter is expected to vary with, representing variations in the dataset as a whole.

The initial step in analysing the field-aligned variations of each dataset is to bin the data for the normalised radial distance along the magnetic field line, \( R_{\text{norm}} \), which is the radial distance at which the measurement was obtained, \( R (R_E) \), divided by the \( L \) value of the field line. The T96 magnetic field model is used here to determine the field line corresponding to the measurement, and a bin width of 0.05 is used for the normalised radius. The data is also binned for each level included in the multi-level fitting technique. The \( L \) value bin width used is 1., and the MLT bin width used is 3 hours. The distribution of data with respect to Dst index needs to be considered when choosing a bin width for the Dst index level. Figure 6.1 shows the frequency, representing the number of measurements, for a range of Dst index values. It is identified that the majority of data lies between -100 to 10 nT, where this range corresponds to moderately disturbed to typical quiet time conditions. Therefore, only data within this range was selected, avoiding extreme values distorting the variations. The data is then divided into 6 bins for Dst index, as indicated by the colour coding in Figure 6.1. It is noted that the bin widths used vary with Dst index, such that bins at lower Dst index values have a increased bin width. This was done to ensure that each bin contained a sufficient number of data points for the fits to remain statistically reliable, as
it is apparent in Figure 6.1 that the frequency is significantly decreased at largely negative Dst index values.

Figure 6.1: Histograms showing the distribution of the number of data points with Dst index (nT) for (a) electron density data from WHISPER and (b) average ion mass data from CODIF. The differing colours of the bars indicate the division of the datasets into 6 bins for Dst index.

6.2 Field-aligned distribution of electron density

By plotting the electron density, \( n_e \), as a function of normalised radius, \( R_{\text{norm}} \) the field-aligned dependence is illustrated. An example plot is shown in Figure 6.2 for \( 5.5 \leq L < 6.5 \) and 0900 MLT, where the points indicate the average electron density value in the normalised radius, \( R_{\text{norm}} \), bin. The profiles have been smoothed using a boxcar function, with a width of 3 bins. Each panel corresponds to a different bin of Dst index, referring to Figure 6.1. As previously discussed in Chapter 5, it has been shown that the field line dependence of electron
density can be separated into two regions, where the boundary between these dependences is defined at $R_{\text{norm}} = 0.8$ (indicated by the vertical grey dashed line in Figure 6.2). At high latitudes ($R_{\text{norm}} \leq 0.8$) the electron density generally increases towards the ends of the field line, corresponding to a power law distribution. At low latitudes ($R_{\text{norm}} > 0.8$), a peak in electron density close to the magnetic equatorial plane is often observed, which is represented by a Gaussian distribution. Using the same functional forms as the average model, a least-squares fitting method, weighted by the number of points in each bin, is used to determine the best fit function parameters for each field-aligned profile. The function parameters are the electron density at the magnetic equatorial point on the field line, $n_{e0}$, the power law index, $\alpha$, and the peak height above $n_{e0}$, $a$. The hierarchical approach includes dependences on $L$, MLT, and Dst index in the best fit parameters, providing the required functions. The power law model is given by equation 6.1a, and the Gaussian model is given by equation 6.1b. The model parameters ($n_{e0}$, $\alpha$, and $a$) are defined by equations 6.1c, 6.1d, and 6.1e. The field line distribution predicted by the model is shown by the overplotted solid coloured lines in Figure 6.2. The empirical electron density model describes variations in the $L$ range of $4.5 \leq L < 9.5$, and covers all MLT.

\begin{align*}
  n_e &= n_{e0}R_{\text{norm}}^{-\alpha} & R_{\text{norm}} \leq 0.8 \\
  &= a \exp \left[ -\left( \frac{R_{\text{norm}} - 1.0}{0.1} \right)^2 \right] + n_{e0} & R_{\text{norm}} > 0.8 \\
  n_{e0} &= 10^{1.60+0.00667D_{st}}(1 - 0.0952L) + 3.68\cos(15\text{MLT} + 83.0 - 1.18D_{st}) \\
  \alpha &= 0.211 + 0.0616L + 0.423\cos(15\text{MLT} + 223.) \\
  a &= 10^{0.785+0.00681D_{st}} + 3.47\cos(15\text{MLT} + 324.)
\end{align*}

Consistent with the average model, the functional form used to describe the model parameters include a sinusoidal term, where the phase and amplitude represent MLT dependences, combined with an offset term, defining the mean value of a parameter across all MLT. The amplitude, phase, and offset parameters are all allowed to be functions of $L$ value and Dst index. The dependences of the resulting electron density model (equation 6.1) will be discussed in detail in section 6.6. It is also noted that when fitting for the model parameters, if no dependence on $L$ or Dst index was clearly observed in the data, the dependence was removed from the relevant functional form.
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Figure 6.2: Electron density, $n_e$, (cm$^{-3}$) plotted as a function of normalised radius, $R_{\text{norm}}$, for $5.5 \leq L < 6.5$ and 0900 MLT. The panels display data for each Dst index (nT) bin (as defined in Figure 6.1). The vertical dashed line indicates the boundary between the power law and Gaussian dependences, and the overplotted coloured lines represent the best fitting functions to the overall dataset.
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The spatial distribution predicted by the resulting model is shown in the left panels of Figure 6.3, where values are mapped azimuthally to the X-Z plane and averaged separately over dayside and nightside MLT sectors. The SM (Solar Magnetic) coordinate system is used here, where the geomagnetic dipole axis is aligned with the Z axis, in order to clearly illustrate variations with $L$ value and magnetic latitude. The panels show the distribution at four values of Dst index, chosen to indicate variations between disturbed and quiet conditions. In addition, the left panels of Figure 6.4 show the distribution of electron density predicted by the model (equation 6.1) in the T96 magnetic equatorial plane. Each panel corresponds to a different value of the Dst index, using the same Dst index values as in Figure 6.3. Figure 6.3 and Figure 6.4 demonstrate some clear dependences of the electron density spatial distribution on Dst index, which are examined further in section 6.6.

6.3 Field-aligned distribution of average ion mass

Using the same method as for the electron density model discussed above (section 6.2), the field-aligned distribution of average ion mass is now examined. Figure 6.5 shows an example plot for $6.5 \leq L < 7.5$ and 1200 MLT, where each panel shows the average ion mass, $m_{av}$, as a function of normalised radius, $R_{norm}$ (smoothed using a boxcar function of width 3), for each Dst index bin. Note that, unlike the electron density plots in Figure 6.2, logarithmic scales are used for both axes, which linearises power law dependences. As discussed in Chapter 5, the field line dependence of average ion mass can be represented by a power law function with a negative power law index, describing the average ion mass maximising towards the magnetic equator and decreasing off-equator. A function of this form is least-squares fitted to the data, with the fitting weighted by the number of data points in each bin. Using the hierarchical fitting approach, the function parameters (the average ion mass at the magnetic equatorial point of the field line, $m_{av0}$, and the power law index, $\beta$) are obtained, with dependences on $L$ value, MLT and Dst index included. The resulting model for the field-aligned distribution of average ion mass is given by equation 6.2a, with the function parameters defined by equations 6.2b and 6.2c. The model field-aligned variations are illustrated by the overplotted solid coloured lines in Figure 6.5. The model covers all MLT values in the region of $5.9 \leq L < 9.5$. 
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Figure 6.3: Spatial distribution in the X-Z SM plane using the field-aligned models for (a-d) electron density and (e-h) average ion mass, defined by equation 6.1 and equation 6.2, respectively. The models are combined to infer the corresponding total mass density distributions (i-l). Each vertical panel shows the distribution for a different value of the Dst index (nT). The T96 magnetic field model used corresponds to spring equinox, with a solar wind dynamic pressure of 2 nPa. The expected locations of the magnetopause under these conditions are included as the blue solid lines for reference.
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**Figure 6.4:** Same format as Figure 6.3 for the spatial distribution in the T96 magnetic equatorial plane.
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**Figure 6.5:** Average ion mass, $m_{av}$, (amu) plotted as a function of normalised radius, $R_{norm}$, for $6.5 \leq L < 7.5$ and 0900 MLT. The panels display data for each Dst index (nT) bin (as defined in Figure 6.1). The overplotted coloured lines represent the best fitting functions to the overall dataset.
6.3 Field-aligned distribution of average ion mass

\[
m_{av} = m_{av0}R_{norm}^{-\beta} \quad (6.2a)
\]

\[
m_{av0} = 19.4 + 0.164D_{st} - (1.62 + 0.0247D_{st})L + 2.52 \cos(15\text{MLT} + 61.) \quad (6.2b)
\]

\[
\beta = -1.91 + 0.165L + (0.851 + 0.00559D_{st}) \cos(15\text{MLT} + 270.) \quad (6.2c)
\]

This empirical model for the field-aligned distribution of the average ion mass is used to determine the spatial distribution in the X-Z SM plane, as shown in the middle panels of Figure 6.3. As for the electron density distribution, the values are mapped to the plane, separately averaging over the dayside and nightside MLT sectors, and each panel shows the distribution at a different value of the Dst index. The corresponding distributions of average ion mass in the T96 magnetic equatorial plane are shown in the middle panels of Figure 6.4. The features apparent in Figure 6.3 and Figure 6.4 are discussed in section 6.6.

6.3.1 Cusp enhancement

It is known that during disturbed conditions, heavy ion outflows occur at high latitudes [Shelley et al., 1972, 1982; Lockwood et al., 1985a,b,c; Chappell et al., 1987; Chappell, 1988; Andre and Yau, 1997; Yau and Andre, 1997; Peterson et al., 2008; Liao et al., 2010]. Figure 6.6 and Figure 6.7 show the average ion mass distribution described by the model (equation 6.2), mapped close to the field line footprints in the ionosphere. The values are plotted for a range of 3 hour MLT intervals, in the plane normal to the magnetic equatorial plane. Figure 6.6 shows the model average ion mass values for a Dst index of 0 nT, and Figure 6.7 represents the corresponding values for a Dst index equal to -100 nT. It has been assumed that the field-aligned dependence observed in the CODIF dataset can be extrapolated along the whole field line. Although this cannot be shown to be a reasonable assumption, the purpose of the distributions shown in Figure 6.6 and Figure 6.7 is to provide estimates on the relative magnitudes of the heavy ion compositions, not to represent the true values of average ion mass in the region. There are clear differences between the distributions of average ion mass in Figure 6.6 and Figure 6.7 which will be assessed in section 6.6.
Figure 6.6: Each panel shows the spatial distribution of average ion mass (amu) for a different MLT sector using the field-aligned model (equation 6.2) for Dst = 0 nT. The central diagram indicates the MLT sectors of the surrounding panels. The x axes correspond to the radial distance in the magnetic equatorial plane, $R (R_E)$, and the z axes correspond to the Z SM coordinate ($R_E$). The unfilled quarter circles represent the Earth.

### 6.4 Mass density model with Dst index dependence

Using the same approach as for the average model (Chapter 5), the empirical models for the field line distribution of electron density (equation 6.1 presented in section 6.2) and average ion mass (equation 6.2 presented in section 6.3), are combined, using equation 3.1, to infer the corresponding model for the total plasma mass density including dependences in Dst index. Due to the spatial coverage of the WHISPER and CIS datasets, this mass density model represents plasma in the region covered by $5.9 \leq L < 9.5$, for all MLT.

This resulting model is used to examine variations in the X-Z SM plane for a range of Dst
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Figure 6.7: Same format as Figure 6.6 but for Dst = -100 nT

index values, as shown in the right panels of Figure 6.3 where values have been azimuthally mapped and averaged over MLT. In addition, the corresponding spatial distribution in the T96 magnetic equatorial plane for each of these values of Dst index is shown in the right panels of Figure 6.4. The dependences of mass density on Dst index, illustrated by the distributions in Figures 6.3 and 6.4 are discussed in the following section.

6.5 Dependences on Kp index

Although the mass density model presented in section 6.4 is parameterised by Dst index, many other studies use Kp index as a proxy for the level of geomagnetic activity [Menk et al., 1999; Gallagher et al., 2000; Takahashi et al., 2002; Denton et al., 2006; Takahashi et al., 2006, 2010, 2014]. The Kp index is determined from the mean value of geomagnetic
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Field disturbances observed at 13 subauroral stations \cite{Bartels1939, Thomsen2004}. The disturbances relate to large-scale ring current variations, due to the contribution of low latitude stations, and variations in auroral current systems, observed by stations located at higher latitudes. Therefore, the Kp index provides a global measure of magnetospheric disturbances due to a larger range of current systems. To allow for comparisons of the mass density model for different parametrisations, the same approach was used to assess variations in the data with Kp index.

Figure 6.8 shows the distribution of WHISPER electron density data (panel (a)) and CODIF average ion mass data (panel (b)) with Kp index. The datasets were binned for Kp index, as indicated by the coloured bars in Figure 6.8, where data with a Kp index greater than 4 were not included due to the low number of data points available. The same hierarchical modelling technique, as detailed in section 6.2 and section 6.3, was applied to the field-aligned distributions of each dataset, except variations with Kp index were modelled, as opposed to variations with Dst index.

6.5.1 Field-aligned distribution of electron density

The resulting model for the field-aligned distribution of electron density, $n_e$, is shown in equation 6.3. The electron density model covers all MLT sectors in the region of $4.5 \leq L < 9.5$. The same functional form as before was used (equation 6.1), where a power law distribution represents the higher latitude region of field lines (equation 6.3a), and a Gaussian function is used to describe the equatorial region (6.3b). The model parameters for the electron density model (equatorial electron density, $n_{e0}$, power law index, $\alpha$, and relative peak height, $a$) were quantified to include dependences on $L$, MLT, and Kp index, and are defined by equation 6.3c, equation 6.3d, and equation 6.3e.

\[
\begin{align*}
 n_e &= n_{e0} R_{\text{norm}}^{-\alpha} & \quad R_{\text{norm}} \leq 0.8 \\
 &= a \exp \left[ -\frac{1}{2} \left( \frac{R_{\text{norm}} - 1.0}{0.1} \right)^2 \right] + n_{e0} & \quad R_{\text{norm}} > 0.8
\end{align*}
\]  

(6.3a)

\[
\begin{align*}
 n_{e0} &= 48.5 - 7.43K_p - (4.66 - 0.695K_p) L + (4.99 - 0.394K_p) \cos (15\text{MLT} + 52.5 + 22K_p) \\
 \alpha &= 0.00352 + 0.101L + 0.395 \cos (15\text{MLT} + 216) \\
 a &= 7.04 - 1.32K_p + 3.14 \cos (15\text{MLT} + 5)
\end{align*}
\]  

(6.3c)
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Figure 6.8: Histograms showing the distribution of the number of data points with Kp index for (a) electron density data from WHISPER and (b) average ion mass data from CODIF. The differing colours of the bars indicate the division of the datasets into 4 bins for Kp index.

Using equation 6.3 the spatial distribution of electron density is plotted in the left panels of Figure 6.9 where values are mapped azimuthally to the X-Z SM plane, averaging separately over dayside and nightside MLT sectors. Each vertical panel shows the electron density distribution at a different Kp index value, as labelled, to illustrate variations in the spatial distribution with Kp index. In addition, the electron density spatial distribution, as defined by equation 6.3, mapped to the T96 magnetic equatorial plane, is shown in the left panels of Figure 6.10. Both Figure 6.9 and Figure 6.10 show notable variations in the electron density spatial distribution with Kp index, which are discussed in section 6.6.
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Figure 6.9: Spatial distribution in the X-Z SM plane using the field-aligned models for (a-d) electron density and (e-h) average ion mass, defined by equation 6.3 and equation 6.4, respectively. The models are combined to infer the corresponding total mass density distributions (i-l). Each vertical panel shows the distribution for a different value of the Dst index (nT). The T96 magnetic field model used corresponds to spring equinox, with a solar wind dynamic pressure of 2 nPa. The expected locations of the magnetopause under these conditions are included as the blue solid lines.
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Figure 6.10: Same format as Figure 6.9 for the spatial distribution in the T96 magnetic equatorial plane.
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6.5.2 Field-aligned distribution of average ion mass

The corresponding model for field-aligned variations in average ion mass, $m_{av}$, using the same power law functional form as previously (equation 6.2), is given by

$$m_{av} = m_{av0} R_{norm}^{-\beta}$$ (6.4a)

$$m_{av0} = 25.3 - 3.78K_p - (2.62 - 0.600K_p) L + 2.75 \cos (15\text{MLT} + 31.)$$ (6.4b)

$$\beta = -2.18 + 0.188L + 1.03 \cos (15\text{MLT} + 270.)$$ (6.4c)

where $m_{av0}$ is the average ion mass at the magnetic equatorial point of the field line, and $\beta$ is the power law index. The model parameters ($m_{av0}$ and $\beta$) include dependences on $L$, MLT, and Kp index, and are described by equation 6.4a and equation 6.4c. The average ion mass model covers all MLT sectors in the region of $5.9 \leq L < 9.5$.

Using the average ion mass model, defined by equation 6.4, the spatial distribution is plotted for a range of Kp index values. The middle panels of Figure 6.9 show the distribution of average ion mass mapped azimuthally to the X-Z SM plane. In addition, the spatial distribution of average ion mass in the T96 magnetic equatorial is shown in the middle panels of Figure 6.10. Differences in the spatial distributions for varying Kp index values are assessed in section 6.6.

6.5.3 Mass density model with Kp index dependence

Similarly to the Dst index dependent mass density model, the models describing the field-aligned distributions of electron density (equation 6.3) and average ion mass (equation 6.4) are combined, using equation 3.1. The resulting mass density model includes dependences on $L$, MLT, and Kp index, and represents all MLT sectors for the closed magnetosphere between $5.9 \leq L < 9.5$. The corresponding spatial distributions mapped to the X-Z SM plane and in the T96 magnetic equatorial plane are shown in the right panels of Figure 6.9 and Figure 6.10, respectively. The range of panels show the mass density distribution at various Kp index values.

The total plasma mass density, and correspondingly electron density and average ion mass, show important variations with Kp index. The dependences on Kp index will be compared to the corresponding Dst dependent models, providing information on how using a different proxy for the level of geomagnetic activity affects the spatial distributions. This discussion is presented in section 6.6.
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This section will now discuss the key features of the empirical Dst dependent models for electron density and average ion mass, and the inferred mass density model. As the previous chapter examined the dependences of the electron density, average ion mass and total mass density on $L$ value and MLT in detail (Chapter 5), this discussion will predominantly focus on the dependences of the field line distributions on Dst index. Furthermore, the effect of quantifying variations with Kp index, as opposed to Dst index, is also considered. This will provide an understanding of how the spatial distributions vary with geomagnetic activity, due to changes in the mass loading processes in the closed regions of the outer plasmasphere, plasmatrough, and near-Earth plasma sheet.

6.6.1 Electron Density

Using the same functional form as the average model (equation 5.2), the field line distribution of electron density at high latitudes is described using a power law function (equation 6.1a). This form gives a field line distribution where the electron density is a minimum at the magnetic equatorial point, and increases towards the ionospheric ends of the field line (where the power law index is constrained to be a position value). The power law form represents the contribution of the ionosphere as a plasma source, loading the flux tubes through photoionisation by incident solar radiation. This results in a distribution where the electron density along a field line approaches a maximum towards the ionosphere, and decreases moving away from this plasma source. The model parameters for the power law function (equation 6.1a) are the power law index, $\alpha$, (equation 6.1d) and the electron density at the magnetic equatorial point of the field line, $n_{e0}$ (equation 6.1c), which both contain information on how the power law field-aligned distribution varies with $L$, MLT, and Dst index.

The power law index, $\alpha$, (equation 6.1d) describes the gradient of the electron density decrease away from the ionosphere. As previously identified, the power law index is observed to linearly increase in value with $L$ shell, which is attributed to the increase in flux tube volume and length, resulting in a decreased total electron density across the flux tube. Therefore, the decrease in electron density moving away from the ionosphere, along field lines, will be greater, corresponding to an increased value of $\alpha$. 
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A dependence of the power law index, $\alpha$, on MLT is also observed, indicated by the sinusoidal component in equation 6.1d, in agreement with the average model (equation 5.2d) and previous studies [Denton et al., 2002]. The MLT dependence is such that $\alpha$ is peaked at approximately dawn. As discussed in Chapter 5, the dayside field line footprints have an increased flux of solar radiation incident, so the electron density will be increased at the ionospheric source, compared to the nightside field lines. This feature can be understood by considering the changes in the electron density along a flux tube that is corotating through all MLT sectors. In the nightside, the ionospheric refilling rates are minimised, resulting in depleted flux tubes. As the depleted flux tube corotates into the dawn sector, the electron density at the ionospheric ends of the field lines is increased to the dayside level, due to increased insolation. The electron density along the whole field line is increased as the flux tube moves through the dayside region, due to increased refilling from the ionospheric source. When the flux tube enters the nightside region, refilling rates return to the nightside level, and electron density along the field line is decreased due to loss processes dominating. Therefore, it can be seen that the gradient in electron density will be greatest at dawn, as the electron density is high at the ionospheric ends of a field line, but moving away from the ionosphere, the electron density is low due to the time spent in the nightside region. This results in the power law index maximising at approximately dawn, in agreement with these observations.

The power law index is not observed to demonstrate any statistically significant or coherent dependences on Dst index. However, results from previous studies suggest that refilling rates from the ionospheric plasma source vary with geomagnetic activity, which could imply changes in the power law index. Plasmaspheric electron density has been observed to decrease with increased Kp index (representing more disturbed conditions), which was attributed to reduced refilling rates [Young et al., 1982; Denton et al., 2002; Laakso et al., 2002b; Denton et al., 2004]. This is expected to result in decreased electron density at the field line ends, reducing the power law index during disturbed conditions. In direct contrast, [Su et al., 2001] observed increased refilling rates from the ionosphere during periods of high magnetic activity. In this case, the power law index would be increased during disturbed conditions. However, this view does not consider the changes in loss processes with geomagnetic activity, which would determine the electron density along the field line away from the ionosphere, and influence the value of the power law index. Therefore, it is...
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unclear whether the lack of observed dependence of the power law index on Dst index is representative.

The power law function (equation 6.1a) is also parameterised by the electron density at the magnetic equatorial point on the field line, \(n_{e0}\), (equation 6.1c). This parameter is observed to show some important dependences with Dst index, which will now be discussed and compared to previous studies. The mean value of \(n_{e0}\) over all MLT (the offset component of equation 6.1c) includes dependences on both \(L\) value and Dst index. The \(L\) shell variation is such that the equatorial electron density decreases with increased \(L\) value, as observed in the previous study and in agreement with multiple previous observations [Carpenter and Anderson, 1992; Goldstein et al., 2001; Sheeley et al., 2001; Denton et al., 2002; 2004; Berube et al., 2005; Ozhogin et al., 2012]. As discussed in Chapter 5, this is expected to be due to the increased flux tube volume and length with \(L\), so the total density of plasma along the field lines will be reduced.

This study observes that with decreased values of Dst index, the electron density logarithmically decreases across all \(L\) shells (illustrated by a comparison of the left panels in Figure 6.3) and that the gradient of the \(L\) profile becomes flatter, consistent with previous findings [Chappell, 1972; Young et al., 1982; Denton et al., 2002; Laakso et al., 2002a; Denton et al., 2004; Reinisch et al., 2004; Denton et al., 2014]. This is as expected, as previous studies indicate that during the main phase of a geomagnetic storm, an increased convective electric field results in an earthwards motion of the plasmapause [Grebowsky, 1970; Chappell, 1972; Chen and Wolf, 1972; Berchem and Etcheto, 1981; Horwitz et al., 1984; Loto‘aniu et al., 1999; Gallagher et al., 2000; Sheeley et al., 2001; Su et al., 2001; Laakso et al., 2002b; O’Brien and Moldwin, 2003; Dent et al., 2006; Grew et al., 2007; Thaller et al., 2015]. This is thought to be caused by a southward turning of the IMF (Interplanetary Magnetic Field) at main phase commencement, which initiates an increase in dayside magnetopause reconnection and increases the strength of the convective electric field [Cowley, 1982; Echer et al., 2008; Milan et al., 2009; Yermolaev et al., 2010]. An earthwards motion of the plasmapause at decreased Dst values would correspond to the electron density at each \(L\) value being decreased compared to the quiet time conditions, in agreement with these observations. An increased convective electric field would also correspond to a flattened \(L\) profile and reduced electron densities in the plasmatrough, as the convective field acts to erode the plasmatrough. Furthermore, O’Brien and Moldwin [2003] have shown that that the enhanced ring current during disturbed conditions can also result in the erosion of the plasmasphere.
through non-convective processes. During the subsequent recovery phase of a geomagnetic storm, characterised by increasing Dst values, the plasmapause moves outwards to the quiet time position at higher $L$ values, and filling of the depleted new plasmaspheric flux tubes with cold ionospheric plasma increases the electron densities to their original level [Chappell, 1972; Horwitz et al., 1984; Comfort et al., 1988; Dent et al., 2006].

Although convective erosion is expected to dominate the loss of lower energy electrons ($< 100$ keV), studies have shown that wave-particle interactions and magnetopause shadowing are important loss mechanisms for energetic electrons ($> 100$ keV) that act to decrease densities during storm times [Fu et al., 2011]. The injection of particles from the plasma sheet during southward IMF conditions can lead to significant particle energy anisotropies, which are unstable to pitch-angle scattering by various plasma waves, such as EMIC (Electromagnetic Ion Cyclotron), plasmaspheric hiss, and whistler mode chorus waves [Kennel and Petschek, 1966; Reeves et al., 2003; Thorne et al., 2013; Fu et al., 2011; Millan and Thorne, 2007; Summers et al., 2007]. This results in loss to the atmosphere. Magnetopause shadowing becomes important during storm times, as an enhanced ring current causes electrons to drift radially outwards in order to conserve the third adiabatic invariant associated with the gradient-curvature drift motion. This process results in electrons that were previously on closed drift paths moving onto open drift paths, such that they are consequently lost to the magnetopause [Li et al., 1997; Reeves et al., 2003; Shprits et al., 2006; Millan and Thorne, 2007; Fu et al., 2011; Turner et al., 2012].

An additional contribution to decreasing electron densities with decreasing Dst index could be variations in the refilling rates from the ionosphere. As previously mentioned, it has been observed that the refilling rates are lower during geomagnetically active periods [Young et al., 1982; Denton et al., 2002; Laakso et al., 2002b; Denton et al., 2004]. This change would result in flux tubes being relatively depleted compared to quiet time conditions. However, it is noted that Su et al. [2001] observed a differing dependence, where refilling rates are higher during periods of increased geomagnetic activity, contradicting these results.

Equation 6.1c also includes a sinusoidal component for $n_{e0}$, demonstrating observed MLT dependences. The key feature of the MLT variation is that the peak in the $n_{e0}$ parameter is observed to move from approximately dusk to noon with decreased Dst values. As the average model observed, the MLT asymmetry in $n_{e0}$ is thought to be due to the presence of a ‘plasmaspheric bulge’, such that the electron density is generally increased towards the dusk sector for average quiet conditions [Carpenter, 1966; Chappell et al., 1970].
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Sheeley et al. [2001] O’Brien and Moldwin [2003]; Thaller et al. [2015]. Therefore, the Dst dependence suggests that this duskside bulge is observed to rotate sunwards from the dusk region to noon during periods of increased geomagnetic activity. As the duskside bulge is a result of the cancellation of the corotational and convective electric fields, an increased convective field during the main phase is expected to affect features of the bulge region. Chappell [1972] explains, through a consideration of the direction of the convective flows, that an increased convective field acts to erode plasmaspheric flux tubes from the afternoon region (the erosion is most efficient in this region, where the convective flow streamlines are almost perpendicular to the plasmapause). These high density detached flux tubes are then convected sunwards, increasing the electron density in the noon sector, and forming a plasmaspheric plume that extends into the morning sector [Elphic et al., 1996; Ober et al., 1997; Burch et al., 2001; Sandel et al., 2001; Su et al., 2001; Goldstein and Sandel, 2005; Grew et al., 2007; Borovsky and Denton, 2008; Walsh et al., 2013; Katus et al., 2015; Thaller et al., 2015]. Therefore, this process supports the observed Dst dependence of \( n_{e0} \) and previous observations of the plasmaspheric bulge rotating towards noon [Nishida, 1966; Carpenter, 1970; Chappell, 1972; Higel and Lei, 1984; Moldwin et al., 1994; Elphic et al., 1996; Gallagher et al., 1998; 2000; Su et al., 2001; Laakso et al., 2002a; Katus et al., 2015; Thaller et al., 2015].

As identified by the average model, a localised peak in electron density is observed for the low latitude region of the field-aligned distribution. This feature is not accurately described by the power law function, so a Gaussian function with an offset of \( n_{e0} \) is used to model this region (equation 6.1b). This electron density peak is thought to be a result of solar wind - magnetosphere coupling, acting as a source of plasma in the closed magnetosphere, in addition to the ionospheric source previously discussed. The height of this peak at the magnetic equatorial point on a field line relative to the background power law value, \( a \), is defined by equation 6.1e, where the sinusoidal component represents variations with MLT. The amplitude and phase of the MLT dependence were found to show no observable correlations with \( L \) value or Dst index. In agreement with the previous average model, the peak of \( a \) is located in the nightside MLT sector, which supports the proposition that nightside reconnection may be acting as a plasma source in the closed magnetosphere.

The average value of \( a \) over all MLT sectors, includes dependences on Dst index (see equation 6.1e). It is noted here that, unlike the average model, no statistical trends of \( a \) with \( L \) could be identified; the reason for this is currently unclear. However, this parameter
is observed to have a logarithmic dependence on Dst index, such that $a$ decreases with decreasing Dst index. As with the previously discussed $n_{e0}$ parameter, the decrease could be a result of increased convective erosion in the plasmatrough acting to deplete the flux tubes of plasma. As this plasma population is not thought to be directly originating from an ionospheric source, the decrease in $a$ could be expected to be independent of variations in the ionospheric refilling rates. However, if the source of this plasma is from closure of open tail field lines by nightside reconnection, then refilling rates may have an effect. These open field lines will contain both ionospheric and solar wind plasma, so a reduced ionospheric source during disturbed conditions [Young et al., 1982; Denton et al., 2002; Laakso et al., 2002b; Denton et al., 2004] could result in decreased densities on the tail flux tubes. Therefore, the total input of plasma on the nightside will also be reduced.

As shown by equation 6.1e, the $a$ parameter represents the electron density at the magnetic equatorial point relative to the background power law value, $n_{e0}$. Therefore, the observed electron density at the magnetic equatorial plane will be equal to $a + n_{e0}$, corresponding to the distributions shown in the left panels of Figure 6.4. It can clearly be seen from a comparison of panels a-d in Figure 6.4 that the equatorial electron density decreases with decreased Dst index. As previously discussed, both the $n_{e0}$ and $a$ parameters are reduced during the main phase of a geomagnetic storm, so this dependence is in agreement with the expected result. Another feature of the equatorial distributions is the strong MLT variations. During quiet times, the electron density is peaked towards the dusk sector, indicating that the MLT variation is dominated by the power law distribution ($n_{e0}$ maximises at approximately dusk, as shown by equation 6.1c). However, at decreased Dst index values, corresponding to high levels of geomagnetically active conditions, the left panels of Figure 6.4 show that the peak in electron density moves from dusk towards noon. This represents the sunward motion of the plasmaspheric bulge, previously discussed, resulting from the contribution of the power law $n_{e0}$ parameter. In addition, a relative enhancement is apparent at approximately dawn. This is caused by the Gaussian function (peaked in the postmidnight sector, as shown by equation 6.1e) contribution becoming comparable to the background power law, acting to shift the MLT peak towards dawn.
6.6.2 Average Ion Mass

The field-aligned distribution of average ion mass is modelled using a power law form function, where the power law index is allowed to be negative, as discussed in section 6.3. This functional form provides a distribution where the average ion mass maximises towards the magnetic equatorial point on the field line. As discussed for the average model (Chapter 5), this represents the effects of the centrifugal force, which acts more effectively on the heavier ions [Lemaire and Gringauz, 1998; Takahashi et al., 2004; Denton et al., 2006, 2009]. The resulting model is defined by equation 6.2, and is parameterised by the equatorial average ion mass, $m_{av0}$, and the power law index, $\beta$.

The average ion mass at the equatorial point on a field line, $m_{av0}$, is described by the sinusoidal function in equation 6.2b. Results from the average model observed an MLT asymmetry in the average ion mass distribution, with enhanced values on the nightside, peaking in the evening sector. In addition, an $L$ dependence in $m_{av0}$ described increasing values of average ion mass with decreasing $L$. These features of the distribution were attributed to the plasma sheet population. Enhanced ionospheric outflows of heavy ions are known to occur at high latitudes, in the cusp and auroral zone [Shelley et al., 1972, 1982; Lockwood et al., 1985a,b; Chappell et al., 1987; Chappell, 1988; Andre and Yau, 1997; Yau and Andre, 1997; Peterson et al., 2008; Liao et al., 2010; Li et al., 2012]. The convection of the plasma, which has an increased relative concentration of heavy ions, to the plasma sheet and then Earthwards to the closed magnetosphere, populates the nightside region [Chappell et al., 1987; Chappell, 1988; Yau and Andre, 1997; Cully et al., 2003; Dandouras et al., 2005; Kistler et al., 2010; Liao et al., 2010; Mouikis et al., 2010; Haaland et al., 2012a; Haaland et al., 2013; Kronberg et al., 2012]. Due to mass dispersion effects, heavier ions are convected to lower $L$ values compared to lighter ions, resulting in an $L$ shell gradient of average ion mass [Lockwood et al., 1985a,b; Chappell, 1988; Andre and Yau, 1997; Yau and Andre, 1997; Haaland et al., 2009; Maggiolo and Kistler, 2014]. It was also noted that an additional minor contribution to the average ion mass distribution is the presence of a heavy ion torus located just outside the plasmasphere, enhancing the average ion mass values in this region [Chappell, 1982; Horwitz et al., 1984, 1986; Roberts et al., 1987; Comfort et al., 1988; Berube et al., 2005; Darrouzet et al., 2009; Nosé et al., 2011; 2015]. In agreement with a proposed formation mechanism of the heavy ion torus, an interaction between the plasmasphere and ring current, the corresponding heavy ion enhancement is greatest in the
evening MLT sectors [Horwitz et al., 1986; Roberts et al., 1987; Burch et al., 2001; Nose et al., 2011].

The dependences of the equatorial average ion mass, $m_{av0}$, as shown by equation 6.2b, are illustrated in Figure 6.4e-h. In terms of the MLT dependence of $m_{av0}$, no coherent variations with Dst index could be identified from the data. The sinusoidal variations are in good agreement with the average model, with $m_{av0}$ peaking in the evening sector. Although, it is also noted that, in contrast with the average model, no discernible $L$ dependence in the amplitude of the MLT variations was apparent in the data analysis, and consequently, a dependence was not quantified. However, it was observed that the sinusoidal offset term in equation 6.2b, representing $m_{av0}$ averaged over MLT variations, demonstrated significant dependences with Dst index. The $L$ gradient increases with decreased Dst index, to the extent that the gradient becomes positive for active geomagnetic conditions. Therefore, $m_{av0}$ decreases with increasing $L$ value for quiet times (Figure 6.4h), whereas $m_{av0}$ increases with increasing $L$ value for disturbed times (Figure 6.4e). In addition, the intercept of the linear dependence decreases with decreased Dst index (equation 6.2b). The overall result is a significant increase in $m_{av0}$ at the higher $L$ values of the model $L$ range ($L \gtrsim 6.5$), and a small decrease in $m_{av0}$ at the lower $L$ values ($L \lesssim 6.5$), over all MLT sectors. This feature is in agreement with multiple previous studies [Young et al., 1982; Takahashi et al., 2006; Maeda et al., 2009; Nose et al., 2009; Mouikis et al., 2010; Ohtani et al., 2011; Maggiolo and Kistler, 2014], and can be attributed to the increased $O^+$ concentration of the plasma sheet population. Increased magnetic activity causes increased heating of the atmosphere and ionosphere, a result of the dissipation of auroral currents and $E \times B$ drifts, resulting in a rise in the ion and neutral scale heights. As $O^+$ ions have a relatively low scale height, they react more strongly to changes in magnetic activity compared to other ions [Young et al., 1982]. In addition, an increase in magnetic activity can also increase ionisation by auroral electrons, where the precipitating electrons are deposited at altitudes where oxygen is the dominant species [Young et al., 1982]. Therefore, both changes in the scale height and ionisation by auroral electrons have effects that are most significant for $O^+$ ions [Young et al., 1982; Kronberg et al., 2012], resulting in enhanced $O^+$ concentrations for ionospheric outflows in the cusp and nightside auroral regions. The outflowing plasma at high latitudes is convected through the lobes to the plasma sheet, and to the nightside inner magnetosphere [Yau et al., 1985; Lennartsson and Shelley, 1986; Ebihara et al., 2006; Kistler et al., 2006; Haaland et al., 2009; Liao et al., 2010; Yau et al., 2012; Denton et al., 2014; Maggiolo and Kistler, 2014].
This process supports the observed increase in $m_{av0}$ with increased geomagnetic activity, most significantly at higher $L$ values towards the plasma sheet (Figure 6.4e-h).

As mentioned previously, the heavy ion torus also contributes to the $m_{av0}$ dependence on Dst index, although the $L$ range of the model covers only the outer regions of the heavy ion torus, so the contribution to the average ion mass is minor compared to the plasma sheet population. It has been suggested by Nosé et al. [2011] that during the storm main phase, the strong convective fields result in the erosion of the heavy ion torus, due to the formation of a plasmaspheric plume extending to the dayside magnetopause [Elphic et al., 1996; Ober et al., 1997; Sandel et al., 2001; Goldstein and Sandel, 2005; Grew et al., 2007; Borovsky and Denton, 2008; Walsh et al., 2013] and acceleration by magnetic field dipolarisation, accelerating $O^+$ ions and forming the $O^+$-rich ring current. This feature correlates with the $m_{av0}$ dependence on Dst index at lower $L$, where values decrease slightly for disturbed conditions (Figure 6.4e-h). The interactions between the expanding plasmasphere and ring current in the recovery phase of a storm are thought to repopulate the heavy ion torus, a feature of the quiet inner magnetosphere [Nosé et al., 2011].

The modelled field-aligned distribution of the average ion mass is also dependent on the power law index, $\beta$, defined by equation 6.2c, where the magnitude represents the gradient of the decrease in average ion mass moving away from the magnetic equator along a field line. Equation 6.2c shows that the parameter is described using a sinusoidal function, to include MLT dependences, with an offset defining the value of $\beta$ averaged over MLT variations.

As for the average model, the $\beta$ parameter, averaged over MLT, is observed to linearly become less negative with increasing $L$ value, as represented by the offset terms in equation 6.2c. This feature was attributed to the increasing magnetic field flux tube volume and length at increased $L$. Equation 6.2c shows that no dependence on Dst index is included for the model $\beta$ parameter offset term, which is due to a lack of consistent variations with Dst index in the data.

As shown by equation 6.2c, the power law index, $\beta$, is observed to demonstrate dependences with MLT, indicated by the sinusoidal component. The phase of the sinusoidal term is such that the most negative $\beta$ values at a particular $L$ value are observed at dusk, in good agreement with the average model. In this region, there will be reduced upwelling of ionospheric $O^+$ ions, due to reduced solar illumination [Young et al., 1982; Lennartsson, 1989; Stokholm et al., 1989], resulting in a larger gradient along the field line. Furthermore, the convection of the $O^+$-rich plasma sheet population acts to enhance the equatorial average
ion mass for nightside MLT sectors, and steepen the field-aligned gradient. The phase of the
sinusoidal term is observed to show no coherent dependences on Dst index, implying that
the MLT location of the power law index minima is independent of geomagnetic activity.

The amplitude of the MLT dependence of $\beta$ is shown to depend on Dst index (see equation 6.2c). However, it is noted that the amplitude term does not include a linear dependence on $L$ value, unlike the average model, as no identifiable variations were present in the data. The geomagnetic activity dependence is such that the amplitude is observed to decrease and the gradient in $L$ becomes flatter with decreased Dst index values. This corresponds to the dawn-dusk asymmetry in $\beta$ reducing, and its variation with $L$ also reducing. As previously mentioned, during disturbed conditions, enhanced ionospheric outflows of $O^+$ ions at high latitudes convect, through the plasma sheet, to the inner magnetosphere. This increases the average ion mass across all MLT sectors (Figure 6.4). Therefore, this will act to reduce the diurnal variations and decrease the amplitude of the MLT dependence of $\beta$.

### 6.6.2.1 Cusp enhancement

The spatial distribution of average ion mass has been shown to vary strongly with Dst index, as illustrated by the middle panels of Figure 6.3 and Figure 6.4. The features of the average ion mass model indicate that during disturbed conditions, enhanced heavy ion outflows occur at high latitudes, and strongly influence the spatial distribution of average ion mass in the closed magnetosphere. By mapping the average ion mass values close to the ionosphere, the distributions shown in Figure 6.6 and Figure 6.7 are provided. These figures provide some detail on heavy ion outflows on the field lines corresponding to the spatial distributions shown in Figure 6.3 and Figure 6.4. As mentioned previously, it has been assumed that the field-aligned distribution defined by equation 6.2 can be extrapolated to high latitudes along the field line, which is an unjustified assumption. Therefore, the average ion mass values are not expected to be a valid representation of this region, but the analysis of Figure 6.6 and Figure 6.7 is intended to provide some information on the relative magnitudes of heavy ion outflows.

Figure 6.6 shows the average ion mass values for a Dst index value equal to 0 nT, which corresponds to quiet geomagnetic conditions, and Figure 6.7 shows the average ion mass values at a Dst index value equal to -100 nT, representing relatively active conditions. Each panel of Figure 6.6 and Figure 6.7 is an average of values for each MLT sector, as labelled. A
comparison of Figure 6.6 and Figure 6.7 indicates that for disturbed conditions, the average ion mass increases across all MLT sectors. The key feature is a significant enhancement in values for the nightside MLT sector in Figure 6.7. Furthermore, it can be seen that for quiet conditions, the values decrease with increasing latitude (Figure 6.6). In contrast, for active intervals, this dependence reverses, resulting in an increase in average ion mass with increasing latitude, as illustrated in Figure 6.7. This provides support for the expected enhancement in heavy ion outflows at high latitudes during geomagnetically active conditions [Shelley et al., 1972, 1982; Lockwood et al., 1985a,b; Chappell et al., 1987; Chappell, 1988; Andre and Yau, 1997; Yau and Andre, 1997; Peterson et al., 2008; Liao et al., 2010; Li et al., 2012]. These heavy ion outflows are then convected into the inner magnetosphere, providing the spatial distributions of average ion mass shown in Figure 6.3e-h and Figure 6.4e-h.

6.6.3 Mass Density

By combining the electron density and average ion mass empirical models, using equation 3.1, a model describing the variations of the total mass density along closed field lines can be inferred, which includes dependences on $L$ value, MLT and Dst index. As discussed in Chapter 3, this empirical modelling approach accounts for the contributions of both the number density and ion composition of the plasma. The spatial distributions predicted by this mass density model for various values of Dst index are shown in the right panels of Figure 6.3 and Figure 6.4 mapped to the X-Z SM plane and T96 magnetic equatorial plane respectively, where it is clearly illustrated that the mass density varies significantly with geomagnetic activity. The field-aligned distribution of the mass density is now discussed, specifically focusing on the variations with Dst index. For additional details on the dependences on $L$ and MLT, refer to Chapter 3.

Figure 6.11 shows the field line profiles at multiple Dst index values, and comparing for different MLT and $L$ values. The first feature that is apparent from Figure 6.11 is the mass density along the full field line, in general, decreases with decreasing Dst index, except for the morning MLT sector at high $L$ values (see upper two right panels in Figure 6.11). This indicates that the Dst variations are generally dominated by changes in the plasma number density, as the electron density is observed to decrease during geomagnetically active conditions (as discussed in section 6.6.1). However, for high $L$ values in the morning sector (upper two right panels), this dependence reverses, such that the mass density along the
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Field line for all MLT is observed to slightly increase with decreasing Dst index. In this case, the ion composition is the dominant factor, where the increasing relative concentration of O\(^+\) ions during disturbed conditions acts to increase the mass density despite the decreased number density. This feature may be a result of the relative enhancement in electron density at approximately dawn for disturbed conditions (Figure 6.4a), expected to be due to the plasma sheet population, as previously discussed. As the number density decrease is not as significant in this region, compared to lower \(L\) shells and other MLT sectors, the ion composition variations dominate, resulting in the mass density increase.

The general decrease in mass density during decreased Dst index is also apparent from the spatial distributions shown in Figure 6.3 and Figure 6.4. This feature is a somewhat unexpected result, which will now be examined in further detail. Previous statistical studies have observed the mass density to increase in this region during geomagnetically disturbed periods, in particular Takahashi et al. [2002, 2006, 2010] and Min et al. [2013]. These observations were interpreted as a result of the injection of heavy ions into the closed magnetosphere during the main phase of a storm, causing high relative concentrations of O\(^+\) ions. The increased average ion mass was thought to dominate over the relatively weak reductions in electron density, and act to increase the plasma mass density. Although it was noted by Takahashi et al. [2006] and Min et al. [2013] that the mass density enhancements were relatively short lived and weakly correlated with Dst index. The studies [Takahashi et al., 2002, 2006, 2010; Min et al., 2013] all indirectly inferred the equatorial total mass density values from spacecraft observations of toroidal standing Alfvén wave harmonic frequencies. Using the MHD wave equation (see equation 1 of Takahashi et al. [2010]) combined with a numerical magnetic field model, the mass density was determined by choosing the value that gives an eigenfrequency matching the observed frequency. In order to estimate the equatorial mass density using this method, a function describing the field-aligned dependence of mass density must be assumed. These studies all used a power law function to represent the distribution along magnetic field lines, however, previous studies have shown that this form does not represent an observed peak in mass density close to the magnetic equator [Takahashi et al., 2004; Denton et al., 2006; Takahashi and Denton, 2007; Denton et al., 2009]. The localised peak is also observed in this study (see Figure 6.11), as well as the average model. However, as the mass density contribution to determining the field line frequency is mainly at the equator, where the magnetic field is weakest, the estimated
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Figure 6.11: Panels showing the mass density (amu.cm$^{-3}$) as a function of the normalised radius, $R_{\text{norm}}$. The mass density values are calculated by combining the electron density (equation 6.1) and average ion mass (equation 6.2) field-aligned models using equation 3.1. Each panel shows the field line distribution at a different value of the Dst index (nT), as indicated by the linestyle. The left (right) panels show profiles for $L = 6$ ($L = 9$), and the vertical panels show profiles for multiple MLT values. The vertical dashed lines on each panel indicate the boundary separating the power law and Gaussian form field-aligned dependence for the electron density model.

Equatorial mass density should not differ significantly from the true value. In addition, these inaccuracies would not be expected to reverse the dependence on geomagnetic activity.

In contrast, other studies have observed decreased mass densities associated with geomagnetically active conditions [Menk et al., 1999; Dent et al., 2006; Denton et al., 2006].
Menk et al. [2014], in agreement with this model. Denton et al. [2006] used ratios of observed toroidal standing Alfvén wave frequency harmonics with a Monte Carlo fit to infer field line distributions of mass density at different Dst index values. Unlike the previously mentioned studies, the equatorial peak in the mass density distribution was accounted for, assuming a polynomial form to represent field-aligned variations. Denton et al. [2006] found that at high latitudes, away from the magnetic equatorial plane, the mass density decreased with decreased Dst index. This resulted in a more peaked distribution for disturbed conditions. This feature was attributed to an increased ring current and reduced plasmaspheric density (as previously discussed in section 6.6.1). However, the equatorial mass density showed little variation with Dst index, unlike the results presented here. Although it should be noted that Denton et al. [2006] compared only two samples of the mass density observed at different Dst index, and that the inversion technique employed required a functional form describing the field-aligned distribution to be assumed. A study conducted by Menk et al. [1999, 2014] also observed decreased mass density during disturbed conditions. The plasmaspheric mass density was inferred from ground-based observations of FLR frequencies for different Kp values, where the Kp index represents the level of geomagnetic activity. Menk et al. [1999, 2014] found that the mass density was increased during low Kp intervals, corresponding to quiet conditions. This feature was attributed to the refilling of the plasmasphere in the recovery phase and following storms, which caused the mass density to be increased compared to storm times, where the plasmasphere is depleted. Furthermore, Dent et al. [2006] presented measurements of the total plasma mass density, inferred from ground magnetometer observations of FLR frequencies, showing an overall depletion of the total plasma mass density during a geomagnetic storm period. The analysis indicated that, although an enhancement in the heavy ion population occurred, when combined with a decrease in number density, the overall effect was reduced values in plasma mass density across all L shells examined ($2.3 \leq L \leq 6.3$) during disturbed conditions. Therefore, there is evidence both in agreement and in opposition to the observed decrease in mass density at low L values, but the reasons for these differences are unclear at present.

Figure 6.11 also illustrates variations in the shape of the field line profiles with geomagnetic activity. Note that the dependence of profile shape on L and MLT during quiet conditions are examined for the average model (Chapter 5), and will not be discussed in detail here, instead focusing on the variations on Dst index. Firstly, the high latitude region (left of dashed vertical lines) will be considered, where power law dependences are observed,
with the electron density model following a positive power law index (equation 6.1) and the average ion mass following a negative power law index (equation 6.2). It has been shown that the power law indices (equation 6.1d and equation 6.2c) do not demonstrate any strong dependences on Dst index, and therefore, the difference between profiles shown in Figure 6.11 are predominantly due to variations in the equatorial values (equation 6.1c and equation 6.2b). It is clear from Figure 6.11 that the high latitude region is characterised by a decrease in mass density values during disturbed conditions, for the majority of $L$ values and MLT sectors. As mentioned above, this is due to the decreased number density dominating over ion composition variations for disturbed conditions. The exception is for field lines at higher $L$ values in the morning sector, referring to the upper two left panels of Figure 6.11, where an increase in mass density during disturbed conditions is shown. As previously discussed, this increase is due to the ion composition contribution dominating over the number density contribution.

The lower latitude region is also seen to vary with geomagnetic activity, as shown by the profiles in Figure 6.11. In this region, the electron density is locally peaked above the background power law distribution, where the relative peak height reduces during disturbed conditions, as described by equation 6.1. The average ion mass also approaches a maximum towards the magnetic equator (equation 6.2), so the resulting mass density distribution is expected to be peaked in this region, as shown by the average model and multiple others [Takahashi et al., 2004; Denton et al., 2006; Takahashi and Denton, 2007; Denton et al., 2009]. Consistent with the previous discussion, the peak decreases during disturbed conditions across all regions, except for the morning sector at higher $L$ values (upper two left panels in Figure 6.11), where the peak height slightly increases. As discussed, this feature is attributed to the magnitude of electron density depletion being reduced in this region, such that the increase in average ion mass is the dominant contribution to the total plasma mass density.

### 6.6.4 Comparison to parametrisation with Kp index

Although the dependences of mass density on geomagnetic activity have been quantified using Dst index as a proxy for the level of magnetic field disturbances, it was mentioned previously (section 6.5) that many studies choose to use Kp index instead [Menk et al., 1999; Gallagher et al., 2000; Takahashi et al., 2002; Denton et al., 2006; Takahashi et al., 2006, 2010, 2014]. The key difference between Dst index and Kp index is attributed to
the location of the magnetometer stations, from which the magnetic field disturbances are observed. Whereas Dst index is a result of observations taken at low latitudes, Kp index is based on observations at a larger range of latitudes. Therefore, the variations in Dst index are largely dependent on the ring current intensity, and the variations in Kp index are controlled by the auroral current systems in addition to the ring current.

In order to understand how using Kp index as a proxy for the level of geomagnetic activity orders the data, the variations in the field-aligned distributions of electron density and average ion mass were quantified, including dependences with Kp index. The corresponding mass density model was inferred, and the resulting spatial distributions are shown in Figure 6.9 and Figure 6.10. These can be directly compared to the spatial distributions for the Dst dependent models shown in Figure 6.3 and Figure 6.4. Although a detailed comparison of the quantitative differences between model parameters is outside of the scope of this study, some key features will be highlighted.

The same functional form for the electron density field-aligned distributions was chosen for both the Dst dependent model (equation 6.1) and the Kp dependent model (equation 6.3), and both electron density models cover $4.5 \leq L < 9.5$. The power law form, used to represent variations at high latitudes, is parameterised by the electron density at the magnetic equatorial plane, $n_{e0}$, and the power law index, $\alpha$. A comparison of the $n_{e0}$ model parameter for the Dst dependent model (equation 6.1c) and the Kp dependent model (equation 6.3c) indicates that a steeper decrease in $n_{e0}$ with increased activity for the Dst model. Furthermore, the gradient of $n_{e0}$ with $L$ value decreases at a stronger rate with respect to Dst index than Kp index. In terms of $n_{e0}$ dependences on MLT, both models demonstrate the peak MLT location moving to earlier MLT values, although the rotation is greater for the Dst dependent model. The power law form is also parameterised by the power law index. Both the Dst dependent model $\alpha$ (equation 6.1d) and the Kp dependent model $\alpha$ (equation 6.3d) do not include any dependence on geomagnetic activity, as no coherent variations could be identified from the dataset. The electron density model also includes a Gaussian function to describe a peak in electron density localised to the magnetic equatorial plane (equation 6.1b and equation 6.3b). The peak height relative to the background power law distribution, $a$, is defined by equation 6.1e for the Dst dependent model, and equation 6.3e for the Kp dependent model. Both model $a$ parameters show the same variation with geomagnetic activity, with negligible deviations in values between them. Overall, the electron density model exhibits stronger dependences on Dst index compared to Kp index, where
the associated variations in electron density are attributed to increased convective flows in
the closed magnetosphere with increasingly active geomagnetic conditions.

The average ion mass was also modelled including dependences on both Dst index and
Kp index, covering closed field lines within $5.9 \leq L < 9.5$. The power law form was used for
both (equation 6.2 and equation 6.4), which is parameterised by the average ion mass at the
magnetic equatorial point of a field line, $m_{av0}$, and the power law index, $\beta$. The $m_{av0}$ model
parameter demonstrates a stronger increase in $m_{av0}$ at low $L$ values, and a stronger decrease
in $m_{av0}$ at high $L$ values, when parameterised with Dst index (equation 6.2b) compared to
Kp index (equation 6.4b). This feature is illustrated through a comparison of the middle
panels of Figure 6.4 and Figure 6.10. Referring to the $\alpha$ parameter, no dependence on Kp
index was quantified, as no clear variations could be identified from the dataset (equation
6.4c). However, the Dst dependent model observed dependences in the amplitude of $\alpha$ MLT
variations when parameterised with Dst index (equation 6.2c). Therefore, the average ion
mass models suggest that dependences in plasma ion composition with geomagnetic activity
are stronger with respect to Dst index, compared to Kp index.

Using the same method as for the Dst dependent model, the electron density (equation
6.3) and average ion mass models (equation 6.4) are combined to infer an empirical model
for the total plasma mass density, including dependences on Kp index. The model describes
the total plasma mass density distribution for closed field lines, over all MLT sectors in the
region of $5.9 \leq L < 9.5$. As for the Dst model, the combination of decreased plasma number
density and increased heavy ion concentration, results in decreased total mass density for
disturbed conditions. This indicates the dominance of number density variations compared
to ion composition. It has been identified that variations in both electron density and
average ion mass are stronger when parameterised with Dst index than Kp index. Therefore,
dependences in the total plasma mass density are correspondingly stronger for Dst index
compared to Kp index, as expected. It can be concluded from the comparison that the
Dst index is a better proxy for storm-related variations and convective flows in the closed
magnetosphere than the Kp index. This is thought to be due to the Dst index being
predominantly controlled by the ring current, so it is more effective at isolating storm-related
magnetic field perturbations. In contrast, the Kp index includes larger contributions from
other current systems, such as auroral current systems. The inclusion of additional current
systems, affected by non-storm related processes, act to smooth the variations in electron
density and average ion mass, when using Kp index as a proxy for geomagnetic activity 

Further analysis, not included here, involved examining the dependence of the electron density, average ion mass, and total plasma mass density spatial distributions on IMF orientation. Using the same empirical modelling technique as for the average model (Chapter 5), data were binned for prolonged northward IMF intervals and southward IMF intervals. The resulting distributions during northward IMF conditions generally indicated increased electron densities, decreased average ion mass, and an overall increase in total plasma mass density. In comparison to the expected distributions using the Dst models and Kp models, the electron density, average ion mass, and mass density values were in close agreement, with some deviations attributed to the formation of a cold dense plasma sheet under northward IMF Terasawa et al., 1997; Fujimoto et al., 1998; Wing et al., 2002; Thomsen et al., 2003; Hasegawa et al., 2004; Li et al., 2005; Øieroset et al., 2005; Wing et al., 2005; Lavraud et al., 2006a,b; Wing et al., 2006; Imber et al., 2007; Nagata et al., 2007, 2008; Wang et al., 2010. The results for southward IMF conditions showed decreased electron densities, increased average ion mass, and a slight overall decrease in the total plasma mass density, compared to the average model. The dependences are in significant agreement with the Dst models and Kp models, for the corresponding level of geomagnetic activity. This indicates that the variations under southward IMF conditions are due to the same processes under an enhanced geomagnetic activity, namely enhanced convective flows towards the dayside magnetopause and increased heavy ion outflows.

In addition, previous studies have shown that the electron density and ion composition, and therefore the total plasma mass density, in the closed magnetosphere has a solar cycle dependence. It has been observed that during times of increased solar activity, the number density is enhanced and the average ion mass is increased, relative to low solar activity periods Young et al., 1982; Horwitz et al., 1986; Comfort et al., 1988; Lennartsson, 1989; Lawrence et al., 1999; Su et al., 2001; Nosé et al., 2009; Mouikis et al., 2010; Denton et al., 2011. This is due to increased solar flux resulting in increased photoionisation in the ionosphere. Using the Cluster dataset of electron density and average ion mass observations, dependences on solar flux were examined. However, due to a significant change in orbital configuration during solar minimum, the coverage of electron density data along field lines is not uniform with solar activity. Furthermore, the average ion mass dataset does not cover the full solar minimum phase, due to CODIF instrumental issues. Consequently, due to the
constraints of the datasets, quantifying the field-aligned dependence of electron density and average ion mass with solar activity was not possible. However, the initial analysis suggested that variations of electron density and average ion mass with F10.7 cm flux, an indicator of solar activity, were relatively minor compared to spatial variations and variations with geomagnetic activity.
Chapter 7

Applications

The empirical models developed in Chapter 5 and Chapter 6 describe the spatial distribution of total plasma mass density in the closed magnetosphere, and considers variations with geomagnetic activity. The mass density distributions provide information on the structure of the magnetosphere, and has important implications for various dynamical processes. In this chapter, the role of plasma mass density in determining frequencies of standing Alfvén waves on closed field lines is examined, exploring spatial and geomagnetic variations. The empirical mass density models are employed to estimate the frequencies, using the time-of-flight method. Furthermore, the validity of the estimated frequencies are assessed through a comparison with average FLR frequencies observed by ground magnetometers.

7.1 Time-of-flight method

The FLR process involves the formation of a standing Alfvén wave on a closed geomagnetic field line, as detailed in section 1.5. Considering the propagation of an Alfvén wave along a given magnetic field line, the resonant eigenfrequencies are determined by the field line length and the Alfvén speed (equation 1.37). The Alfvén speed (equation 1.35) is a function of local plasma mass density and magnetic field strength, so will vary significantly along closed field lines. Taking this into account, the resonant fundamental mode frequency, $f$, of a given field line can be approximated using the time-of-flight technique [Warner and Orr, 1979]

$$\frac{1}{f} = 2 \int \frac{ds}{v_A}$$

(7.1)
where the integral is taken over the field line length. This technique requires assumptions of the magnetic field line length, and field-aligned variations of the magnetic field strength and plasma mass density, which determine the Alfvén speed distribution along the field line (equation 1.35). Using a simple dipolar magnetic field model combined with a radial power law mass density model, this technique is demonstrated in Figure 7.1, where the time-of-flight approach was applied to multiple field lines covering a range of $L$ values and all MLTs. The radial power law mass density model is defined to have a mass density of 100 cm$^{-3}$ at $L = 4$, decreasing with radial distance in the equatorial plane with a $r^{-4}$ dependence, as used in previous studies [Warner and Orr, 1979; Wild et al., 2005]. The mass density model is based on OGO (Orbiting Geophysical Observatories) observations of H$^+$ densities, presented in a study by Chappell [1972]. Figure 7.1 shows the frequencies calculated using equation 7.1 plotted at the field lines position in the dipole magnetic equatorial plane (left panel) and the field line footprint latitude (right panel), considering field lines with $L$ values covering $4 \leq L < 10$. The choice of magnetic field model and mass density model used to produce the results shown in Figure 7.1 are clearly very simplistic, neglecting any local time variations, but are included here to illustrate the time-of-flight technique.

**Figure 7.1**: Field line oscillation frequency calculated using the time-of-flight approximation, where a dipole magnetic field model and a radial power law mass density model were employed. The left panel shows the frequencies mapped to the field lines’ position in the magnetic equatorial plane. The right panel shows the frequencies mapped to the AACGM latitude and MLT of the field line footprints in the northern hemisphere.
An alternative method in determining the resonant frequency for a given field line is using the method, where the MHD wave equation is numerically solved using a fourth-order Runge-Kutta algorithm. In a study conducted by the estimated frequencies using the time-of-flight approximation (equation 7.1) were directly compared to frequencies calculated using the method, where the T96 magnetic field model and a radial power law mass density model were used for both. The T96 magnetic field model at spring equinox, with an input dynamic pressure value of 2 nPa, was used. Although the time-of-flight technique is relatively simplistic compared to the method, showed that the frequencies were in good agreement up to field line footprint latitudes above approximately 75°, where the estimates diverged. As the empirical mass density models cover field lines with footprints well below 75°, the simpler and quicker time-of-flight approximation is chosen over the method to estimate the resonant frequencies.

### 7.1.1 Wild et al. [2005] study

Previous studies have explored estimating standing Alfvén wave eigenfrequencies using the time-of-flight approximation with realistic magnetic field models. presented an assessment of field line eigenfrequencies calculated using equation 7.1 employing the T96 magnetic field model and a simple radial power law mass density model, for high latitude closed geomagnetic field lines. The results indicated that the use of the realistic T96 magnetic field model, compared to previous calculations using more simplistic magnetic field models, provides more representative estimates of the eigenfrequencies. The use of the T96 magnetic field model provides a more realistic description of local time variations, field configuration at high latitudes, and dependences on geomagnetic activity and solar wind conditions.

Estimates of field line fundamental model frequencies are shown in Figure 7.2, corresponding to the T96 magnetic field model and the radial power law mass density model used in Figure 7.1. A comparison of Figure 7.1 and Figure 7.2 clearly illustrates the effects of using a more realistic magnetic field model on the calculated frequencies. Local time variations in the magnetic field configuration are represented as variations in the frequency with MLT.
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Figure 7.2: Same format as Figure 7.1 where the time-of-flight calculated frequencies correspond to the use of the T96 magnetic field model and a radial power law mass density model.

However, the mass density model used in the time-of-flight approximation for calculating the frequencies shown in Figure 7.2 is highly simplistic. It has been shown that the magnetospheric mass density distribution contains strong variations with MLT, responds strongly to a range of dynamical processes in the magnetosphere, and cannot be described validly with a simple radial power law mass density model (see Chapter 5 and Chapter 6). As the local Alfvén velocity depends on the plasma mass density (equation 1.35), the resonant frequency for a given field line will depend on the mass density distribution along the field line, as well as the magnetic field. Therefore, the time-of-flight analysis of field line resonant frequencies presented by Wild et al. (2005) can be further refined by including the empirical mass density models developed previously (Chapter 5 and Chapter 6) to account for the mass density contribution, in addition to a realistic magnetic field model. This forms the basis of the following study.

7.2 Results

The time-of-flight technique is now applied to calculate the resonant frequencies for a range of field lines, using the T96 magnetic field model and the empirical mass density models presented in Chapter 5 and Chapter 6. The models involved separately modelling field-aligned variations of total electron density and average ion mass, using WHISPER and
CODIF observations respectively. The electron density models and average ion mass models included variations with $L$ and MLT, and the combination of the models (using equation 3.1) provide corresponding mass density models covering all MLT and $L$ values in the region of $5.9 \leq L < 9.5$. The models are based on the full datasets, for the time interval of 2001 - 2012.

### 7.2.1 Average mass density model

Figure 7.3 presents the resonant frequencies calculated with the time-of-flight approximation for a range of field lines, using the T96 magnetic field model and the average mass density model, presented in Chapter 5. The T96 magnetic field model used here corresponds to spring equinox, with a dynamic pressure of 2 nPa. For comparison, the frequencies have been calculated using both forms of the electron density model: the power law form (upper panels), and the use of the Gaussian function at low latitudes (lower panels). The left panels show the frequencies plotted at the field lines’ position in the magnetic equatorial plane, and the right panels show the frequencies plotted at the field lines’ footprint position. The spatial coverage of field lines shown is restricted by the $L$ range of the mass density model used ($5.9 \leq L < 9.5$).

Figure 7.3 shows some differences in the time-of-flight calculations, which are further illustrated in Figure 7.4 and Figure 7.5 showing latitude profiles and MLT profiles for the calculated frequencies. The grey profiles represent the time-of-flight calculated frequencies using the radial power law mass density model. The green profiles correspond to the empirical mass density model, where the Gaussian function was used at low latitudes in the electron density model. The blue profiles correspond to the empirical mass density model, where a power law form was extrapolated and used at low latitudes. Many models using the power law form for plasma number density are based on spacecraft observations, which are used to fit for the equatorial electron density model parameter, $n_{e0}$, using a power law function (equation 5.2d). Assuming the power law index is described by equation 5.2d, electron density observations obtained by a spacecraft at high latitudes, where the power law dependence is observed, would correspond to an equatorial electron density value of $n_{e0}$ under a power law distribution. In contrast, for a spacecraft located in the magnetic equatorial plane, the observed equatorial electron density would be equal to $n_{e0} + a$, due to the localised enhancement. Therefore, assuming a power law form for the field-aligned electron
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Figure 7.3: Same format as Figure 7.1, where the time-of-flight calculated frequencies correspond to the use of the T96 magnetic field model and the empirical average mass density model (a combination of the electron density model defined by equation 5.2 and the average ion mass model defined by equation 5.3, as discussed in Chapter 5). The frequencies using both the extrapolated power law form (upper row) and Gaussian function (lower row) for the low latitude electron density dependence are shown for comparison.

density can produce two models with different equatorial values, due to spacecraft locations. The corresponding mass density models were used to calculate the field line resonant frequencies using the time-of-flight technique, as represented by the blue profiles in Figure 7.4 and Figure 7.5. The blue solid profiles correspond to the power law form using an equatorial electron density equal to \( n_{e0} \), representing results for high-latitude spacecraft observations, and the blue dashed profiles correspond to the power law form using an equatorial electron density equal to \( n_{e0} + a \), representing results for equatorial spacecraft observations. The parameters \( n_{e0} \) and \( a \) are defined by equation 5.2c and equation 5.2c respectively. The
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time-of-flight calculations shown in Figure 7.4 and Figure 7.5 indicate several clear differences in estimated frequencies depending on the choice of mass density model, which will be discussed further in the following section.

Figure 7.4: Field line oscillation frequency as a function of AACGM latitude, calculated using the time-of-flight approximation with the T96 magnetic field model and various mass density models (as indicated by the profile colours). The grey lines correspond to a radial power law mass density model, and the green and blue lines correspond to the empirical mass density model (a combination of the electron density model defined by equation 5.2 and the average ion mass model defined by equation 5.3, as discussed in Chapter 5). The blue lines show calculated frequencies using the extrapolated power law form for the low latitude electron density dependence, based on hypothetical spacecraft observations of electron density off-equator (solid) and in the equatorial plane (dashed). The green solid lines show calculated frequencies using the Gaussian function for the low latitude electron density dependence. Each panel corresponds to field lines at different MLTs, as indicated.

7.2.2 Dependence on geomagnetic activity

Time-of-flight calculations are also computed for the empirical mass density model including dependences with geomagnetic activity, presented in Chapter 6. As for the average model, the Dst model combines an empirical electron density model (equation 6.1) and empirical average ion mass model (equation 6.2), describing field-aligned variations, which are both parameterised by Dst index. The resulting mass density model describes Dst index variations from -100 nT to 10 nT.

Using the same approach as before, the time-of-flight approximation provides estimated
Alfvén wave frequencies, assuming magnetic field and mass density models (equation 7.1). Figure 7.6 shows the estimated frequencies for a range of field lines covering all MLTs and 5.9 ≤ L < 9.5. Each row represents a different value of Dst index, used in the magnetic field model and mass density model, where both models are parameterised by Dst index. The T96 magnetic field was set to spring equinox conditions. Dst index values from -100 nT to 0 nT have been considered, representing geomagnetically active conditions to quiet conditions,
respectively. The left panels of Figure 7.6 show the frequencies plotted at the field lines’ position in the magnetic equatorial plane and the right panels show the frequencies plotted at the field lines’ ionospheric footprint. Note that the footprint latitude coverage shown in the right panels of Figure 7.6 varies with Dst index due to the mapping of field lines, as the inner magnetospheric field lines expand during times of enhanced ring current.

In order to compare frequency variations with Dst index more quantitatively, latitude profiles and MLT profiles are included in Figure 7.7 and Figure 7.8. The coloured profiles correspond to the use of the Dst mass density model at different values of Dst index, as labelled, and the grey profile corresponds to the use of the average mass density model, for comparison.
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Figure 7.6: Same format as Figure 7.1, where the time-of-flight calculated frequencies correspond to the use of the T96 magnetic field model and the empirical Dst-dependent mass density model (a combination of the electron density model defined by equation 6.1 and the average ion mass model defined by equation 6.2, as discussed in Chapter 6). Each row corresponds to frequencies calculated for different values of the Dst index.
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Figure 7.7: Same format as Figure 7.4, where frequencies are calculated using the time-of-flight approximation with the T96 magnetic field model and various mass density models (as indicated by the profile colours). The grey profiles correspond to the empirical average mass density model (a combination of the electron density model defined by equation 5.2 and the average ion mass model defined by equation 5.3, as discussed in Chapter 5). The red, green, blue, and purple profiles correspond to the use of various Dst index values with the empirical Dst-dependent mass density model (a combination of the electron density model defined by equation 6.1 and the average ion mass model defined by equation 6.2, as discussed in Chapter 6). The legend above the panels indicates the colour coding of the profiles using the empirical Dst-dependent mass density model.
Figure 7.8: Same format as Figure 7.5, where frequencies are calculated using the time-of-flight approximation with the T96 magnetic field model and various mass density models (as indicated by the profile colours). The same colour coding is used as in Figure 7.7.
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The results of the time-of-flight calculations indicate several features and differences in profiles through using various mass density models. The contribution of the mass density models in estimating standing Alfvén wave frequencies will now be discussed.

7.3.1 Average mass density model

The aim of the time-of-flight analysis is to improve the estimates of Wild et al. [2005], where a simple radial power law mass density model was used with the realistic T96 magnetic field model. Through a comparison of the frequency profiles corresponding to the radial power law mass density model (solid grey) and the empirical mass density model (solid green), shown in Figure 7.4 and Figure 7.5, the contribution of the mass density distribution to standing Alfvén wave frequencies can be assessed. Figure 7.4 shows the frequency variation with footprint latitude. In agreement with multiple previous FLR observations and time-of-flight calculations, the estimated frequency for the radial power law mass density model (solid grey profile) is observed to decrease with increasing footprint latitude, across all MLT sectors (see also Figure 7.2), which is a feature attributed to the magnetic field contribution, as field line length increases and magnetic field strength decreases for increasing footprint latitude [Obayashi and Jacobs, 1958; Orr and Matthew, 1971; Samson et al., 1971; Samson and Rostoker, 1972; Yumoto et al., 1983; Glassmeier et al., 1984; Poulter et al., 1984; Engebretson et al., 1986; Mathie et al., 1999; Takahashi et al., 2002; 2004; Wild et al., 2005; Plaschke et al., 2008; Liu et al., 2009; Takahashi et al., 2015]. This feature is also observed for the profile corresponding to the empirical mass density model (solid green).

As shown in Figure 5.3, the mass density is observed to decrease with increasing $L$ value, which acts to increase the Alfvén speed (equation 1.35) and therefore, increase the standing Alfvén wave frequency (equation 7.1). The overall combination of the magnetic field and mass density variations is demonstrated by the empirical mass density model profile (solid green) in Figure 7.4 and the decrease in frequency with increasing latitude indicates that magnetic field variations are the dominant contribution.

Figure 7.5 illustrates the frequency variations with MLT, and it can be seen that the profile corresponding to the use of the radial power law mass density model (solid grey) demonstrates strong dependences with MLT, with frequency values maximising on the day-side. The diurnal variation in standing Alfvén wave frequency is a feature observed in pre-
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Previous studies [Yumoto et al., 1983; Junginger and Baumjohann, 1984; Poulter et al., 1984; Takahashi et al., 1984; Takahashi and McPherron, 1984; Mathie et al., 1999; Plaschke et al., 2008; Liu et al., 2009; Takahashi et al., 2015]. The radial power law mass density model profiles only include MLT asymmetries for the magnetic field contribution, and assumes the plasma mass density contribution has no MLT dependence. Therefore, the magnetic field results in higher frequencies on the dayside, where the magnetic field lines are shortest and the magnetic field strength maximises [Mathie et al., 1999; Wild et al., 2005]. By replacing the radial power law mass density model with the empirical mass density model, plasma mass density contributions to the MLT asymmetry in time-of-flight frequencies are included. The solid green profile in Figure 7.5 demonstrates the MLT dependences of the estimated frequencies using the empirical mass density model, which similarly to the use of the radial power law mass density model (solid grey profile), exhibits strong MLT dependences, although the peak frequency MLT location is shifted towards dawn and the lowest values are present towards dusk. This is due to the mass density values maximising in the evening sector, as a result of the plasmaspheric bulge and average ion mass enhancement (Figure 5.3), which acts to decrease the time-of-flight calculated frequencies [Junginger and Baumjohann, 1984; Takahashi et al., 2015]. Furthermore, the mass density contribution increases the MLT asymmetry of the frequency profiles, a feature observed through a comparison of the solid grey profiles and solid green profiles in Figure 7.5. It is noted that the frequency MLT asymmetry is greatest for lower latitudes (upper panel), corresponding to strongest mass density MLT asymmetries (Figure 5.3).

A comparison of the profiles corresponding to the empirical mass density model (green profile) and the radial power law mass density model (grey profile), in Figure 7.4 and Figure 7.5, indicate some large deviations, such that the empirical mass density model profile consistently displays lower frequency values. This suggests that the radial power law mass density model tends to underestimate mass density values compared to the empirical mass density model (equation 7.1 and equation 1.35). The reason for this could be due to the radial power law mass density model neglecting contributions of heavy ions to the total plasma mass density, whereas the empirical mass density model accounts for ion composition variations. The average ion mass model clearly indicates that it is inappropriate to assume a H\(^+\) plasma for this region, and O\(^+\) ions are a significant factor (Figure 5.3), which act to increase the total plasma mass density.
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Overall, Figure 7.4 and Figure 7.5 demonstrate that the use of a realistic empirical mass density model, as opposed to a simple radial power law mass density model, refines the time-of-flight calculations. The consideration of ion composition and MLT asymmetries in the empirical mass density model provide further features in the spatial variations in field lines’ resonant frequency, resulting in decreased frequency values, enhanced MLT asymmetries, and frequency values peaking at earlier MLTs compared to the use of a radial power law mass density model. This indicates that the mass density distribution represents a significant contribution to determining the resonant frequency of a field line, and using a simplified power law mass density model can produce large deviations in the calculated frequencies.

7.3.1.1 Contribution of equatorial enhancement

A key feature of the empirical mass density model is the inclusion of an observed localised enhancement in number density at the magnetic equatorial plane, neglected by previous models. As mentioned in Chapter 5, previous studies assume plasma number density follows a power law form along closed magnetic field lines, such that the number density maximises at the field line ionospheric footprint and approaches a minimum at the magnetic equatorial plane. The empirical model for total electron density (equation 5.2) found that although this distribution is appropriate for high latitudes, close to the magnetic equatorial point of a field line, a statistically significant localised enhancement in total electron density is observed. This was described by including a Gaussian form function at low latitudes (equation 5.2b). Figure 7.3 shows time-of-flight calculations corresponding to electron density models using the power law form extrapolated to low latitudes (upper panels) and using the Gaussian function at the equatorial region (lower panels). A comparison of the estimated frequencies presents some notable differences, indicating that the equatorial enhancement in plasma number density represents a non-negligible contribution in determining standing Alfvén wave frequencies. This will now be examined further, through a consideration of the latitude and MLT profiles.

Figure 7.4 shows differences between frequencies calculated using the empirical mass density model (green profile) and the empirical power law forms (blue profiles). As previously mentioned, the solid blue profiles are intended to represent hypothetical results for high-latitude spacecraft observations, and the dashed blue profiles represent hypothetical results for equatorial spacecraft observations. The solid blue profiles, representing a power
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law electron density distribution with an equatorial value of \( n_{e0} \), is larger than the dashed blue profiles, representing a power law electron density distribution with an equatorial value of \( n_{e0} + a \). This is expected, because the dashed blue profile corresponds to larger number density values, and hence larger mass density values compared to the solid blue profile, across the full field line length. Therefore, as shown by equation 7.1 and equation 1.35, the decreased Alfvén speeds result in decreased standing Alfvén wave frequencies for a given field line. Figure 7.4 shows the green solid profile, corresponding to use of the empirical mass density model accounting for the equatorial enhancement in plasma number density, has frequency values above the blue dashed profile and below the blue solid profile. This is due to the number density values from the electron density model. Considering the corresponding electron density values used for each profile, the solid blue profile neglects the equatorial enhancement and provides values less than the solid green profile. On the other hand, the dashed blue profile does not account for the decrease in electron density away from the peak in the Gaussian region, assuming a power law form across the full field line, and provides values higher than the solid green profile. Therefore, the resulting mass density values for the solid blue profile will be less than the solid green profile, and the mass density values for the dashed blue profile will be greater than the solid green profile. The time-of-flight calculations shown in Figure 7.4 show that the solid blue profiles overestimate the resonant frequency and the dashed blue profiles underestimate the resonant frequency, through a comparison with the solid green profiles. Therefore, by assuming a power law form for the plasma number density, deviations from the corresponding observed peaked number density distribution occurs. Figure 7.4 indicates that the deviations are negligible at lower latitudes for the range considered here, and increase at higher latitudes. This is due to the observed equatorial enhancement in electron density becoming increasingly prominent at larger \( L \) values, attributed to the presence of the nightside plasma sheet population.

In addition to the latitude profiles (Figure 7.4), the MLT profiles shown in Figure 7.5 also demonstrate that the solid blue profile shows frequency values greater than the solid green profile, and the dashed blue profile shows frequency values lower than the solid green profile. The difference between the values is smallest at approximately noon and greatest towards nightside MLT sectors. This is due to the relative height of the equatorial number density enhancement being greatest for nightside MLT sector, corresponding to the presence of the plasma sheet population. Therefore, the blue profiles under/over-estimate frequencies most significantly for nightside MLT sectors. It can be concluded, from Figure 7.4 and Figure 7.5.
that using a power law form for number density in the low latitude region can result in large deviations compared to including a Gaussian form function to account for the equatorial number density enhancement, particularly at high $L$ values for nightside MLT sectors.

### 7.3.2 Dependence on geomagnetic activity

The previous analysis has established that the use of an empirical mass density model provides more realistic estimations of standing Alfvén wave frequencies. However, the average mass density model, developed from averages over the full datasets, does not describe variations with geomagnetic activity. Time-of-flight calculations using the T96 magnetic field model and the mass density model including dependences with geomagnetic activity, presented in Chapter 6, where both models are parameterised by Dst index, are now assessed to explore how the magnetic field and mass density contributions to standing Alfvén wave frequencies vary with geomagnetic activity levels.

The study conducted by Wild et al. [2005] examined variations in resonant frequencies with Dst index, using the T96 magnetic field model and a radial power law mass density model, revealing the contribution of magnetic field changes in the time-of-flight calculations. The results showed that with increasingly negative Dst index values, the time-of-flight frequencies decreased, which is expected to be due to the magnetic field expanding and weakening as a result of an enhanced ring current.

Including the Dst-dependent mass density model in the time-of-flight calculations, representing a more realistic mass density distribution that includes dependences on geomagnetic activity levels, provides the frequency estimates shown in Figure 7.6. Considering the mass density dependence on Dst index independently, the combination of decreased number density and increased average ion mass during disturbed conditions was observed to result in generally decreased plasma mass density values, in comparison to quiet times, for the region considered (Chapter 6). A decrease in plasma mass density implies a corresponding increase in Alfvén speed (equation 1.35), and therefore, an increase in field lines’ resonant frequencies (equation 7.1). Overall, for increasing levels of geomagnetic activity, the magnetic field changes act to decrease standing Alfvén wave frequencies [Wild et al. 2005], and the mass density changes act to increase standing Alfvén wave frequencies. The combination of these two competing variations provide the dependences shown in Figure 7.7 and Figure 7.8. The profiles in Figure 7.7 and Figure 7.8 show that, for a given footprint latitude, the estimated
frequencies decrease for increasingly negative Dst index values. Therefore, the results of the time-of-flight calculations indicate that during enhanced ring current conditions, the resonant frequencies of field lines, in the footprint latitude range considered, is decreased compared to periods of low geomagnetic activity. This provides evidence for magnetic field variations dominating over mass density variations, resulting in decreased frequencies for increasing ring current energy. Furthermore, comparing the frequencies corresponding to the average mass density model (grey profile) and the frequencies for quiet conditions (red profile), there is good agreement between the values. This is expected, as the average model represents the typical magnetospheric conditions.

Direct measurements of FLR frequencies support the time-of-flight calculations, where decreased frequencies are observed during disturbed conditions [Obertz and Raspopov 1968; Warner and Orr 1979; Engebretson and Cahill 1981; Takahashi et al. 2002]. However, some previous observations (e.g. Takahashi et al. 2002) have interpreted a decrease in frequencies as a corresponding increase in plasma mass density, as it is known that heavy ion concentration is increased during storm times (see section 6.6.2). The results of Chapter 6 indicate that a reduction in the number density during disturbed conditions results in an overall decrease in plasma mass density, outweighing the average ion mass variations, and that the decrease in standing Alfvén wave frequency is solely due to magnetic field variations. It is highlighted that changes in both the magnetic field and mass density require consideration when indirectly inferring mass density variations with geomagnetic activity.

Another notable feature of the time-of-flight calculations is the MLT location of minimum frequency values varies with Dst index, as apparent from Figure 7.6 and Figure 7.8. For quiet times, the time-of-flight frequencies approach a minimum in the evening MLT sector. For increasing Dst index, representing increasing levels of geomagnetic activity, the MLT location shifts to earlier MLT sectors, towards noon. This dependence was not present in the calculations of Wild et al. 2005, and therefore, can be attributed solely to the mass density contributions. The Dst mass density model shows that due to the sunward rotation of the plasmaspheric bulge, the MLT location of peak mass density values moves from dusk to noon (Chapter 5, in particular Figure 6.4). As increased mass density values correspond to decreased Alfvén speed (equation 1.35), and therefore decreased time-of-flight frequencies (equation 7.1), the MLT dependence of the estimated frequencies is a direct consequence of the mass density variations.
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In order to assess the validity of the time-of-flight calculations detailed previously, a comparison to observed FLR frequencies would prove useful. As reviewed in Chapter 2, there is a lack of large-scale, statistical studies of the FLR frequency distribution, which introduces difficulties in comparing the time-of-flight calculations to direct observations. Consequently, a statistical analysis of FLR frequencies, observed by ground magnetometers in the IMAGE array, is conducted here. The formation of standing Alfvén waves on closed geomagnetic field lines excites resonant oscillations of the field line, which can be observed in corresponding magnetic field perturbations on the ground. Toroidal standing Alfvén waves drive perturbations in the north-south direction, or x-component, at the ground, and by identifying the frequency of the perturbations, the natural frequency of the relevant field line is obtained. This section aims to identify the standing Alfvén wave frequencies of field lines, using ground magnetometer observations, and determine the variations in average frequency with \( L \) and MLT. The distribution of average frequencies can then be compared to the calculated time-of-flight frequencies.

The IMAGE ground magnetometer array, introduced in Chapter 3, is utilised here. The dataset employed in this study comprises observations obtained between 2001 - 2012, corresponding to the same time period as the Cluster dataset used for the mass density model. In order to routinely identify resonant oscillations in the observed north-south magnetic field component, \( B_x \), an automated FLR identification method was developed, which will now be detailed.

7.4.1 Automated FLR identification

The crossphase technique [Waters et al., 1991] is chosen to identify resonant toroidal oscillations. Consider field line oscillations monitored by two ground magnetometer stations, latitudinally separated and approximately located along the same meridian, in the presence of a fast mode wave driving wave. The fast mode wave consists of a continuum of frequencies. For each station, the corresponding field line will resonate independently at its eigenfrequency, determined by the field line length, as well as the variation in magnetic field strength and plasma mass density along the field line (equation 7.1). Due to the variation in eigenfrequency with latitude, field lines located at the northern station and southern station will resonate with slightly different frequencies. This is illustrated in the top panel
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of Figure 7.9 showing a peak in amplitude at frequency \( \omega_N \), corresponding to the northern station, and a peak in amplitude at frequency \( \omega_S \), corresponding to the southern station. Assuming a linear variation in the resonant frequency, evaluating the crossphase between the \( B_x \) components from the two stations provides the crossphase difference function. The crossphase difference function will be peaked at the eigenfrequency corresponding to the field line located at the midpoint of the two stations considered, as illustrated in the bottom panel of Figure 7.9. Therefore, using the \( B_x \) component from two closely spaced stations, the resonant frequency of the midpoint field line can be determined via the crossphase technique. The crossphase technique makes some notable assumptions. Magnetic field lines are approximated as uncoupled, such that the oscillations are purely toroidal; only damping through ionospheric dissipation is present; and the coupling between the fast mode and toroidal wave mode is identical for all field lines. Despite the simplifying assumptions, the method has proved relatively robust for identifying FLR frequencies. It remains reliable at low signal strengths and is less sensitive to amplitude variations compared to alternative techniques [Waters et al., 1995].

Figure 7.9: Schematic plots considering a resonant field line oscillation at frequency \( \omega_N \) and a separate resonant field line oscillation at frequency \( \omega_S \) [Waters et al., 1991]. The amplitude response (top panel) and crossphase difference (bottom panel) as a function of frequency, \( \omega \), are shown.

The crossphase technique is implemented in this study as part of an automated identification method. The automated method is demonstrated in Figure 7.10, which shows a
representative sample of IMAGE data obtained between 00:00 - 12:00 UT on 10 November 2006, for the Abisko (ABK) and Tromsø (TRO) ground magnetometer stations. The steps taken to identify resonances and the frequencies of resonant oscillations in the $B_x$ data are now detailed, where the relevant panels corresponding to each step of the process are as numbered on the right in Figure 7.10.

1. Taking the magnetic field data for two ground magnetometer stations that are closely spaced in latitude, the $B_x$ timeseries are bandpass filtered between 100 s to 1000 s. Figure 7.10 shows the filtered $B_x$ data from (a) ABK and (b) TRO.

2. Using a 40 minute sliding window, incremented by 10 minutes, the power spectrum and crossphase spectrum between the two $B_x$ timeseries were computed, following Waters et al. [1991]. The spectra for the sample considered here are shown in Figure 7.10c and Figure 7.10d.

3. A defining feature of a FLR is a relatively stable oscillation with time, so in order to neglect variations on small timescales, hourly averages of the power and crossphase spectrum are calculated for each frequency bin. This is illustrated in Figure 7.10e and Figure 7.10f. Furthermore, frequency bins with an average power below the corresponding median hourly power are excluded and plotted as black. This is done because crossphase values with a small power are essentially random, and add noise to the spectrum.

4. The next step follows from the automated method of Berube et al. [2003]. The $t$ statistic, defined as the mean crossphase divided by the crossphase standard deviation, is calculated for each hourly frequency bin. The resulting spectrum is shown in Figure 7.10g for the sample considered. The $t$ statistic is low for bins consisting of large crossphase fluctuations, and consequently, it is useful for identifying stable, non-random, peaks in crossphase. All bins where $t \leq 1$ are plotted as black for the $t$ statistic spectrum shown in Figure 7.10g. Values where $t \leq 1$ have a standard deviation greater than the mean crossphase, and the significance of the associated crossphase is low [Press, 1992; Berube et al., 2003]. This condition will be detailed further in the next step.

5. The final step of the method identifies the frequency associated with the peak hourly crossphase value (i.e. the frequencies of the peak crossphase values in Figure 7.10f), taking each hour interval individually. The frequencies for this sample are plotted in Figure 7.10h for each hour interval, shown by the horizontal black and grey lines. In order to identify whether the peak in crossphase at the frequency is associated with an FLR, the value of the $t$ statistic corresponding to the frequency bin for the corresponding hour interval is
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consulted. Provided the \( t \) statistic meets the criterion \( t > 1 \), the frequency is validated as corresponding to a FLR, and plotted as black in Figure 7.10h. If the criterion is not met, an FLR has not been identified. The frequency is considered not valid and plotted as grey.

Therefore, this method enables the automated identification of FLRs, and the field line eigenfrequencies, from simultaneous \( B_x \) observations at two latitudinally separated ground magnetometer stations. For the sample shown in Figure 7.10 the crossphase spectrum shows a clear enhancement in the crossphase at a frequency of approximately 4 mHz (panel (c)), which can be visually identified as evidence of an FLR. The automated method identifies valid frequencies across this time interval (Figure 7.10h), in reasonable agreement with a visual identification. In addition, Figure 7.10h shows calculated frequencies using the time-of-flight approximation, assuming the T96 magnetic field model and the empirical average mass density model (see Chapter 5). The solar wind dynamic pressure, IMF \( B_y \), IMF \( B_z \), and Dst index values at the observation times are inputted into the T96 magnetic field model. A comparison of the frequencies identified using the automated method are in encouraging agreement with the time-of-flight estimates.
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**Figure 7.10:** Magnetic field data for 10 November 2006, illustrating the automated FLR identification method. Panel (a) and panel (b) show $B_\phi$ data (nT) from Abinsko (ABK) and Tromsø (TRO), respectively, bandpass filtered between 100 s to 1000 s. Panel (c) and panel (d) show the power (nT$^2$ Hz$^{-1}$) spectrum and crossphase (deg) spectrum, computed from the ABK and TRO data. Panel (e) and panel (f) show the corresponding power and crossphase spectra, where hourly averages have been taken for each frequency bin. Frequency bins corresponding to a hourly power value below the hourly median power are plotted as black. Panel (g) shows the $t$ statistic spectrum, defined as the mean crossphase divided by the crossphase standard deviation. Values where $t \leq 1$ are plotted as black. Panel (h) shows frequency (mHz) values corresponding to the peak hourly crossphase, for each hour interval. Frequencies that meet the $t > 1$ criterion are validated and plotted as black, otherwise frequencies are not valid and plotted as grey. The green dashed line shows frequencies calculated under the time-of-flight approximation, assuming the T96 magnetic field model, and the empirical average mass density model presented in Chapter 5.
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7.4.2 Statistical analysis of ground magnetometer observations

The automated FLR identification method is used in this study to examine the average variations in field line eigenfrequencies. Multiple station pairings were manually selected, with suitable separations and covering a range of latitudes. The magnetic latitude locations of the station pairs are shown in Figure 7.11a, with the midpoint magnetic latitude indicated by the red points. The choice of station pairs was influenced by the station separation. Closer station spacing results in smaller crossphase peak values at the resonant frequency, whereas greater spacing results in increased noise in the crossphase spectrum due to lower coherence [Waters et al., 1995; Menk et al., 1999]. Previous studies suggest an optimum station separation of approximately 110 km in latitude [Menk et al., 2004; Chi et al., 2013]. Although ideal station spacing is restricted by the station locations of the arrays, the station pairs used in this study is reasonable. Furthermore, latitudinal coverage is limited at the higher latitudes of the range considered, due to the station locations, although it remains sufficient. For each station pair, the automated FLR identification method was applied to the simultaneous $B_x$ observations, for all data obtained within the time period of 2001 - 2012. This provides a database of FLR frequency observations for each station pair.

Figure 7.11 shows the results from the analysis. Panel (a) shows the station pairs used, indicating the station magnetic latitudes and midpoint magnetic latitudes. Panel (c) shows the frequencies, binned for MLT and averaged, and panel (d) shows the corresponding number of detected FLRs, identified via the automated method. Each row of data shown in Figure 7.11c and Figure 7.11d represent observations from the station pair in the same row of Figure 7.11a, where station pairs have been ordered from top to bottom in decreasing midpoint latitude. Clear dependences in the average frequency distribution with MLT and latitude are apparent from Figure 7.11c. These features correspond to an average over all geomagnetic conditions, and can be compared to time-of-flight calculations assuming the average mass density model. For reference, the time-of-flight calculations using the average mass density model (Chapter 5) are included in Figure 7.11b, where each row shows estimates for field lines at the corresponding midpoint AACGM latitude shown in Figure 7.11a. The latitudinal coverage of the time-of-flight calculations in Figure 7.11b is restricted by the $L$ shell range of the mass density model (5.9 ≤ $L$ < 9.5).
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Figure 7.11: Panel (a) shows the station AACGM latitudes (degrees) (grey points) and midpoint AACGM latitude (red points) for the station pairs used in the IMAGE data analysis, with station identification codes labelled on the left of the panel. Panel (b) shows time-of-flight calculated frequencies (mHz) employing the empirical average mass density model and the T96 magnetic field model at spring equinox. The average frequency (mHz) and number of detections using the automated FLR identification method are shown in panel (c) and panel (d), respectively, where values have been binned for MLT (hours). Following the same format as panel (a), each row corresponds to a station pairing, where the midpoint AACGM latitude was used for the time-of-flight calculations.
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It can be seen from Figure 7.11c that the field line eigenfrequency tends to decrease with increasing latitude, in agreement with the time-of-flight calculations (Figure 7.11b). In order to present a more quantitative comparison of the time-of-flight calculations and ground magnetometer analysis, the latitudinal dependences are explored further in Figure 7.12. Figure 7.12 shows eigenfrequency variations with magnetic latitude, where each panel displays a different MLT, as labelled. The green profiles represent the time-of-flight calculations, assuming the T96 magnetic field model and the average mass density model (Chapter 5), corresponding to results shown in Figure 7.12 and Figure 7.3. For comparison, time-of-flight calculations using the T96 magnetic field model, but with the simple radial power law mass density model (Figure 7.2), is shown by the grey profiles. Figure 7.12 also includes the IMAGE observations, shown by the purple points, where each point represents a station pair from the selection detailed in Figure 7.11. The purple points are plotted at the midpoint magnetic latitude, and the mean frequency value in the relevant MLT bin, corresponding to Figure 7.11. The error bars indicate the upper and lower quartile of frequency values in the MLT bin. The results shown in Figure 7.12 show that, in general, the time-of-flight calculations are in reasonable agreement with the average frequencies observed in the ground magnetometer dataset. Furthermore, the time-of-flight calculations based on the average mass density model appear to provide estimates closer to the ground magnetometer FLR observations, in comparison to the time-of-flight calculations using the radial power law mass density model. This suggests that the time-of-flight calculations are improved through the use of a more realistic mass density model. The difference is particularly apparent for 1800 MLT (fourth panel of Figure 7.12), an MLT sector where the mass density is strongly influenced by the plasmaspheric bulge and enhanced heavy ion population. These features are encapsulated in the empirical mass density model, unlike the simple radial power law mass density model, such that the resulting time-of-flight calculations demonstrate better agreement with the IMAGE FLR observations in this region.

In addition to latitudinal features, Figure 7.11 also shows MLT asymmetries in the frequency of standing Alfvén waves observed in the IMAGE dataset. Frequencies peak in the morning MLT sector, in agreement with the time-of-flight calculated frequencies (Figure 7.11b, Figure 7.3, and Figure 7.5). Figure 7.13 compares the MLT variations in field line eigenfrequency, for the time-of-flight calculations (green profiles and grey profiles), and the average ground magnetometer observations (purple profile), where the colour coding used is as in Figure 7.12. A representative sample of station pairs are shown. Each panel
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**Figure 7.12:** Field line oscillation frequency (mHz) as a function of AACGM latitude (degrees), where each panel corresponds to field lines at different MLT (hours) values, as labelled. Time-of-flight calculated frequencies are shown by the green profiles and the grey profiles. The T96 magnetic field model is used, and the green profile corresponds to use of the empirical mass density model, whereas the grey profile corresponds to use of a simple radial power law mass density model. The average frequencies identified in the ground magnetometer dataset are shown by the purple points, where each point corresponds to a different station pairing, and are plotted at the midpoint latitude between stations. The error bars on the purple points indicate the upper and lower quartile values.

The time-of-flight calculations using the empirical mass density model (green profile) appear to be consistently lower compared to the average IMAGE observations, evident from both Figure 7.12 and Figure 7.13. It is noted that the station pair coverage of IMAGE ground magnetometer stations is relatively sparse for the higher magnetic latitudes considered here,
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Figure 7.13: Field line oscillation frequency (mHz) as a function of MLT (hours), where each panel corresponds to a different station pair used in the ground magnetometer data analysis, as labelled. The purple profiles correspond to the average frequency observed for the station pair, with upper and lower quartile values indicated by the error bars. Using the midpoint AACGM latitude of the station pair, frequencies are calculated using the time-of-flight approximation, as shown by the green profiles and the grey profiles, assuming the T96 magnetic field model. The green profiles correspond to the use of the empirical mass density model, and the grey profiles correspond to the use of a simple radial power law mass density model.

in comparison to station pairs located at magnetic latitudes of approximately 65 degrees. Furthermore, due to the restricted station coverage, station spacing deviates slightly from ideal separation. As a consequence, the statistical significance of the average frequencies observed in the IMAGE dataset is reduced for the higher latitude station pairs shown in Figure 7.11, Figure 7.12, and Figure 7.13. An additional consideration is that the automated FLR identification method may be biased due to the choice of window size used for determining the crossphase spectrums. The window size may suppress detection of low frequency FLRs, and bias the observed FLR frequency distribution.

Overall, a comparison of the time-of-flight calculations and average frequencies observed by IMAGE indicate encouraging agreement in the values, as well as agreement in latitudinal
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and local time dependences. Furthermore, by using the more realistic empirical average mass
density model, the time-of-flight estimates appear to provide values closer to the ground
magnetometer observations, than calculations using a simple radial power law mass density
model. Therefore, it can be concluded that the time-of-flight estimates here provide valid
frequency estimates, relative to previous estimates using a simple mass density model.

The results obtained here have scope for improvement and further study. A key re-
striction of the IMAGE data analysis is the latitudinal coverage of ground magnetometer
stations, which imposes limitations on the statistical significance of the average frequency
distributions observed. An area of future work will involve extending the analysis to include
data from additional ground magnetometer arrays, such as CARISMA (Canadian Array for
Realtime Investigations of Magnetic Activity), in order to improve the latitudinal coverage.
In addition, a possible suppression of low frequency FLR detection in the automated FLR
identification method requires examination. The dataset of observed frequencies, identified
using the automated method, can also be analysed further to understand variations and de-
pendences of field line eigenfrequencies with geomagnetic conditions and solar wind driving.
This will allow the validity of time-of-flight calculations using the Dst mass density model
(Chapter 6) to be assessed.
Chapter 8

Conclusions and Future Work

This study has examined the spatial distribution of the total plasma mass density in the closed magnetosphere using Cluster observations. The total plasma mass density is a fundamental parameter of the magnetosphere, determining the propagation of wave modes and energy transfer, and the spatial distribution provides valuable insight into the morphology and dynamics of the terrestrial magnetosphere.

Using observations obtained by the WHISPER and CODIF instruments on-board Cluster, empirical models describing the field-aligned distribution of electron density and average ion mass along closed geomagnetic field lines were obtained, including dependences with $L$ shell and MLT. The data spans a time interval from approximately 2001 – 2012, and represents the region of $5.9 \leq L < 9.5$, corresponding to the outer plasmasphere, plasmatrough, and near-Earth plasma sheet. A key result obtained is the presence of a localised peak in electron density close to the magnetic equator in the electron density model, neglected by many previous models. Furthermore, the average ion mass model indicates the presence of heavy ions expected to originate from high-latitude ionospheric outflows. The resulting models are combined to infer the spatial distribution of the plasma mass density, providing information on the plasma mass loading processes occurring in this region, and their dependences with $L$ and MLT. Notable differences between this model and previous empirical models are the size and coverage of the underlying datasets, the inclusion of the ion composition contribution to determining mass density, and that a localised enhancement in the plasma number density close to the magnetic equatorial plane is accounted for.

The analysis was furthered by assessing variations in the electron density, average ion
mass, and total plasma mass density with geomagnetic activity. Using the same approach as the average model, dependences with Dst index, as well as $L$ value and MLT, were quantified in the field-aligned distributions for electron density and average ion mass. The combination of the models provide information on how plasma mass density varies between quiet and geomagnetically disturbed conditions, and how the spatial distribution changes. The results illustrate the effects of various storm-related magnetospheric dynamics on the spatial distributions of electron density, average ion mass and total mass density. The key findings of this analysis include the observed decrease in mass density during disturbed conditions for the majority of field lines, a result contradicting previous observations, which indicates the dominance of changes in the number density over ion composition variations. An exception to this dependence is the observed enhancement in the total plasma mass density for the morning sector at higher $L$ values. This feature corresponds to a relatively less dramatic reduction in number density in this region, such that the increase in average ion mass dominates.

The mass density models developed demonstrate the strong dependences of number density and ion composition with $L$, MLT, and geomagnetic disturbances, indicating that simplistic power law models developed by previous studies are not representative of the field-aligned mass density distribution. The direct in-situ data used to observe both number density and ion composition, allow the distribution along closed field lines to be modelled without prior assumption of a functional form. This is a key advantage over the inversion technique used in previous studies, where spacecraft measurements of multiharmonic toroidal Alfvén wave frequencies are used to indirectly infer the field-aligned distribution, assuming a functional form. However, the inversion technique provides a distribution along a full field line at a given time, whereas the method used here, produces a statistical average over many observations. An area of future work could involve using the realistic functional forms for the field-aligned distribution developed here, combined with the inversion methodology, to provide a more representative and valid description of magnetospheric mass density variations.

The final part of this study explored a possible application of the empirical mass density models. Using a time-of-flight technique, the frequencies of standing Alfvén waves were estimated, employing the T96 magnetic field model and the empirical mass density models. This represents an improvement on the estimates of Wild et al. [2005], where the T96 magnetic field model was used in conjunction with a relatively simplistic power law mass density
The results showed significant deviations in calculated frequencies through the use of a more realistic mass density model. Furthermore, the effect of including the equatorial enhancement in number density was examined, and the variations with geomagnetic activity were assessed. A key result was the observed decrease in field line eigenfrequency with increasing geomagnetic activity, in agreement with direct observations of field line oscillations. Although previous studies attributed this to a decrease in magnetic field strength combined with an increase in mass density, this analysis showed the mass density actually increases. However, this feature is masked by the dominating magnetic field variations. The study is concluded by testing the validity of the time-of-flight calculations through a comparison to ground magnetometer observations of FLRs. An automated FLR detection method was developed, and applied to an IMAGE dataset covering a time period of 2001 – 2012, to determine the average FLR frequency distribution in L-MLT space. The results show that a closer agreement with the FLR frequencies is observed through the use of the realistic mass density model, as opposed to a simple power law mass density model, in the time-of-flight calculations.

A clear area of future work is further analysis of the IMAGE FLR observations, to determine variations in the spatial distribution of FLR frequency with Dst index. This will allow the time-of-flight calculations, based on the Dst mass density model, to be compared to the ground magnetometer observations. Furthermore, extending the analysis to include CARISMA ground magnetometer observations will improve latitudinal coverage.
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