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“For better an approximate answer to the right question,
which is often vague,
than an exact answer to the wrong question,
which can always be made precise.”
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ABSTRACT

Atrial fibrillation (AF) is the most frequently occurring cardiac arrhythmia. Further understanding of the drivers and maintainers of AF is still necessary to improve treatment strategies and outcome. This thesis focussed on identifying AF sources using body-surface mapping and non-contact endocardial mapping (NCM, inside-out inverse solution) data. Analysis was focussed on dominant frequency (DF) and highest dominant frequency (HDF) behaviour. Atrial sources on the atrial muscle were estimated from body surface mapping (BSM) using a heterogeneous torso model (outside-in inverse solution).

The current work has shown that a significant difference exists between the DF and HDF behaviour on the BSM and NCM data. This shows the effect of the torso volume conductor on BSM data as previously suggested in simulation studies. This effect should be taken into account when analysing BSM data for diagnosing AF.

In this work, a new inside-out inverse solution was developed based on equivalent double layer cardiac sources. This was compared to commercially available software (EnSite, St Jude Medical), which was considered the gold standard. This system is based on a potential-based transfer, and therefore only provides a "closer look" at the pericardial potentials, but does not estimate sources. Due to this variation in source model, significant differences could be found between the inverse solutions, leading to high regularisation parameters to force the home-made inverse solution to be as equal as possible to the gold standard. This also meant that high-frequency components could not be reproduced accurately with the home-made algorithm, leading to significant variation in DF and HDF behaviour between both inside-out inverse solutions.

Lastly a double-layer based outside-in inverse solution was developed and compared to the gold standard inside-out inverse solution. Although both solutions originate from a different source model, it was possible to reconstruct simple AF behaviour based on the HDF behaviour.
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# LIST OF ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF</td>
<td>Atrial Fibrillation</td>
</tr>
<tr>
<td>AFFIRM</td>
<td>Atrial Fibrillation Follow up Investigation of Rhythm Management</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance</td>
</tr>
<tr>
<td>AP</td>
<td>Action Potential</td>
</tr>
<tr>
<td>APD</td>
<td>Action Potential Duration</td>
</tr>
<tr>
<td>AV</td>
<td>Atrio-Ventricular</td>
</tr>
<tr>
<td>BEM</td>
<td>Boundary Element Method</td>
</tr>
<tr>
<td>BS</td>
<td>Body Surface</td>
</tr>
<tr>
<td>BSM</td>
<td>Body Surface Map(ping)</td>
</tr>
<tr>
<td>BSP</td>
<td>Body Surface Potential</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>Calcium</td>
</tr>
<tr>
<td>CFAE</td>
<td>Complex Fractionated Atrial Electrograms</td>
</tr>
<tr>
<td>Cl$^{-}$</td>
<td>Chloride</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>Carbon dioxide</td>
</tr>
<tr>
<td>CoG</td>
<td>Centre of Gravity</td>
</tr>
<tr>
<td>CRESO</td>
<td>Composite Residual and Smoothing Operator</td>
</tr>
<tr>
<td>CS</td>
<td>Coronary Sinus</td>
</tr>
<tr>
<td>CS OS</td>
<td>Coronary Sinus Ostium</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>CV</td>
<td>Cardioversion</td>
</tr>
<tr>
<td>dB</td>
<td>Decibel</td>
</tr>
<tr>
<td>DCCV</td>
<td>Direct Current Cardioversion</td>
</tr>
<tr>
<td>DFIQR</td>
<td>Dominant Frequency Interquartile range (temporal)</td>
</tr>
<tr>
<td>DFM</td>
<td>Dominant Frequency Median (temporal)</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DICOM</td>
<td>Digital Images and Communication in Medicine</td>
</tr>
<tr>
<td>ECC</td>
<td>Excitation-Contraction Coupling</td>
</tr>
<tr>
<td>ECG</td>
<td>Electrocardiogram</td>
</tr>
<tr>
<td>ECGI</td>
<td>Electrocardiographic Imaging</td>
</tr>
<tr>
<td>EDL</td>
<td>Equivalent Double Layer</td>
</tr>
<tr>
<td>$E_{eq}$</td>
<td>Membrane/equilibrium/resting Potential</td>
</tr>
<tr>
<td>EED</td>
<td>Endo-Epicardial Decoupling</td>
</tr>
<tr>
<td>$E_{in}$</td>
<td>Intracellular Potential</td>
</tr>
<tr>
<td>EnS</td>
<td>EnSite Inside-out inverse solution</td>
</tr>
<tr>
<td>$E_{out}$</td>
<td>Extracellular Potential</td>
</tr>
<tr>
<td>EPS</td>
<td>Electrophysiological Study</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>F</td>
<td>French</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>GMRes</td>
<td>Generalised Minimum Residual</td>
</tr>
<tr>
<td>HASTE</td>
<td>Half Fourier Acquisition Single Shot Turbo Spin Echo</td>
</tr>
<tr>
<td>HDF</td>
<td>High/Highest Dominant Frequency</td>
</tr>
<tr>
<td>IC</td>
<td>Information Criterion</td>
</tr>
<tr>
<td>$I_{Ca}$</td>
<td>Calcium current</td>
</tr>
<tr>
<td>IQR</td>
<td>Interquartile Range</td>
</tr>
<tr>
<td>IVC</td>
<td>Inferior Vena Cava</td>
</tr>
<tr>
<td>$K^+$</td>
<td>Potassium</td>
</tr>
<tr>
<td>LA</td>
<td>Left Atrium/Left Atrial</td>
</tr>
<tr>
<td>LAA</td>
<td>Left Atrial Appendage</td>
</tr>
<tr>
<td>LGE-MRI</td>
<td>Late Gadolineum Enhanced-Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>LLPV</td>
<td>Left Lower Pulmonary Vein</td>
</tr>
<tr>
<td>LSSA</td>
<td>Lomb-Scargle Spectral Analysis</td>
</tr>
<tr>
<td>LUPV</td>
<td>Left Upper Pulmonary Vein</td>
</tr>
<tr>
<td>LV</td>
<td>Left Ventricle/Left Ventricular</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen-activated-protein kinase</td>
</tr>
<tr>
<td>MDL</td>
<td>Minimum Descriptive Length</td>
</tr>
<tr>
<td>MEA</td>
<td>Multi-Electrode Array</td>
</tr>
<tr>
<td>mRNA</td>
<td>Messenger Ribonucleic Acid</td>
</tr>
<tr>
<td>mV</td>
<td>Millivolt</td>
</tr>
<tr>
<td>MV</td>
<td>Mitral Valve</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>Sodium</td>
</tr>
<tr>
<td>NCM</td>
<td>Non-Contact Mapping</td>
</tr>
<tr>
<td>$O_2$</td>
<td>(Molecular) Oxygen</td>
</tr>
<tr>
<td>OI</td>
<td>Outside-In (inverse solution)</td>
</tr>
<tr>
<td>pAF</td>
<td>Paroxysmal Atrial Fibrillation</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>persAF</td>
<td>Persistent Atrial Fibrillation</td>
</tr>
<tr>
<td>PM</td>
<td>Pacemaker</td>
</tr>
<tr>
<td>PV</td>
<td>Pulmonary Vein</td>
</tr>
<tr>
<td>PVC</td>
<td>Premature Ventricular Contractions</td>
</tr>
<tr>
<td>PVI</td>
<td>Pulmonary Vein Isolation</td>
</tr>
<tr>
<td>PVO</td>
<td>Pulmonary Vein Ostium/Ostia</td>
</tr>
<tr>
<td>RA</td>
<td>Right Atrium/Right Atrial</td>
</tr>
<tr>
<td>Abb</td>
<td>Description</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>RAA</td>
<td>Right Atrial Appendage</td>
</tr>
<tr>
<td>RE</td>
<td>Relative Error</td>
</tr>
<tr>
<td>RLPV</td>
<td>Right Lower Pulmonary Vein</td>
</tr>
<tr>
<td>RUPV</td>
<td>Right Upper Pulmonary Vein</td>
</tr>
<tr>
<td>RV</td>
<td>Right Ventricle/Right Ventricular</td>
</tr>
<tr>
<td>SA</td>
<td>Sino-Atrial</td>
</tr>
<tr>
<td>SR</td>
<td>Sinus Rhythm</td>
</tr>
<tr>
<td>SSIM</td>
<td>Structural Similarity Index</td>
</tr>
<tr>
<td>SVC</td>
<td>Superior Vena Cava</td>
</tr>
<tr>
<td>TSVD</td>
<td>Truncated Singular Value Decomposition</td>
</tr>
<tr>
<td>TV</td>
<td>Tricuspid Valve</td>
</tr>
<tr>
<td>UDL</td>
<td>Uniform Double Layer</td>
</tr>
<tr>
<td>uint16</td>
<td>16-bit unsigned integer</td>
</tr>
<tr>
<td>UoL</td>
<td>University of Leicester (Inside-out inverse solution)</td>
</tr>
<tr>
<td>VCG</td>
<td>Vectorcardiogram</td>
</tr>
<tr>
<td>WCT</td>
<td>Wilson Central Terminal</td>
</tr>
</tbody>
</table>
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1 Cardiac Electrophysiology and Atrial Fibrillation

1.1 Introduction

The main function of heart is to circulate blood through the body. The blood is circulated by well-organised rhythmic contractions. This rhythm is governed by electrical signals which are generated in and sent through the heart following specific conduction pathways. In cases where these pathways do not follow the normal conduction routes, or where the heart beats at an abnormal rate or rhythm, disturbances occur which are defined as cardiac arrhythmias.

The most common form of cardiac arrhythmia is atrial fibrillation (AF). In AF, regions of the upper chambers of the heart (the atria) deviate from the normal heart rate (Nattel, 2002). AF is estimated to affect almost 1% of the population in the world (Kannel et al., 1998). From the 2007 Department of Health figures, more than 600,000 people in the UK are affected by AF (AFA, 2011). As its prevalence is highly related with age, the number of AF patients is likely to strongly increase over the next decades (Hobbs et al., 2005). Much effort has been focussed on better understanding AF in order to improve prevention, diagnosis and treatment of the disease.

This project attempts to provide additional understanding of AF by combining Body Surface Mapping (BSM) and Magnetic Resonance Imaging (MRI). Body surface mapping (BSM) can be described as measuring the cardiac electrical signals with many (32 or more) electrodes on the torso surface (van der Graaf et al., 2014). MRI is a form of medical imaging which can be used to develop models of the torso geometry. These models can then be used to calculate the effect of the torso volume conductor on the estimation of body surface signals from cardiac signals. This estimation is known as the forward problem of electrocardiology. Once this is understood, attempts can be made to estimate cardiac signals from body surface maps. This analysis is known as the inverse problem of electrocardiology, which can be defined as the reconstruction of cardiac signals from measurements remote of the heart (Barr et al., 1966, Pullan et al., 2003). The inverse problem from the BSM will be referred to as the outside-in inverse problem in this thesis. It will be compared to inside-out
inverse problems collected from non-contact balloon catheters in the atrial cavities.

To better understand the concepts behind AF, a well-founded knowledge of cardiac electrophysiology is needed. The next sections give an overview of the normal cardiac electrophysiology. This will be followed by a discussion of the current knowledge regarding AF (section 1.3). As mentioned previously, this project includes investigations of the possibility to enhance AF management by improving the signal’s spatial resolution using BSMs. An overview of the current knowledge in atrial BS mapping will be given in section 1.4. Lastly, an attempt is made to estimate the cardiac AF sources from BSMs as well as invasive non-contact mapping (NCM), which would solve the inverse problem from an inside-out (balloon to endocardium) as well as outside-in (torso to epicardium) perspective. The theory behind the inverse solution will be detailed in section 1.5, and an overview of current studies on the AF inverse solution will be given in section 1.6.

1.2 Normal Cardiac Electrophysiology

1.2.1 Cardiac Anatomy

The heart is positioned in the chest between the lungs and above the diaphragm. The heart consists of two “pumps” (Figure 1-1). Both pumps (left and right) have an atrium collecting blood from the rest of the body and a ventricle sending blood out to the body. The muscular wall of the heart consists of an outer layer (epicardium) and an inner layer covering the chamber surfaces (endocardium). The muscular tissue between these surfaces is called the myocardium. The heart is protected by an adipose tissue layer called the pericardium (Agur and Dalley, 2005).
Figure 1-1: Overview of the heart anatomy (Agur and Dalley, 2005) (Reproduced with permission from the publisher).
The main cardiac function is to collect blood from and return it to the body. For this purpose a cyclic process occurs as follows. Blood full of waste products and CO₂ returns from the body to the right atrium (RA). The RA pumps the blood to the right ventricle (RV) and the RV sends the blood to the lungs, where CO₂ is exchanged for O₂ (Shoucri, 1991, Shoucri, 1993). The blood rich in oxygen returns to the heart and is spread through the body via the left atrium (LA) and ventricle (LV).

The cardiac cycle is induced by action potentials (APs) which activate the muscle cells. Action potentials originate spontaneously in the sino-atrial (SA) node located in the right atrium. These action potentials (APs) are directed throughout the heart to induce contraction in a highly regulated manner (Benarroch, 1993, Cranefield, 1977). The cycle frequency is set between 60 and 90 beats per minute for a person in rest. This rate can be increased or decreased by the sympathetic or parasympathetic branches of the autonomic nervous system (Benarroch, 1993) and humoral inputs (Kallergis et al., 2010, Shor et al., 2008). An overview of both mechanical and electrical functioning of the heart will be discussed in the next sections.

1.2.2 Mechanical Function of the Heart

The heart is a syncytium of two pumps (left and right) that distributes blood throughout the body (Seifter et al., 2005). During one cardiac beat, each pump goes through phases linked to ventricular contraction (systole) and relaxation (diastole). Systole begins with the start of ventricular contraction. Since blood is in the ventricular cavity, a high pressure is developed within the chamber leading the valve between the atrium and ventricle to shut. When the valve is shut, a period arises where the contraction of the ventricles further increases the pressure in the ventricular chamber without the expulsion of blood, known as the isovolumic contraction. When the pressure exceeds the pressure within the outflow tract, the valve linking the ventricle to the circulatory system opens and blood flows rapidly out of the ventricle (fast ejection phase). Initially, this leads to a further increase in the ventricular pressure, but as the blood volume gets displaced throughout the circulatory system and the force of contraction decreases, the pressure drops and less blood is expelled (slow ejection
phase). The ventricular pressure then falls below the threshold to keep the valves between the left ventricle and aorta - as well as the valves between the right ventricle and pulmonary arteries - open. The closure of the valves ends the systolic period (Brutsaert, 2003, Shoucri, 1991).

During diastole, the pressure in the ventricles keeps decreasing; however, no blood is injected from the atria (isovolumic relaxation). In the meantime, the atria are filled with blood. The atrio-ventricular valves open when ventricular pressure falls below atrial pressure. Blood flows rapidly from the atria into the ventricles (rapid filling phase). The atrial pressure drops, leading to a period of minimal ventricular filling (diastasis). In the last part of diastole, atrial contraction takes place to push an additional volume of blood into the ventricles, allowing ventricular pressure to be built up and therefore closure of the valves (Brutsaert, 2003, Shoucri, 1991). The process then restarts with another systolic phase. A schematic overview of the variation in pressure and volume in the left ventricle during the various parts of the pump action is given in Figure 1-2.

![Figure 1-2: Overview of the mechanical function of the LV (pressure-volume loop) (Burkhoff et al., 2005) (Reproduced with permission from the publisher).](image)
1.2.3 Electrical Function of the Heart

The mechanical functioning of the heart is directly dependent on proper electrical function, and *vice versa* (Fozzard *et al.*, 1995). This electrophysiological function can be attributed to the generation of an appropriate stimulus at the SA node, which generates an action potential and activates the cells for contraction. This activation signal is propagated through the cells using electrical coupling (gap junctions) between the cells, allowing the heart to contract in a synchronous manner (Nerbonne and Kass, 2005).

1.2.3.1 Stimulation and Activation of a Single Cell

Cells reside in an electrochemically inhomogeneous environment. It can be divided in an extracellular region (outside the cell) and an intracellular region (inside the cell). These regions are separated by the cell membrane. One particular inhomogeneity is the different concentrations of ions present in the extracellular compared to the intracellular compartment (Fry and Jabr, 2010). For cells which can be stimulated electrically, the ions of major importance are sodium (Na\(^{+}\)), potassium (K\(^{+}\)), calcium (Ca\(^{2+}\)) and chloride (Cl\(^{-}\)). High concentrations of Na\(^{+}\); Ca\(^{2+}\) and Cl\(^{-}\) exist in extracellular space, whereas K\(^{+}\) is more concentrated intracellularly. The cell membrane is semipermeable to these ions. Depending on chemical and electrical gradients established between the intracellular and extracellular space at a specific moment, specific ions will be allowed to flow into or out of the cell, whereas the flow of others is restricted. If no stimulus is present, the cell is considered to be at rest, and the flow of ions is regulated such that an equilibrium potential difference between the cellular space and its environment is maintained. This equilibrium (or membrane) potential (E\(_{eq}\)) is by agreement measured as the subtraction of the intracellular potential (E\(_{in}\)) and extracellular potential (E\(_{out}\)).

\[
E_{eq} = E_{in} - E_{out}
\]  

Due to the higher concentration of positive ions outside the cell, E\(_{eq}\) is negative (between -60 and -80 mV) (Seifter *et al.*, 2005).

When a stimulus reaches the excitable cell, a change in the resting potential will occur, and the cell depolarises. Only if this stimulus is sufficiently strong to
depolarise the cell to a threshold potential, it will trigger a cascade of changes in ion permeability in the cell’s membrane and induce an action potential (Nerbonne and Kass, 2005).

The action potential of a cardiomyocyte differs from action potentials of other excitable cells, in that they are spread over a longer time interval (Keating and Sanguinetti, 2001). Depending on the heart region, variations in the shape of the action potential exist, which help coordinate propagation direction (Nerbonne and Kass, 2005). In essence, however, the cardiac action potential is separated into 5 phases. These will be explained based on the general action potential of atrial muscle cells, developed according to the Courtemanche model (CRM, Figure 1-3) (Courtemanche et al., 1998).

![Figure 1-3: Atrial cell action potential according to the Courtemanche model. Numbers indicate phases of action potential as described in the text.](image)

The depolarisation phase (Phase 0) shows a steep upstroke in the membrane potential from the resting potential to about 30 mV. This is mainly due to the rapid activation (opening) of voltage-gated Na\(^+\) channels in the cell membrane (Keating and Sanguinetti, 2001). Besides this, Ca\(^{2+}\) is allowed to enter the cell from the extracellular space as well as the intracellular storages within the sarcoplasmatic reticulum (Seifter et al., 2005). A high concentration of Na\(^+\) ions is allowed to enter the cell, making the intracellular environment positive compared to the extracellular region. A partial, fast repolarisation phase (Phase 1) follows due to the inactivation of Na\(^+\) channels and the activation of a transient outward K\(^+\) current (Keating and Sanguinetti, 2001). After this, the
inward $\text{Ca}^{2+}$ current slowly decreases and the outward $\text{K}^+$ current get activated, leading to a plateau phase (Phase 2) in the action potential. The repolarisation phase (Phase 3) is mainly governed by outward $\text{K}^+$ currents and leads immediately to a return to the resting membrane potential (Phase 4) (Keating and Sanguinetti, 2001). During Phase 1 to 3, the cell is insensitive for new stimuli. This period is called the refractory period of the cell and it is especially due to the inactivation of $\text{Na}^+$ channels (Seifter et al., 2005). In SA and AV nodal cells, Phase 0 is less steep, leading to a slower activation of these cells, which helps in regulating propagation. Ventricular muscle cells show a longer plateau phase than atrial muscle cells (Zaza et al., 2012).

1.2.3.2 The Electrical Stimulus and Cell Contraction

Cell membrane depolarisation induces cell contraction, known as excitation-contraction coupling (ECC). A main factor in governing ECC is $\text{Ca}^{2+}$ (Gordon et al., 2000). During the depolarisation wave, L-type $\text{Ca}^{2+}$ channels are activated and allow $\text{Ca}^{2+}$ to enter into the cells. This influx allows $\text{Ca}^{2+}$ to bind to the ryanodine receptors located at the sarcoplasmatic reticulum. The activation of these receptors allows the $\text{Ca}^{2+}$ stored inside the sarcoplasmatic reticulum to enter the cell plasma. This mechanism is known as $\text{Ca}^{2+}$-induced $\text{Ca}^{2+}$ release (Schotten et al., 2011).

The released $\text{Ca}^{2+}$ will then bind to the troponin complex of the cell’s actin-myosin filaments. This allows the cell to contract. During repolarisation, intracellular $\text{Ca}^{2+}$ concentrations are reduced again by efflux and resequestration into the sarcoplasmatic reticulum (Ebashi, 1991, Gordon et al., 2000). A proper electrical function is thus necessary to allow the heart to perform its main mechanical function.

1.2.3.3 Electrical Stimulus Conduction in Healthy Hearts

Contraction of the heart follows a well-organised pattern related to the pathway of electrical activation which starts at the sino-atrial SA node located in the RA close to the right border of the superior vena cava. Following these impulses, activation is almost concentrically spread through the atria, with the latest activation at the left atrial appendage. Ventricular activation is moderated by the atrio-ventricular (AV) node, which is the unique direct electrical connection
between atria and ventricles. The left side of the septum separating the ventricles is activated first. Left ventricular activation then occurs via the left bundle branch and Purkinje fibre system, which finally reaches the postero-basal part of the left ventricle. Right ventricular activation is shortly delayed compared to LV activation, but follows a similar route. For both ventricles, activation along the endocardium is faster than from endocardium to epicardium (Durrer et al., 1970). This anisotropic behaviour is due to a higher density of cell-cell connections (gap junctions) in parallel with compared to perpendicular to the fibres’ direction (Jongsma and Wilders, 2000). A schematic overview of the electrical propagation is given in Figure 1-4.

Figure 1-4: Schematic overview of the main electrical propagation pathway in the heart (Boron and Boulpaep, 2012) (Reproduced with permission from the publisher).

In AF, alterations of the atrial activation and conduction pathway occur, leading to inappropriate contraction or even quivering of the atria (Nattel, 2002). Several mechanisms have been suggested underlying these phenomena. The following section will briefly discuss the main principles thought to be responsible for AF.

1.3 Atrial Fibrillation Pathophysiology

Although AF is a frequently occurring arrhythmia, its complex behaviour has not led to straightforward diagnostic and therapeutic strategies. This cumbersome
behaviour already becomes clear in the classification of AF, which appears based on the general presentation and duration of AF.

AF can be classified in 5 types (Camm et al., 2010). Patients who are diagnosed for the first time with AF is classified as a first-diagnosed AF patient. Paroxysmal AF (pAF) is defined as patients presented with self-terminating AF cycles that last for 48 hours up to 7 days. The 48 hour threshold is based on the loss of likelihood that a patient will cardiovert spontaneously to sinus rhythm after suffering AF for longer time periods, as well as the need to provide anticoagulation therapy from this point onwards. Persistent AF (persAF) occurs when AF remains over periods longer than 7 days or when cardioversion is necessary to restore sinus rhythm. Long-standing persAF can be considered AF the remains for more than 1 year. Patients are classified under permanent AF when consistent AF manifestation is accepted by both patient and physician and no rhythm control intervention is pursued any longer.

The electrophysiological evolution between the different types of AF is unclear, as multiple triggers and maintainers of AF can be considered to worsen the AF or maintain AF at a stable state. An overview of these triggers and maintainers is given in the following paragraphs.

**1.3.1 Triggers of AF**

As was shown in the classical study of Wijffels et al. (Wijffels et al., 1995), repetitive pacing and maintenance of AF led to a higher AF susceptibility in goats, introducing the concept of “AF begets AF”. In many (human) patients, AF behaves as a progressive disease as well, starting with asymptomatic & self-terminating events (Israel et al., 2004) that progress into persistent AF (persAF) and permanent AF over decades (Kerr et al., 2005). Several mechanisms have been suggested to play a role in AF triggering. The variation in which (combinations) of these mechanisms occur leads to the various patterns of AF which can be seen in different patients, and to the complexity in finding appropriate ways of treating this disease. In the following, the possible AF triggers are separated into very local (cellular) alterations and more regional re-entry mechanisms. These are schematically represented in Figure 1-5.
1.3.1.1 Cellular Pro-Arrhythmic Dysfunctions

Triggers of AF can arise locally by alterations in the function of a group of myocytes. One such alteration is enhanced automaticity, in which pacemaker cells increase their rate of spontaneous discharge. This can be due to a reduced threshold for the AP upstroke, a reduced maximum negative diastolic potential, or an increase in the slope of diastolic depolarisation (Schotten et al., 2011).

Another local effect is abnormal automaticity, in which cells are depolarized by ion currents, which lead to spontaneous discharge at high frequencies (Schotten et al., 2011).

Another suggested AF initiator is triggered activity. Due to oscillations in the cell membrane during the action potential, strong re-depolarisations can arise. If these occur after the cell’s refractory period and have sufficient strength, a new AP may be induced. Experiments have shown that strong depolarisations can occur after the repolarisation phase (delayed afterdepolarisations) or during the plateau or repolarisation phase of the AP (early afterdepolarisations) (Cranefield, 1977).

1.3.1.2 Re-Entry Mechanisms

Generally, re-entry mechanism can be described as cases where the cardiac activation wavefront finds a route to re-excite areas of the heart from which the front originated (Nattel, 2002). The re-entry concept was first introduced by
Mines in 1913. He suggested that activation fronts travel around an unexcitable anatomical structure (e.g. fibrotic tissue) and as such could re-excite tissue where the activation wave was initiated. This re-entry mechanism can only persist if the time for the activation wave to return to its site of origin is longer than the refractory period of tissue (Mines, 1913).

In 1924, Garrey issued that no anatomical structure was needed to induce re-entry. In his leading circle concept, he suggested that rotating waves could travel around a non-excitable area throughout the atria (Garrey, 1924). The non-excitability of the area would be induced by electrotonic depolarisation (Schotten et al., 2011). The rotating waves would follow the smallest loop in which they could propagate, leading to an unstable form of conduction.

The idea of a single re-entry wave was dismissed after Moe and colleagues developed computer simulations to analyse AF (Moe et al., 1964). These simulations suggested a constant interaction of wavefronts and wavetails between multiple wavelets, which leads to a disorganised combination of propagation, wave break and wave generation. As long as there are sufficient wavelets present, atrial fibrillation can be maintained (Moe et al., 1964). Allessie and co-workers experimentally observed the occurrence of multiple wavelets, strengthening Moe’s hypothesis (Allessie, 1985, Allessie et al., 1977, Konings et al., 1994).

Other computer simulations showed the possibility of spiral wave re-entry mechanisms (Panfilov and Hogeweg, 1993). Spiral waves could occur as convex or concave wave forms. With convex waveforms, a small region of depolarized cells (sources) has to propagate the activation wave front to a large area of cells still at rest (sinks). This leads to a slow propagation. In concave waveforms, a large source area has to excite a small sink, leading to high conduction velocity. To induce spiral wave re-entry, one wavefront would collide with the wavetail of another wave. If the tissue behind the wavetail is excitable, the wavefront will re-excite this tissue and turn towards newly recovered tissue, suggesting the appearance of a rotor around a non-excited core (Comtois et al., 2005). Recently, spiral wave re-entry mechanisms have been observed after phase analysis of body surface maps and electrograms.
recently (Gray et al., 1998, Rodrigo et al., 2013). More experiments have to be conducted however to strengthen the spiral wave concept.

1.3.2 Maintenance of AF

Many other factors play a role in triggering or maintaining AF however, and in some cases this leads to the spontaneous development of permanent AF, or prevents stabilization of AF, leading to continuously recurring episodes of paroxysmal (short-term) AF (pAF) (Schotten et al., 2011). One major factor is hypertension, which occurs in about 60% of AF patients, causes AF progression and was found to be an independent predictor of AF (Nabauer et al., 2009). Besides this, co-incidence of other heart or vascular diseases, such as coronary artery disease and heart failure occur in about 30% of AF population (Cleland et al., 2003, Nieuwlaat et al., 2005). A schematic overview of how these diseases can be an effective trigger or substrate of AF is presented in Figure 1-6 (Aliot and Ruskin, 2008, Nattel, 2002). Briefly, cardiac dysfunction, induced by AF, atrial remodelling or ventricular remodelling, will decrease cardiac output, which in many cases leads to hypertension and tachycardia. Hypertension leads to an increased angiotensin II release from the kidneys. This triggers the Mitogen-Activated-Protein Kinase (MAPK) pathway, which can lead to (atrial) tissue fibrosis and therefore atrial remodelling (Boron and Boulpaep, 2012). The regions of fibrosis could induce sources of ectopic activity, wavelet breakdown or re-entry mechanisms stimulating fibrillation.
If tachycardia occurs, the Ca\textsuperscript{2+} homeostasis malfunctions, and an increased cellular Ca\textsuperscript{2+} loading occurs (Nattel, 2002). As can be seen in Figure 1-7, this inactivates the Ca\textsuperscript{2+} current (ICa) and decreases the production of Ca\textsuperscript{2+} messenger ribonucleic acid (mRNA). Therefore, the presence of Ca\textsuperscript{2+} channels decreases, which reduces the Ca\textsuperscript{2+} loading, but also decreases the action potential duration (APD) and refractory period of atrial cells. This reduction in refractory period could allow the development of re-entry circuits, leading to (the progression of) AF.

Figure 1-6: Overview of most important triggers and substrates of AF (Schotten et al., 2011).
1.3.3 Symptoms and Diagnosis of AF

The first onsets of AF are mostly asymptomatic (Schotten et al., 2011). The earliest signs for patients are palpitations and chest pain. Besides this, many patients complain about light-headedness, fatigue and suffer from exercise intolerance. AF can only be diagnosed based on the patient’s history and a proven occurrence of AF seen on the electrocardiogram (ECG).

A problem with ECG systems is the low number of measurement spots on the torso, which do not allow for a full appreciation of the source location of AF nor possible mechanisms behind it (van Oosterom et al., 2007). Body surface mapping (BSM), which can be described as measuring the cardiac activity with many (32 or more) electrodes on the torso (van der Graaf et al., 2014), has proven to be a good alternative to better understand the electrophysiological aspects of heart disease from torso measurements (Taccardi et al., 1998). However, the increased time consumption to set up BSMs, as well as the complexity of handling, analysing and understanding BSM data has so far prevented routine clinical use of BSMs (Hoekema et al., 1999, Punske, 2003).

Further evidence for AF is routinely gained from echocardiograms - to identify abnormal size of the atria-, Holter (24 hour ECG) monitoring, exercise tests or electrophysiological studies (EPS) (Fuster et al., 2006).
1.3.4 Consequences of AF

Although AF by itself is not lethal, it increases the risk of death and other diseases. According to the AFFIRM trial, AF doubles death rates, independent of co-existing cardiovascular conditions (Epstein, 2004). A portion of these deaths are caused by strokes. It has been found that AF is the cause of 20-25% of all strokes, and there is a tendency that strokes caused by AF are more severe than other strokes (Miyasaka et al., 2005). Some studies also showed a reduced LV function in AF patients, which could induce other, more severe, heart diseases (Hsu et al., 2004). To avoid these consequences, and to improve the quality of life of AF patients, different methods for treating AF have been developed and improved during the previous decades.

1.3.5 Alternatives for AF Treatment

Generally, AF treatment comprises three objectives: rate or rhythm control, the prevention of blood clotting, and restoration of sinus rhythm. The strategy for obtaining these objectives in a specific patient depends on several aspects, including the duration of AF prior to treatment, the severity and type of symptoms, patient age and other medical conditions from which the patient is suffering (Fuster et al., 2006). Primary treatment consists of a combination of drugs to restore rhythm or heart rate. It has been shown that death rates reduce in patients treated with ion-channel blocking drugs or beta-blockers for rate control (Epstein, 2004). Drugs such as flecainide can also be used for cardioverting the atria back to sinus rhythm (Fuster et al., 2006). When sufficient evidence is present for high risk of thrombo-embolism, patients will also receive anticoagulation drugs, e.g. warfarin (Connolly et al., 2009). Drug treatment can however induce side effects, albeit in a small subgroup of patients. Anti-arrhythmic drugs are generally not specific to the atria, and can therefore induce ventricular arrhythmias or heart failure. Inappropriate use of antithrombotic agents can also induce bleeding. Drugs used for cardioversion can also induce ventricular arrhythmias (Camm et al., 2010, Fuster et al., 2006).

When patients do not respond to drugs, or if the negative effect of drugs might worsen other medical conditions, clinicians might opt to restore sinus rhythm
with electric direct current cardioversion (DCCV). DCCV has shown to be more effective than pharmacological cardioversion, but requires sedation or anaesthesia and therefore complicates the procedure. DCCV can also induce arrhythmia or thromboembolism (Fuster et al., 2006).

Alternatively, AF sources can be isolated from the rest of the atria by catheter ablation. Catheter ablation introduces scars in the atrial endocardium by applying radiofrequency signals (Fuster et al., 2006) or by freezing endocardial regions (cryo-ablation) (Neumann et al., 2008). This procedure is currently considered secondary, and will only be used to treat patients who are non-responsive to drug treatment or DCCV (Fuster et al., 2006). Catheter ablation gained much interest after studies proved the effectiveness of this method to isolate AF sources arising near the pulmonary vein ostia (PVO) (Haïssaguerre et al., 1998). Other regions of interest for ablation have been suggested since then (Lin et al., 2003). A review by Cappato et al. showed that the current success rates of AF ablation are approximately 90% for paroxysmal AF and 80% for persistent AF (Cappato et al., 2005). Complications do exist, however, and may arise as PV stenosis, thromboembolism and embolic stroke, atrial flutter or cardiac tamponade (Camm et al., 2010, Fuster et al., 2006).

In very specific circumstances, especially when additional cardiac disorders need to be treated, clinicians can opt to treat AF by surgery or pacemaker implantation. Surgical AF treatment is only performed if patients are simultaneously undergoing cardiac surgery, due to the high risk and need for cardiopulmonary bypass (Fuster et al., 2006). The most used procedure is the isolation of regions prone to sustain AF by incision, creating a geometrical maze on the heart (Cox et al., 1989, Cox et al., 1991). In case of patients needing a pacemaker to treat ventricular problems, an additional pacemaker lead can be placed in the atrium after AV node ablation. The pacemaker would then control cardiac rhythm. This approach makes the patient lifelong dependent on the pacemaker and does not necessarily avoid the need for drug treatment (Fuster et al., 2006).

Further optimisation of diagnosis, treatment and prevention of AF is still required and is intensively researched. Interesting new ideas arise from
medical image analysis (Oakes et al., 2009) and estimation of AF sources using BSMs (Cuculich et al., 2010). The next sections will give an overview of the current knowledge regarding these techniques.

1.4 The Analysis of Atrial Signals Using Body Surface Maps

Although the first BSM measurement on animals and humans were performed by Waller at the end of the 19th century (Waller, 1888), BSM has only been used more frequently since the 1960s. Since then, BSM was performed for the diagnosis of various types of cardiac diseases (Taccardi, 1963). In the next paragraph, different ways to represent BSMs in time-series analysis will be described. Furthermore, recent interest has focussed on relating BSM maps to invasive studies, especially regarding dominant frequency (DF) analysis (Guillem et al., 2013). A short description of DF will be given, as this project partly focussed on further determining possible relationships between BSMs and invasive studies based on frequency analysis.

1.4.1 Body Surface Mapping Techniques

The analysis of data measured from BSM can be performed in different ways (Medvecgy et al., 2002). Mostly, isopotential maps are created (Figure 1-8). Here, contour maps of body surface sites which have equal potentials at a specific moment during cardiac activation are indicated. In most cases, the maximum, minimum and zero potential are highlighted. Although BSMs are independent of the reference site (Horan et al., 1964, Taccardi, 1963), except for a constant, the Wilson’s Central Terminal (WCT) is considered as reference in most studies. Some research groups have suggested using the average value over all electrodes as a reference (Hoekema et al., 1999).
Alternatively, BSMs are created by linking sites that are activated at the same time during the cardiac cycle. In other words, this type of mapping shows the progression of the depolarisation or repolarisation wavefront. These maps are called isochronous maps (Hoekema et al., 1999).

Less frequently, iso-area maps are calculated based on the distribution of the time-integral of the potential during a time interval (Medvegy et al., 2002). Lastly, in large studies especially based on myocardial infarct (MI) analysis, BSM data from large patient groups were averaged and compared to an average healthy BSM. Regions of patient-maps that significantly differed from the healthy map were indicated only. These maps were termed departure or difference maps (Kornreich et al., 1986, Kornreich et al., 1985).

The analysis of BSM data has generally focussed on specific aspects of the generated maps. Much interest has been given to the progression of positivity and negativity on maps. Positivity can indicate that the heart region under the electrode is activated (isochronous map), or that the activation wave front is moving towards an electrode (isopotential map). Negativity, oppositely, can indicate the end of depolarisation or an activation wave front moving away from the electrode (Medvegy et al., 2002). Besides this, the spatio-temporal wandering of maxima and minima, as well as the ratio of maximal potential over minimal potential, can indicate various types of disease. Differences between
healthy and diseased BSM have been described by Medvegy and co-workers (Medvegy et al., 2002).

Lately, due to the increased amount of analytical tools from invasive studies, BSM representation is shifting towards time-frequency analysis. This has especially been the case for the analysis of atrial fibrillation (AF).

Generally, mechanisms triggering and sustaining AF are believed to induce regional pacing rates which are much higher than the normal SA pacing rate (Nattel, 2002). It has been possible to identify these sites in atria using DF analysis on data from invasive studies (Salinet Jr et al., 2010). In most papers discussing DF analysis (Figure 1-9), the power spectral density of an electrogram is calculated from the Fast Fourier Transform (FFT) by squaring the FFT amplitude spectrum (Salinet Jr et al., 2010) of applying the Welch method (Guillem et al., 2013). The dominant frequency is defined as the frequency with the highest power in a frequency range up to 20 Hz (Guillem et al., 2013). Analysis is performed on windowed data, with a suggested window length of 4 seconds (Salinet Jr et al., 2010).

The possibility for non-invasive DF analysis was first developed for ventricular fibrillation (VF) (Langley et al., 2009). In AF, the possibility to use maximal frequency sites from BSMs to guide ablation was first indicated by Guillem and co-workers (Guillem et al., 2013). The close correlation of body surface DFs and intracardiac DF recordings was further indicated by Bojarnejad et al. (Bojarnejad et al., 2013).
Figure 1-9: Example of a dominant frequency body surface map (4 second window).

For the above studies, different setups for BSMs have been used, which makes a comparison between the studies challenging (Hoekema et al., 1998). An optimal solution would be to provide a standard setup for BSMs, probably with as few electrodes as possible. Various studies have investigated reduced-lead BSM analysis with success (Barr et al., 1971, Finlay et al., 2006, Lux et al., 1978). Besides this, online tools for BSM analysis have been provided (Bond et al., 2010b, Bond et al., 2010a).

The above steps have however not led to any standardisation. This lack of standardisation together with the complexity of applying BSM systems to the patient and the high amount of data to be stored and analysed, have hampered the routine application of BSM in clinic (Punske, 2003). This might change in the near future, as much progress is made towards using non-invasive signals for predicting sources of cardiac disease on the heart surface. This estimation problem is generally known as the inverse problem of electrocardiology (van Oosterom, 2012c).

1.5 The Inverse Problem: Theoretical Background

From a general perspective, one could consider a problem where a source below the surface generates electrical signals which can be measured on the surface through a conducting medium (Hansen, 2010). Assuming that the
medium can be described accordingly, if one knows the data at the source, the signals arising from these source data at the surface can be determined. This type of problems is called forward problem. On the other hand, if one knows the signals at the surface, the data at the source could be calculated. These problems are inverse problems.

Most inverse problems can be stated mathematically as a Fredholm integral of the first kind. A generic form of this integral reads as:

\[ g(x) = \int_0^1 K(x, x') f(x') dx' \]  

(1-2)

Here, the relationship between the source \( f(x') \) and surface data \( g(x) \) is described by kernel \( K(x, x') \). In the case of the inverse problem, both \( g(x) \) and \( K(x, x') \) are assumed known, albeit with errors (e.g. signal noise) in realistic environments (Hansen, 2010).

Inverse problems are part of the class of ill-posed problems. In 1902, Hadamard suggested that well-defined problems should have three requirements (Hadamard, 1902):

1. Existence: a solution for the problem must exist,
2. Uniqueness: the solution should be unique, and
3. Stability: the solution should be continuously dependent on the data.

Any problem not covering all three requirements is an ill-posed problem.

For the inverse problem in electrocardiology, the source is considered to be the active source on the heart that generates torso signals. The system is the torso geometry and electrical conduction properties of the tissues within the torso. The surface is the torso surface. The inverse problem is ill-posed as for requirements 2 and 3. The uniqueness of the electrocardiological inverse problem is an issue as the source on the heart surface is not known (Nash and Pullan, 2005). Cardiac sources can however be estimated, as will be described in sections 1.5.4 and 1.5.5. Previous research has provided elegant strategies for accurate source estimations, and the lack of uniqueness is therefore no longer considered an issue (Cheng et al., 2003a, van Oosterom, 2012c).
The instability of inverse solutions is inherent to integral equation features. According to the Riemann-Lebesque lemma, as the signals are calculated from the source, higher frequencies in the source signal are damped more than lower frequencies. From this, the surface signals will behave more smoothly than the source signals (Hansen, 2010). The opposite happens in the inverse problem, meaning that high frequencies in the surface signals will be amplified more than lower frequencies. Noise will therefore be amplified on the cardiac signals, and a correct analysis of the sources will be challenging (Cheng et al., 2003b, Colli-Franzone et al., 1985b). This problem can be partly solved by regularisation (Cheng et al., 2003a), in which a smoothing function is added to the inverse problem equation.

The following paragraphs will discuss in more detail ways to set up inverse solutions in electrocardiography. Different source types, volume conductor equations and regularisation techniques will be described. First, an overview will be given about the physical properties of electric volume conduction.

### 1.5.1 The Laplace and Poisson Equations as Starting Points for the Inverse Problem

To determine the principal mathematical equations behind the inverse problem, physical properties of sources in a volume conductor will be explained based on the image shown in Figure 1-10. Here, the source is considered a point source at \( \bar{x} \). It is desired to know the potential generated by this source at field point \( \bar{x}' \), assuming a homogeneous volume conductor (conductivity \( \sigma \)). The conductor is bounded by surface \( S \) (Geselowitz, 1989).

![Figure 1-10: Schematic representation of an electrical source \( \bar{x} \) in a medium of homogeneous conductivity (\( \sigma \), bounded by the surface \( S \) (Barr et al., 1966).](image-url)
The point source can generate an electric field $\vec{E}_x$ in the volume conductor. In a homogeneous volume conductor, the current density $\vec{J}_x$ can be calculated according to the third dimensional extension of Ohm’s law:

$$\vec{J}_x = \sigma \vec{E}_x \quad (1-3)$$

Here, $\sigma$ is constant. In cases where (parts of) the volume conductor is anisotropic, $\sigma$ becomes a $3 \times 3$ tensor (Plonsey and Barr, 2007).

The volume conductor is considered passive. This means that all the electrical variables considered are assumed to arise only from the source $\vec{x}$, and no charge is accumulated within the volume conductor. As the source can be specified for each time instant independently, the electrical variables can be estimated for each instant. This is known as the quasi-static approximation (Colli-Franzone et al., 1982).

For the passive medium, this means that the following equation holds:

$$\nabla \cdot \vec{j} = 0 \quad (1-4)$$

Besides this, the electrical potential $\Phi$ can be defined as follows:

$$-\nabla \Phi \equiv \vec{E} \quad (1-5)$$

Inserting (1-5) into (1-3), and following (1-4), this leads to:

$$\nabla \cdot \sigma \nabla \Phi = \sigma \nabla^2 \Phi = 0 \quad (1-6)$$

This is known as the Laplace equation. It holds when considering the potential distribution in passive media (Plonsey and van Oosterom, 2012).

As the part of the volume conductor indicated in grey on Figure 1-10 contains an active source that contributes current to the volume conductor, the starting point is (van Oosterom, 2014b):

$$\nabla \cdot \vec{j}_x = -i_v \quad (1-7)$$
Here, \( i_\nu \) describes the current provided by the source \( \vec{x} \). For internal sources, the current in described by an impressed current density (van Oosterom, 2014b). Accordingly, as in equation (1-6):

\[
\nabla \cdot \sigma \nabla \Phi_x = -i_\nu 
\tag{1-8}
\]

This is the Poisson equation which holds for the active region in the volume conductor.

In realistic models, the region of active cardiac sources is embedded in a heterogeneous volume conductor consisting of various isotropic or anisotropic passive regions (Geselowitz, 1989). Accurate forward and inverse solutions therefore require an appropriate integration of both Poisson and Laplace equations into the mathematical model. As this implementation can be cumbersome, a mostly chosen starting point is to determine the infinite medium potential \( \Phi_\infty(\vec{x}) \) at a point of interest. The infinite medium potential is calculated assuming an infinitely large, homogeneous volume conductor with the potential at infinity equal to zero (d' Alché et al., 1974, Messinger-Rapport and Rudy, 1985). The calculation of this potential for various source models will be discussed next.

### 1.5.2 The Infinite Medium Potential

Assuming only one current density point source \( I \) at location \( \vec{x} \) in the infinite volume conductor, the current density strength at a point \( \vec{x}' \) inside the volume conductor can be calculated as (van Oosterom, 2014b):

\[
J(\vec{x}') = \frac{I}{4\pi R} 
\tag{1-9}
\]

Here, \( R \) is the distance between the source point and observation point. From (1-3), it follows that

\[
E(\vec{x}') = \frac{I}{4\pi \sigma R} 
\tag{1-10}
\]

The infinite medium potential can then be found according to (1-5). For this, an integration equation has to be solved:
\[
\phi_\infty(\vec{x}') = \frac{-l}{4\pi\sigma} \int_\infty^{x'} \frac{1}{\rho^2} d\rho
\] (1-11)

In this form, \( \rho \) is a scalar integration variable along \( \vec{R} \) (Plonsey and van Oosterom, 2012).

In case the current densities are spread throughout the volume conductor, \( I \) would be replaced by \( i_v dv \) and the integration would be

\[
\phi_\infty(\vec{x}') = \frac{1}{4\pi\sigma} \int \frac{i_v(\vec{x})}{R(\vec{x}',\vec{x})} dv(\vec{x})
\] (1-12)

Here, \( i_v(\vec{x}) \) is the current source volume density at \( \vec{x} \).

The infinite medium potential is of high importance in the calculation of potential fields in a finite, heterogeneous volume conductor, as will be described next (Geselowitz, 1989).

1.5.3 The Potential Field in Bounded Media

Focussing back on Figure 1-10, the volume conductor can be considered as a bounded medium in which there resides a small area containing all the primary sources of electricity. If the potential at \( \vec{x}' \) due to sources at point \( \vec{x} \) is to be known, one could apply Green’s second theorem to the bounded medium (Barr et al., 1966):

\[
\int (\varphi \nabla^2 \vartheta - \vartheta \nabla^2 \varphi) dv = \int (\varphi \nabla \vartheta - \vartheta \nabla \varphi) \cdot d\vec{S}
\] (1-13)

The integral on the left is a volume integral, whereas the right integral is a surface integral. The integrand \( d\vec{S} \) points along the outward normal of the surface.

This expression means in essence that the potential field within the volume conductor can be described by the variations in potential at the surface of homogeneous regions within the volume conductor. Both \( \vartheta \) and \( \varphi \) are scalar functions of position. Applying the theorem to Figure 1-10, making \( \varphi \) equal to \( \Phi \) and \( \vartheta \) equal to \( \frac{1}{\vec{R}} \), and splitting both integrals, one gets (Barr et al., 1966):
These integrals can be worked out (Plonsey and van Oosterom, 2012), resulting in the fundamental expression:

\[
\phi(\overrightarrow{x}) = \phi_{\infty}(\overrightarrow{x}) - \frac{1}{4\pi} \int \phi(\overrightarrow{\hat{x}}) d\omega(\overrightarrow{x}, \overrightarrow{\hat{x}}) - \frac{1}{4\pi \sigma} \int \frac{J_n}{R} dS
\]  

(1-15)

In this equation, \(d\omega(\overrightarrow{x}, \overrightarrow{\hat{x}})\) is the solid angle subtended by surface element \(dS(\overrightarrow{\hat{x}})\) at \(\overrightarrow{x}\), and \(J_n\) is the normal component of current density across surface \(S\).

From equation (1-15), it can be seen that the potential at a point in a bounded medium is the sum of its infinite medium potential, a weighted integral of the potential at the boundary and a weighted potential of the current densities at the boundary on the surface(s) surrounding the (primary or secondary) sources. The first integral can be seen as a virtual double layer at \(S\), the second as a virtual monolayer at \(S\) (Plonsey and van Oosterom, 2012).

The method for calculation of the infinite medium potential depends on the source distribution that is assumed to arise on the heart. Earliest ideas focussed on monopole or dipole sources (Frank, 1956, Gabor and Nelson, 1954, Geselowitz, 1964). Besides this, moving dipoles and multipole extensions received some attention (Arthur et al., 1972, Geselowitz, 1965, Trost et al., 1977). As this work focussed on monolayer and double layer source distributions, which are also necessary for solving the integrals of equation (1-15), only the calculations for these sources will be given.

1.5.4 Current Layer-Based Source Models

As from above, Green’s theorem can be applied to describe the behaviour of a (current density) vector field inside a volume using only measurements at the surface of this volume. Here, the surfaces will be the boundary around the volume containing primary sources in the torso.

In case this surface is considered to be feeding a current density \(J_x\) into the torso volume conductor, the infinite medium potential at a point \(\overrightarrow{x}\) inside the
volume conductor can be found by integrating the contribution of elementary
dipoles \( j_x dS \) positioned along the surface. Therefore:

\[
\phi_\infty (\vec{x}') = \frac{1}{4\pi \sigma} \int_S \frac{j_x}{R} dS
\] (1-16)

As seen from equations (1-15) and (1-16), the monopole layer has an important
role in describing both primary and secondary (or virtual) sources. Monolayers
were already suggested in the early work of Gelernter and Swihart (Gelernter
and Swihart, 1964) as secondary sources. As virtual sources, monolayers are
used to describe differences in conductivities at boundaries in the volume
conductor. In case \( j_x \) is constant, analytical expressions are known for simple
surfaces. Torso volume conductors are therefore discretised in many small
simple surfaces to which the analytical expressions can then be applied
(Geselowitz and Miller III, 1983).

A more frequently used two-dimensional source model is the dipole layer or
double layer (De Munck, 1990). Each elementary unit of the double layer is
considered to carry a dipole of strength \( p(\vec{x}) dS \) with \( p(\vec{x}) \) the local dipole
moment. The infinite medium potential for any point inside the volume
conductor can then be calculated as:

\[
\Phi_\infty (\vec{x}') = \frac{1}{4\pi \sigma} \int_S \frac{\vec{R} \cdot \vec{p}(\vec{x})}{R^3} dS
\] (1-17)

Besides this, it can be shown that (Plonsey and Barr, 2007):

\[
\frac{\vec{R} \cdot dS}{R^3} = \frac{dS_n}{R^2} = d\omega
\] (1-18)

Here, \( S_n \) is the normal component of the surface element \( dS \) and \( d\omega \) is the solid
angle subtended by this element at \( \vec{x}' \). This leads to the following expression

\[
\Phi_\infty (\vec{x}') = \frac{1}{4\pi \sigma} \int_S p(\vec{x}) d\omega(\vec{x})
\] (1-19)

As with the monolayer, the double layer model is important both for describing
primary and secondary sources. The transfer matrices described in the current
thesis will be based on double layer models, with the inclusion of monolayer-based sources, as represented by equations (1-17) and (1-19).

1.5.4.1 Applications of Current-layer Source Models

In case the double layer strength is constant over the surface, the double layer is called the uniform double layer (UDL). This source configuration was first introduced by Wilson (Wilson et al., 1933) and is considered to be the classical source model of the depolarisation wave fronts progressing through the myocardium. This model showed a better correlation with the electrocardiogram than multipole expansions, and has served well to describe the ECG features qualitatively (Holland and Arnsdorf, 1977).

The major weakness of the UDL model is its inappropriateness for describing repolarisation (van Oosterom, 2012b), as well as possible issues when dealing with anisotropy (Clerc, 1976, Corbin II and Scher, 1977). To overcome these issues, an equivalent double layer (EDL) model was suggested. This model includes a Heaviside function which is zero for time samples earlier than the local depolarisation time in cardiac tissue and one otherwise. This allows the inclusion of temporal behaviour of the source model into the calculations. A first attempt to provide this type of models was suggested by Barr et al. (Barr et al., 1970). A more complete implementation was obtained by Salu (Salu, 1978) and Cuppen (Cuppen and van Oosterom, 1984).

A priori knowledge about the propagation (or timing) of the depolarisation wave front is needed for the correct implementation of this model. Depending on the desired complexity, different propagation models can be used to obtain accurate estimates of the cardiac activation times. The simplest form of propagation can be calculated using the Shortest Path Algorithm, which only provides routes of excitation (van Dam and van Oosterom, 2003). Alternatively, eikonal (i.e. non-linear partial derivatives of wave propagation) approaches can be used which allow for the inclusion of anisotropy and a limited number of electrophysiological states (Dierckx et al., 2011). Cellular automata also allow incorporation of electrophysiological states and anisotropy, as well as wave front curvature (Correa de Sa et al., 2011) or action potential duration rate adaptations (Reumann et al., 2008). The most complex models include ionic
current propagation between neighbouring cells (Henriquez, 1993). The bi-domain model takes into account current in intracellular and extracellular space as well as throughout cells via gap junctions (Geselowitz, 1989, Geselowitz, 1992). In case the extracellular and intracellular spaces are considered to have equal anisotropy ratios, the mono-domain model can be used (Dössel et al., 2012).

As the EDL model focusses on determining the time of depolarisation and repolarisation, it is generally known as activation time imaging (Modre et al., 2002, Tilg et al., 2003). It has especially shown efficiency in ventricular repolarisation estimation (van Oosterom, 2001), but also can be used to estimate atrial activity (van Dam and van Oosterom, 2005).

### 1.5.5 Potential-Based Source Models

Besides current-based sources, voltage source models have been used frequently in inverse problems of electrocardiology. These models assume the cardiac source can be expressed as a surface of electrical potentials encompassing the epicardium (Colli-Franzone et al., 1985b). This idea was first suggested by Zablow (Zablow, 1966) and later on mathematically described by Martin (Martin and Pilkington, 1972). Originally the cardiac source models were named pericardial potentials due to their similarity in encompassing the epicardium (Martin and Pilkington, 1972). Currently, they are mostly known as epicardial potential sources (Ramanathan et al., 2004, Rudy and Burnes, 1999). This type of source is based on the theoretical one-to-one relationship between voltages on a surface bounding the volume conductor and a closed surface around the primary sources (Rudy and Messinger-Rapport, 1988). Furthermore, for correct application of this theory, one has to assume modelling and measurement errors can be neglected (Barr et al., 1977). It allows for a ‘closer look’ at the cardiac sources without assuming any a priori knowledge about these sources except for their location. The major drawback of these models is the lack of a well-established relationship with cardiac electrophysiology (van Oosterom, 2012c). The advantage is that the potentials can be more easily verified by experimental measurements than current density equivalent sources (Barr et al., 1977).
As the torso volume conductor has a complicated geometry, a direct analytical solution is impossible. After establishing the mathematical basics of the inverse problem and choosing the appropriate source for a particular application, a numerical solution has to be developed. This solution generally includes the discretisation of the torso into small, simple shapes for which analytical expressions are known, and then estimation of the sources by calculating the contribution of each small area to the source. For this project, the boundary element method (BEM) will be used for numerical analysis. This is further detailed in the next paragraph.

1.5.6 Boundary Element Methods in the Inverse Problem

The boundary element method has been used frequently for solving the inverse problem in electrocardiology (van der Graaf et al., 2014). For the BEM, the volume conductor is considered having regional homogeneous conductivity, which allows for a direct application of Green’s theorem. This is in contrast with techniques such as Finite Element Method and Finite Difference Method, which attempt to take into account effects within the entire volume (Colli-Franzone et al., 1985a, Meng et al., 2012). These methods have the advantage of being able to incorporate tissue anisotropy (Dössel et al., 2012). However, as much debate is still going on about tissue anisotropy, it is difficult to apply volumetric methods directly (Gabriel et al., 1996). Another disadvantage is the need to calculate potentials at a high number of locations, leading to high computational costs.

As a starting point for BEM application, the surfaces of regions with different conductivity are discretised in small triangles (Figure 1-11). From there, two methods can be followed. The oldest technique is to calculate potentials at the centroid of the triangles (Gelernter and Swihart, 1964, Lynn and Timlake, 1968b). More current calculations use the nodes at the vertices of the triangles, as was introduced by Barr (Barr et al., 1966, Barr et al., 1977, van Dam et al., 2009).
For this latter approach, if there are \( N \) nodes \((i = 1, ..., N)\) on the triangulated surface of interest, the potentials at a given moment in time constitute the vector \( \varphi \). The potential is calculated from the infinite medium potential, taking into account the effects of the virtual monolayer and double layer at the surface (equation (1-15)). The infinite medium potential depends on the chosen source configuration.

For simplicity, one could standardise equation (1-15) to:

\[
\Phi(x^T) = \Phi_\infty(x^T) - \frac{1}{4\pi} \int_\Omega \Phi(\bar{x})d\omega
\]  

(1-20)

stating that the potential at a point inside the bounded medium is the addition of the infinite potential at that point and a weighted sum of boundary potentials.

For numerical handling of this equation, the volume conductor is segmented into small triangles. For each node, the final potential is the summation of the contribution of all these triangles \( Q \) (\( j \) triangles, with \( j = 1, ..., Q \)):

\[
\int_S \Phi(\bar{x})d\omega = \sum_{j=1}^{Q} \int_{\Delta_j} \Phi(\bar{x}) \frac{\bar{R}_i \cdot d\bar{S}_j}{\bar{R}_i^3}
\]  

(1-21)

The complication is in calculating the integral at the right hand side (van Oosterom, 2014b). This can be approximated by calculating the mean potential over the triangle \( (\varphi_j) \) and multiplying this by the solid angle of the triangle subtended at the node \( i \) \((\omega_{i,j})\).
\[ \int_{\Delta_j} \phi(\mathbf{x}) \frac{R_i \cdot dS_j}{R_i^3} \approx \varphi_j \omega_{i,j} \]  

(1-22)

Following the notations of equation (1-15), this can be rewritten as:

\[ \varphi_i = \varphi_{i,\infty} - \frac{1}{4\pi} \sum_{n=1}^{N} \varphi_n \omega_{i,n} \]  

(1-23)

This equation can then be solved for all \( N \) nodes on the surface (van Oosterom, 2014b).

A major complication in this equation is the auto solid angle, i.e. the appropriate value for \( \omega_{i,j} \) when the field point approaches node \( i \) from the interior (Meijs et al., 1989). As the solid angle is continuous inside the volume and total solid angle subtended by the surface at any anterior point is \(-4\pi\), (or \(4\pi\) depending on the orientation) the auto solid angle \( \omega_{i,i} \) can be found as:

\[ \tilde{\omega}_{i,i} = -4\pi - \sum_{n=1}^{N} \tilde{\omega}_{i,n} \]  

(1-24)

Here, \( \tilde{\omega}_{i,n} \) is the solid angle subtended at all points \( n \neq i \). The result is approximately \(-2\pi\) at places where the surface is planar. The auto solid angle is generally isolated from equation (1-23), leading to (Meijs et al., 1989, van Oosterom, 2014b):

\[ \varphi_i = \varphi_{i,\infty} - \frac{1}{4\pi} \sum_{n=1}^{N} \varphi_n \omega_{i,n} - \frac{2\pi}{4\pi} \varphi_i \]  

(1-25)

This isolation can then be brought to the left-hand side of the equation, ultimately leading to:

\[ \varphi_i = 2\varphi_{i,\infty} - \frac{1}{2\pi} \sum_{n=1}^{N} \varphi_n \omega_{i,n} \]  

(1-26)

Both terms of the subtraction can then be rewritten, e.g. as:
\[ a_{i,n} = -\frac{1}{2\pi} \omega_{i,n} \]  
(1-27)

and:
\[ \psi_i = 2\varphi_{i,\infty} \]  
(1-28)

as vectors for the contribution of individual nodes. This can be written as a complete matrix of linear equations:
\[ \Phi = \Psi + A\Phi \]  
(1-29)

A second complication is that the solution is only unique up to a constant, due to the nature of integral equations. One way of solving this issue is to set the mean potential over all nodes to zero, which can be mathematically incorporated as one additional linear equation, making the equation overdetermined (\( N + 1 \) equations for \( N \) unknowns). This method is known as the deflation and was first implemented by Lynn and Timlake (Lynn and Timlake, 1968a).

Equation (1-29) can be used for solving forward problems in electrocardiology. The ways to establish ECG signals from known source models can be roughly separated into two alternatives. Indirect methods can be used in which an initial estimate of the solution for \( \Phi = \Psi \) is refined until convergence. Nowadays, direct methods are preferred as computing memory has increased. Direct methods are also not dependent on the quality of an initial solution (Lawson and Hanson, 1974).

For direct analysis, equation (1-29) is rewritten as:
\[ C\Phi = (I - B)\varphi = \Psi \]  
(1-30)

Direct solutions are also advantageous when multiple source configurations \( \Psi \) are desired to be linked to the same volume conductor configuration. For this, the (inverse of) \( C \) can be calculated beforehand and stored, which has proven to be very useful in parameter estimation problems (Oostendorp and van Oosterom, 1989).
By inverting $C$, the effect of bounding the volume conductor can be expressed as a combination of linear systems $W$ acting on the source $\Psi$, which depends linearly on the individual source components $L_s$. Therefore:

$$\Phi = W\Psi = WLS = Ts \quad (T \triangleq WL)$$

(1-31)

which is the final formulation for forward solutions (van Oosterom, 2012c).

### 1.5.7 Towards Inverse Solutions

In cardiac electrophysiology, there is high interest in estimating sources from surface signals. The problem with most inverse problems, as discussed before, is that they cannot be solved, as true bio-electrical sources cannot be estimated (Helmholtz, 1853). One has to be content with solving inverse problems towards source models which are postulated a priori. The parameters of this source model are then estimated from distant measurements.

One rare occasion in which sources can be found from surface signals is in case the source is considered a dipole inside a homogeneous volume conductor. This was first postulated by Gabor and Nelson (Gabor and Nelson, 1954) and has been used in deriving sources from vectorcardiography (van Oosterom et al., 2007). However, in most literature the cardiac source is assumed to be more complicated. In case the volume conductor parameters are set up a priori and kept constant, only source parameters can be varied. From a forward solution, the parameters can be varied until the simulated signals resemble real, measured data. The inverse problem then becomes a parameter estimation problem, for which different solution methods have been developed (Beck and Arnold, 1977). In most cases, the best inverse solution is found by minimising the least square error ($R$) between observed and simulated data (Hansen, 2010):

$$R = \min ||\Phi - Ts||^2$$

(1-32)

The appropriate method of determining the minimal least square error depends if one assumes that the source characteristics and measured potentials are linearly dependent or non-linearly dependent (van Oosterom, 2014b). Linear dependency is assumed if the source is modelled as a fixed point source or a
distributed voltage or current source. In this case, a linear least squares solution can be formulated, for which different solution methods are available (Lawson and Hanson, 1974). In many cases, an inversion of matrix $T'T$ is performed, where $T'$ is the transpose of $T$:

$$S = (T'T)^{-1}T'\Phi$$  \hspace{1cm} (1-33)

Alternatively, matrix $T$ can be inverted by truncated singular value decomposition (TSVD) (Varah, 1979). Here, the matrix is first decomposed into two orthogonal matrices $(U, V)$ and a diagonal matrix containing the singular values $(\Sigma)$:

$$T = U\Sigma V^t$$  \hspace{1cm} (1-34)

The singular values are ranked on the diagonal such that $\sigma_{1,1} > \sigma_{2,2} > \cdots > \sigma_{t,t} > 0$. A threshold for singular values can be applied to remove the smaller values which do not contain real signal information. Noise can therefore be efficiently reduced, which results in accurate source estimations (Damen and Van der Kam, 1982).

Non-linear least squares estimation have to be applied on the EDL and if the source is assumed to be a moving dipole. On frequently used non-linear least squares algorithm is the Marquardt algorithm (Marquardt, 1963). As mentioned previously, non-linear methodologies are dependent on good initial estimates of the parameters to be determined (van Oosterom, 2014b).

Even though the source model is postulated a priori and volume conductor matrix inversion techniques are available, inverse solutions are still prone to error. It is well known that any error in the description of $T$, i.e. the volume conduction effects, can lead to significant errors in parameter estimations. This has to be taken into account especially when a large number of parameters has to be estimated. These errors can be reduced by applying penalty functions to the inverse solution, which is more generally known as regularisation (van Oosterom and Huiskamp, 1992).
1.5.8 Regularisation of Inverse Problems

Different methodologies for inverse problem regularisation have been used in literature. These additional solution constraints can be of spatial, temporal or spatio-temporal nature. A general way of representing regularisation is as follows:

\[
O = \| \Phi - Ts \|^2 + \lambda^2 \| D(s) - q \|^2
\]  

(1-35)

Here, \( D(s) \) and \( q \) are the additional regularisations and \( \lambda \) is the regularisation parameter to determine the effect of the regularisation function onto the final inverse solution. Higher values for \( \lambda \) will lead to smoother inverse solutions (Hansen, 2010).

A very frequently used type of regularisation is Tikhonov regularisation (Messinger-Rapport and Rudy, 1988). Three different smoothing functions have been used as a Tikhonov smoothing function: an identity matrix (zero-order Tikhonov), a surface gradient operator (first order) and a Laplacian (second order) operator (Cheng et al., 2003a). The use of a specific order changes how the regularisation affects the inverse solution. A zero-order Tikhonov will affect the signal amplitude, whereas the first and second Tikhonov orders constrain the spatial domain of the solution (Oster and Rudy, 1992). Another frequently used regularisation technique is TSVD, as discussed previously.

The major limitation of the classical regularisation techniques is their lack of the incorporation of time-dependent effects on the data, leading to limited success in inverse solutions (Brooks and Ahmad, 1999, Greensite, 1994). One solution would be to improve the standard regularisation by additionally including temporal effects with the Twomey algorithm (Twomey, 1965). However, this technique requires an appropriate initial solution and the final solution will always be biased towards this solution (Cheng et al., 2003a). Greensite suggested an alternative technique in which BSM data were considered as a family of solutions. From this family, the integral equations of the principal components were regularised, which resulted in more accurate solutions compared to regularising integral equations for each time point (Cheng et al., 2003a, Greensite and Huiskamp, 1998). Other techniques for including
temporal behaviour have included Kalman filtering (Aydin and Dogrusoz, 2011) and inclusion of multiple constraints (Brooks and Ahmad, 1999).

In a commercially available system for the calculation of the inverse problem using a voltage source, the original solution is regularised by an iterative generalised minimum residual (GMRes) method (Saad and Schultz, 1986). The GMRes method does not need to have any a priori constraint implemented (Ramanathan et al., 2003) and has shown improved solutions for ill-posed inverse problems in image restoration and electrocardiographic imaging (Calvetti et al., 2000, Ramanathan et al., 2003). To calculate the inverse solution with GMRes, a square matrix has to be used (Saad and Schultz, 1986). This is generally not the case for the transfer matrix as the electrocardiograms are in most cases estimated for more nodes on the pericardial surface than the number of electrocardiogram locations (Ramanathan et al., 2003). To induce square matrices, GMRes is calculated on the transfer matrix multiplied by its transpose. GMRes suffers from the need of a good initial estimate, as do other iterative methods.

Lastly, in case of activation time imaging, an appropriate regularisation technique for the initial estimate is based on the critical point theorem (Huiskamp and Greensite, 1997). This technique was developed from the observations that a hole is formed in the cardiac wave front where it intersects the endocardial or epicardial wall. The position where the hole appears can be seen as a critical point and the time of occurrence as the critical time (Cheng et al., 2003a). If all these critical times would be determined, the activation sequence of the heart would theoretically be a well-posed problem (Greensite, 1994). The detection of the critical time is difficult under noisy circumstances. This can be partly solved by the application of a second-order Tikhonov regularisation (Huiskamp and Van Oosterom, 1988).

A last consideration is determining the amount of regularisation that is needed to obtain a smooth solution which is still physiologically relevant. This depends on the accurate estimation of the regularisation parameter value \( \lambda \).
1.5.9 Accurate Selection of the Regularisation Parameter

To determine a good balance between the solution and regularisation norms as in equation (1-35), different \textit{a posteriori} methods can be used to choose an appropriate regularisation parameter value (Cheng et al., 2003a). The most ideal, yet unfeasible solution would be the optimal criterion. It would allow calculating the optimal regularisation parameter for each time point for Tikhonov or TSVD regularisation. However, the epicardial potential distribution should be known beforehand (Cheng et al., 2003a).

A more realistic and highly used method to estimate regularisation parameters is the Composite REsidual and Smoothing Operator (CRESO) suggested by Colli-Franzone and co-workers (Colli-Franzone et al., 1985a). This method can only be used with continuous regularisation parameters and therefore not the TSVD. This algorithm attempts to find the optimal parameter by maximising the difference between the derivatives of the residual and smoothing term (Cheng et al., 2003a).

Another frequently used alternative is the L-curve as suggested by Hansen (Hansen, 1994). Here, a log-log plot is generated of the residual norm against the solution norm. This function generally has an L-curved shape. The optimal parameter value is then the value at the corner of the L-curve (Cheng et al., 2003a). However, some research groups have suggested that the optimal value would be found just outside the L-curve corner (Hoekema et al., 1996).

Having discussed the theoretical background of the inverse problem, it can be appreciated that there are various ways to estimate cardiac sources. The next section will give an overview of practical attempts of electrocardiographic inverse problem calculations, with specific attention to atrial inverse solutions.

1.6 Inverse Problems for Estimating Cardiac Sources

In clinic, two types of inverse solutions are of interest: the inside-out (invasive) inverse solution and outside-in (non-invasive) solution. The inside-out solution allows for estimation of endocardial signals, whereas the outside-in solution estimates epicardial potentials.
1.6.1 The Inside-Out Solution

The inside-out inverse solution has seen most clinical applications. Here, a non-contact balloon catheter is placed inside one of the heart chambers (Figure 1-12 and Figure 1-13). The potentials measured at the balloon electrodes are then used to estimate the endocardial activity. The first inside-out inverse solution for ventricular endocardial analysis was performed by Taccardi et al. (Taccardi et al., 1987). Currently, the commercial tool that is mostly used for these purposes is the EnSite system (St. Jude Medical, St Paul, Minnesota, USA), which consists of a 64-electrode non-contact multi-electrode array (MEA) that measures electrograms at a sampling frequency of 1200 Hz (EnSite 3000 system) or 2034.5 Hz (EnSite Velocity System) (Rajappan and Schilling, 2009). These electrograms are measured against a reference electrode located on the shaft of the MEA catheter, where it is in contact with the blood pool to provide a zero potential reference (Schilling et al., 1998).

![Figure 1-12: Left: Example of the EnSite balloon (B) positioned in the right atrium. H, halo catheter; CS, coronary sinus catheter; Map, mapping catheter. Middle and Right: Schematic representations of activation wave fronts from the EnSite system balloon (yellow mesh) in the right atrium. SVC; Superior vena cava; Sept, septum; IVC, inferior vena cava; RAA, right atrial appendage; Ant, Anterior side of the heart; TA, Tricuspid valve (Schilling et al., 2000) (Reproduced with permission from the publisher).](image)

The system is also provided with a locator signal situated between two balloon electrodes. This locator detects the position of various catheters, including a mapping catheter used to develop the 3D geometry of the cardiac chamber (Ben-Haim et al., 1996). This is achieved by determining points on the endocardial wall with the mapping catheter and then applying a convex hull
algorithm for three-dimensional spatial interpolation. This algorithm calculates facets which link the individual points and combines these facets to a 3D geometry. Points which are interior to these facets are ignored (Kadish et al., 1999).

The EnSite system solves the inverse solution for 64 points located on the endocardium. After this, the system uses a bi-cubic spline interpolation to interpolate potential values for up to 3360 locations on the geometry. This provides the clinicians with a detailed isopotential map along the entire endocardial wall of the cavity (Ben-Haim et al., 1996). Major limitations of the system are the possible poor quality of the inverse solution for areas which are remote from the MEA centre. It has been reported that sites which are more than 4 cm away from the centre show this problem (Kadish et al., 1999). Patient or balloon movement would also induce the need for recreating the cardiac geometry (Rajappan and Schilling, 2009). Other issues are the relative high cost of the system and the risks associated with invasive procedures.

Although the exact algorithm is patented, the EnSite inverse solution seems to show some similarities to the work of Khoury et al (Khoury et al., 1995). Here a potential-based source model is set up for solving the inverse problem in a volume conductor discretised to be analysed with the BEM. In this work, the inverse solution was validated by analysing data from an isolated canine heart, with the balloon positioned inside the left ventricle. Data were also collected from electrodes located on intramural needles for comparison. From cardiac stimulation data, it could be observed that the inverse solution was able to estimate the location of the pacing site within a range of 10 mm of the actual site. The system was also able to distinguish multiple pacing sites with a distance between 10 and 20 mm from one another.
Figure 1-13: Example of a left atrial isopotential map from the EnSite Velocity system. The atrium is shown from a posterior (left image) and anterior (right) view. Coloured dots indicated ablation locations. The signals below show three ECG signals as well as a bipolar signal from the ablation catheter.

The commercially implemented system has been validated both for its accuracy in determining the geometry and the endocardial electrograms. In one study, Kadish et al. successfully validated the geometrical accuracy of EnSite system (Kadish et al., 1999). Using 12 dogs, the accuracy was determined by analysing the ability of the EnSite system to determine the distance between electrodes from a multipolar catheter positioned at different places in the right atrium. The distance between these electrodes was determined a priori to be 5.5 mm. This study also showed a correlation coefficient of 0.81±0.18 (mean±SD) between estimated virtual electrograms from the EnSite system and electrograms measured by contact mapping in sinus rhythm, atrial flutter and atrial fibrillation. An early study on reconstruction of ventricular electrograms in humans showed similar correlations (0.87±0.12) (Schilling et al., 1998).

The possibility of estimating full endocardial maps has extended various research regarding AF mechanisms into an additional dimension. One way of looking at AF which is of particular interest in this thesis is the dominant (or
fundamental) frequency (DF) determination of AF. In earlier data obtained from contact (point-by-point) mapping, Sanders et al. concluded that DF was spatiotemporally stable over 5 second windows (Sanders et al., 2005). Dominant frequencies were defined as the highest amplitude frequency between 3 and 15 Hz with a regularity index >0.2. They were also able to determine the stability of DF over 30 seconds divided into 6 successive windows of 5 seconds, as well as after repeated mapping within 15 minute intervals. Their site of highest DF (HDF) showed also relative stability, providing ground to consider HDF sites as AF ablation targets. Here, HDF sites were considered sites where the DF gradient with neighbouring points was higher than 20% (Sanders et al., 2005). This suggested an important role of HDF sites in representing drivers or maintainers of HDF. The work by Atienza et al. showed that addition of HDF ablation to standard pulmonary vein isolation improved AF ablation outcome by extending the time for which patients did not suffer AF relapse (Atienza et al., 2009).

Later studies, performed with balloon catheters providing a global view of DF at each time point, rejected this HDF stability however. The work of Jarman et al. (Jarman et al., 2012) especially showed no discrete HDF areas in subjects with persistent AF after analysing 6.8 second long windows of 256 QRS subtracted virtual electrograms (range 3-20 Hz). This work showed however 3 distinct patterns of HDF behaviour. In 33% of the cases, HDF would appear, disappear and reappear at a specific location. In another 31% of cases, the HDF site would migrate to a neighbouring area between successive windows. In 36% of cases, a random behaviour of HDF sites was found. This led to the conclusion that HDF sites would not be the sites of AF sources in patients, and an ablation strategy solely based on HDF site ablation would be ineffective, as was suggested by Verma et al. (Verma et al., 2011). DF calculated from virtual electrograms as measured using the inverse solution was found to be significantly similar to the DF as determined from contact mapping signals (Jarman et al., 2012).

Another advantage of non-contact, global AF mapping is the ability to determine bi-atrial electrical coupling from measurement close to the atrial activation source. Lemery and co-workers were the first to study the
electrophysiological aspects of atrial activation in sinus rhythm and after stimulation in persistent and paroxysmal AF (Lemery et al., 2004). They used two EnSite 3000 systems to simultaneously analyse both atria. After geometrical mapping, atria were aligned along the septum (fossa ovalis) and activation maps were acquired. They showed that, in sinus rhythm, septal activation occurs earlier at the RA side than the LA side. LA activation occurred over the Bachman bundle, which was activated earlier than the RA septum. Under inferior RA pacing, septal activation was delayed significantly. With LA appendage pacing, atrial activation was perceived as opposite to normal sinus activation. The study’s main contributions were however the clarification of the partial isolation of both atria at the septal region, as well as the unique feature of the Bachman bundle in fast activation of the LA.

In canine and simulation studies, it has also been shown that non-contact mapping can give information regarding atrial repolarisation waves (Sabouri et al., 2014). However, limitations were found in case of inappropriate geometrical modelling, enhancing the hypothesis that the need of accurate geometric models for inverse solutions is necessary (Klepfer et al., 1997). This is a general limitation for the non-contact mapping systems, as mapping of e.g. the appendage regions is cumbersome (Sabouri et al., 2014). One also has to take into account possible effects of sedation, as well as the limited resolution of the inverse solution from 64 measurement locations. Besides this, mapping over long time intervals is not practical (Cuculich et al., 2010). Other major limitations are the continued need for invasive procedures carrying risks for the patient and high costs. Outside-in inverse solutions attempt to overcome these drawbacks.

1.6.2 The Outside-In Inverse Solution

The use of BSM for non-invasive estimation of epicardial (or pericardial) potential has recently received more clinical interest. This is mainly due to the commercialisation of the electrocardiographic imaging (ECGI, Figure 1-14) system, developed mainly by Rudy and co-workers (Rudy and Burnes, 1999). This system applies an inverse solution based on voltage sources, with a volume conductor discretised according to the BEM (van der Graaf et al.,
The current system (ecVUE; CardiolInsight, Cleveland, OH, USA) estimates cardiac potentials from 252 body surface electrodes (Haïssaguerre et al., 2013). The torso geometry is obtained from computed tomography (CT) images and consists generally of a heart and torso surface segmentation, although more inhomogeneities can be included (Rudy and Burnes, 1999). The software consists of 4 modules (Ramanathan et al., 2004). First, the acquired body surface potentials (BSPs) are filtered and baseline corrected (preprocessing module). Bad contact electrodes are discarded and signals interpolated. The geometry module allows a segmentation of the heart and torso from CT as well as a triangular meshing of these segmented areas. The transfer matrix for projecting BSP signals to the cardiac surface using this segmentation is calculated by the numerical module. It also calculates and regularises the inverse solution using Tikhonov and GMRes algorithms. The postprocessing module allows visualisation of the results from the inverse solution as epicardial maps, reconstructed electrograms, activation maps with the local activation time taken as the maximum negative derivative of the QRS complex, and recovery maps with recovery time taken to be the maximum positive derivative of the T wave.

After validation of this system on torso tank models (Oster et al., 1997), where the possibility to determine epicardial and intramural activation patterns was demonstrated (Oster et al., 1998, Oster et al., 1997), the first test in volunteers showed accurate estimation of pacing spikes as well as activation pattern similar to those found in animal studies and isolated heart analysis (Ramanathan et al., 2004, Rudy and Burnes, 1999). A first major analysis of AF using ECGI was presented by Cuculich and co-workers (Cuculich et al., 2010). This study comprised both patients in paroxysmal AF (pAF, 11 of 36 patients), persAF (19) and permanent (6) AF. In a testing phase, the estimation of atrial pacing spike locations from BSMs was verified, showing an accuracy of 6.3±3.9 mm (mean±SD). During the study phase, the AF behaviour was analysed based on the number of wavelets, rotors and focal activation sites found for each subject. An index of complexity was determined as the sum of these three AF activation patterns. Results showed that patients with pAF had significantly fewer wavelets and ectopic foci than patients with persAF and permanent AF.
From this, it could be derived that the complexity index in pAF was significantly lower than in other patients. No significant difference was observed between persAF and permanent AF.

It was also observed that the location of “AF sources” in pAF was mostly around areas which are routinely ablated. This phenomenon was not as clearly observed in persAF and permanent AF subjects, indicating a possible reason of reduced success rates of AF ablation in these patients. The work also showed the limitations of ECGI, as it is not possible to determine endocardial activity (which could vary from epicardial activity) nor to differentiate between micro-reentry and focal activity. As the atrial signal is weak on the body surface, the distinction between true signal and artefact is also difficult to establish.
Reports have, however, shown that it is feasible to perform AF ablation based on the ECGI source estimation with successful results (Haïssaguerre et al., 2013). Here, further processing was performed on the estimated electrograms to allow for phase analysis. This technique has received increased attention lately as it might provide means to determine rotational behaviour related to AF sources (Narayan et al., 2012). Mathematical models confirmed the possibility of estimating rotors from BSPs (Rodrigo et al., 2013). The same group has also suggested a good correlation between the location of dominant frequencies (DF) on the torso and the endocardium in cases of high DF gradients (Guillem et al., 2013). In this study, however, DF sites were determined with point-by-point catheter mapping, which does not allow analysing global DF behaviour.
No inverse solution was attempted either to confirm a direct relate high DF torso sites with high DF endocardial sites.

There are some major limitations and concerns related to the voltage-source based inverse solution, as already pointed out in section 1.5.5. Other source models have been used to determine atrial activation time with satisfactory results (Modre et al., 2003), but were only applied in a limited number of subjects.

Both inside-out and outside-in inverse solutions thus still have some major limitations. Commercially available tools are based only on voltage-source models. Direct comparisons between different solutions have been exploited in simulation studies (Cheng et al., 2003a), but not in clinical environments. Besides this, AF studies analysing inside-out solution with outside-in solutions simultaneously are, as per the author's knowledge, unavailable. These would be of major clinical importance, not only to further understand AF electrophysiology but also to validate the possibility of analysing diagnostic tools such as phase and DF from body surface maps.

This project can be considered a start-up of a multi-year project for further validation of inverse solutions, both in the inside-out as the outside-in inverse solution, by applying different (current density based) source models. In a first instance, a current-based inverse solution (van Oosterom, 2012a) was set up in a spherical model for estimating a dipole location. After verification, this inverse solution was used for patient-specific analysis of AF behaviour in persAF patients. An inside-out inverse solution was calculated and compared to data obtained from EnSite Velocity or EnSite 3000 virtual electrograms. For the outside-in inverse solution, patient-specific torso geometries were developed an the inverse solution was calculated with the current-based model (van Oosterom and Oostendorp, 2004, van Oosterom et al., 2011). The reconstruction of DF maps from the current-based outside-in solution was compared to the inside-out solutions. A first attempt was also given towards reducing the number of BSM leads necessary for outside-in inverse solutions.
1.7 Project Aim and Objectives

The aim of this project was to establish means of comparing data obtained from outside-in inverse solutions with inside-out inverse solutions for the further understanding of atrial fibrillation. To reach this aim, several objectives had to be met:

1. Determine how atrial signals are represented on the body surface maps by comparing body surface signals with endocardial electrograms. The endocardial electrograms were estimated with a commercial inverse solution (EnSite 3000 or Velocity system). A comparison of the body surface signals and virtual electrograms was made based on time and frequency aspects of the signal.
2. Provide an understanding of the inside-out and outside-in inverse solution using model simulations.
3. Determine an outside-in inverse solution method based on a current-based cardiac source model.
4. Re-establish the inside-out inverse solution provided by the EnSite systems (voltage-based model) according with a current-based source model to allow for direct comparison between the inside-out and outside-in inverse solution.
5. Improve clinical applicability of outside-in inverse problem analysis by studying the effect of including tissue inhomogeneity and BSM lead reduction on the inverse solution and BSM signal quality.

1.8 Thesis Overview

Prior to starting the inverse problem analysis, further understanding of the immediate relation between the signal collected from the torso and from the atria was desired. This relationship was investigated in chapter 2. The analysis focussed heavily on the behaviour of the atrial dominant frequency. A comparison between BSMs and data from virtual electrograms simultaneously collected for both right and left atrium was made.

An introduction to reduced-lead BSM and the analysis of spatial information using Lomb spectral analysis will be given in chapter 3. Although this spectral
analysis does not allow by itself to develop reduced-lead body surface mapping systems, it can provide further understanding of the areas on the body surface from which most information of the cardiac signal can be obtained, and how this could influence the use of reduced-lead BSMs in providing inverse solutions.

Chapter 4 will discuss the application of the monolayer/double layer current-source used in this project for analysing the inverse problem. An intuition in the advantages and drawbacks of this method will be presented based on spherical models of the torso, a non-contact balloon catheter and the atrial surface.

Chapter 5 will provide an implementation of this cardiac source description into patient-specific models of inside-out inverse solutions. For this, balloon data collected from the EnSite Velocity system were used to recreate an inverse solution to the left atrial endocardium. Results were then compared using time and frequency analysis with the inverse solution calculated directly by the EnSite system (voltage-based source model).

An outside-in solution based on the monolayer/double layer current source model will be discussed in Chapter 6. Here, body surface maps generated at the same time as the balloon data from Chapter 5 were used to estimate epicardial signals on the atria. A heterogeneous torso model including the torso, lungs and atrial muscular wall was generated from magnetic resonance images for the volume conductor model. Results of the inverse solution were compared with data generated in Chapters 2 and 5 to determine if the relationship between body surface data and endocardial data could be regenerated.

The last chapter will provide a general summary. As this project was the first project at the University of Leicester Bio-Engineering Research Group to focus on the inverse problem, many aspects of this complex analysis could not be fully investigated. Future steps will therefore be discussed which could provide a better understanding and implementation of the inverse problem in clinical situations.
2 Comparisons of AF Behaviour on BSM and Non-Contact Mapping Data: a Frequency–Based Perspective

2.1 Introduction

The correct identification of atrial fibrillation (AF) sources from non-invasively obtained signals would provide a desirable alternative for current invasive studies. Current investigations are ongoing in which the EcVue system is used for AF driver identification according to a voltage-source based inverse solution (Cuculich et al., 2010, Haïssaguerre et al., 2013). These studies have focussed analyses on small-sized groups, and are affected by several limitations of the inverse problem procedure (Haïssaguerre et al., 2013, van Oosterom, 2012c). Interesting results could however possibly be obtained from an immediate (direct) comparison of body surface signals with signals obtained invasively.

2.1.1 Investigations of Atrial Signal Representations on BSMs

Dedicated research in body surface mapping for atrial activity has only started about 20 year ago. Early research was based on isopotential and isochronal mapping. Lately, BSM analysis of atrial activity has focussed on the implementation of metrics used for invasive analysis of AF.

A first elaborate analysis of atrial activation on body surface maps was presented by SippensGroenewegen and colleagues (SippensGroenewegen et al., 1998). This study investigated the possibility of distinguishing ectopic pacing stimulations from 9 different areas in the right atrium on body surface maps. Nine volunteers with structurally normal atria undergoing RA pace mapping prior to intervention of their arrhythmia were involved in this study. Body surface maps were taken from 62 positions during bipolar RA pacing. The location of the pacing catheter was verified by fluoroscopy. Signals were manually assessed and removed in case of extensive baseline wandering. After baseline correction, P wave onsets and offsets were identified and a P wave integral map was calculated. P wave integral maps were defined as standard if at least 3 consecutive P-waves generated similar patterns. A total of 86 P-wave integral maps were then visually inspected and grouped according
to the location of extreme voltage values and zero-line. Intragroup pattern uniformity was analysed using a jackknife procedure. Intergroup variability was assessed from correlation coefficients obtained after comparing mean P-wave integral maps from all groups. A total of 17 groups of P-wave integral maps could be identified, indicating that BSM has sufficient resolution to reveal distinct patterns with different stimulus locations. A specific average P-wave integral map could not be identified for individual pacing locations, however. This could be due to variations in the location of the pacing catheter as well as in volume conductor effects (Klepfer et al., 1997).

In a following study, SippensGroenewegen et al. attempted to determine body surface patterns in the analysis of clockwise and counter-clockwise typical, as well as atypical atrial flutter (AFlut) (SippensGroenewegen et al., 2000). Clockwise AFlut was defined as a right atrial arrhythmia with clockwise wave front propagation around the tricuspid annulus. Counter-clockwise AFlut would propagate in counter-clockwise direction. Atypical AFlut was defined as any propagation which did not have specific wave front propagations. A similar BSM setup was used as in the previous study. The patient database consisted of 20 volunteers with atrial flutter undergoing first-time catheter ablation. AFlut was stimulated with pacing in case no AFlut was presented during the BSM recordings. After processing BSM maps, flutter wave onsets and offsets were indicated manually and integral maps were calculated. These maps were then allocated to one type of AFlut. The intra-group uniformity and intergroup variability were assessed as in the previous study. Results were sufficiently significant to conclude that clockwise and counter-clockwise AFlut could be distinguished on body surface integral maps of fibrillation waves (f waves).

Analysis of persistent AF (persAF) with body surface mapping was first performed by Guillem and co-workers (Guillem et al., 2009). Here, 14 patients with persAF had body surface mapping performed for at least 2 minutes. The BSM electrode configuration consisted of 40 electrodes placed anteriorly and 16 placed posteriorly. The WCT was used as reference. No QRST cancellation was applied in this study. Instead, after a first baseline subtraction, RR intervals longer than 950 ms were selected and their respective TQ (atrial activation) segments were defined as starting 300 ms after the first QRS complex and
ending 150 ms before the successive QRS complex. After another baseline subtraction, the atrial signals were low-pass filtered at 20 Hz. These signals were then plotted as isopotential and isochronal maps on a 2D grid representative of the torso model. From the isochronal maps, 3 AF patterns were defined as: 1) propagation of a single wave front, 2) propagation of a single wave front that becomes blocked or splits over time and 3) unclear or multiple wave fronts. Results showed that all three patterns could be visualised on the body surface maps using isochronal mapping. Reproducibility was proven by analysing the isochronal maps of different time intervals per patient separately.

2.1.2 Frequency Analysis of AF on BSM and EGM data

In a following study, Guillem and co-workers compared the frequency behaviour of AF on body surface maps with data obtained from contact mapping catheters (Guillem et al., 2013). Frequency analysis can summarise AF behaviour over short time segments and provide further understanding about AF drivers. In this work, 14 patients with drug-refractory AF underwent an electrophysiological study under general anaesthesia. AF was induced in case subjects were in sinus rhythm at the start of the procedure. After obtaining 3D models of both atria, the intracardiac site with highest dominant frequency was identified using a commercial point-by-point contact mapping system. A navigation catheter was placed at this site for collection of EGM signals for 5 minutes after adenosine injection. Simultaneously, EGMs were obtained with a lasso catheter at the contralateral pulmonary vein junction, and ECGs were obtained with a 67-lead BSM system. A 4 second segment including the highest RR interval was used for DF analysis on 2 second windows with 50% overlap. In most patients, this 4 second window was free of ventricular activity due to the adenosine influence. For cases that were exposed to ventricular activity, a QRST cancellation was performed based on principal component analysis (PCA) (Castells et al., 2005). Both EGMs and ECGs underwent baseline correction and filtering procedures to solely show physiological aspects of the atrial signal. Body surface ECGs were then plotted on a 2D rectangle with nodes representative of the 3D electrode positions. Interpolation was performed to complete the 2D BSM. DF maps were created for
comparison to the intracardiac DF values. Other 2D maps identifying the differences in body surface DF with the DF of most closely positioned EGM were also created. Results showed that body surface DF correlated mostly with the activation rate of nearest atrial tissue. No direct comparison could be made as it was only possible to measure one point on the endocardium at a time. Besides this, the effect of adenosine could hamper direct comparisons (Guillem et al., 2013). These limitations could partly be solved by using non-contact mapping balloon catheter capturing virtual electrograms from up to 2048 points (Salinet Jr et al., 2010) and application of QRST subtraction techniques to avoid the need of adenosine.

A last interesting point of the previous work was the variation in DF value between body surface maps and electrograms. This observation was not fully explained, but could be due to (non-)linear volume conductor effects. Especially, it has been shown that the torso volume conductor has a spatio-temporal low-pass filtering effect on the electrophysiological signals in simulation studies (Nowak et al., 2008, Stinstra and Peters, 1998). The effect of the volume conductor on the DF difference between body surface and endocardial data could therefore be further investigated.

2.1.3 Research Aims and Objectives

This research aims to provide additional information of AF behaviour on BSM signals by analysing the behaviour of the dominant frequency and comparing this to the DF behaviour on the atrial endocardium (Salinet et al., 2014). This work especially investigated the spatiotemporal behaviour of highest DF (HDF) areas. The analysis was performed with at 128-lead BSM system recording data simultaneously with bi-atrial non-contact mapping as performed by Lemery and colleagues (Lemery et al., 2004). It was expected that this comparison would give an indication of the effect of the torso volume conductor on the propagation of cardiac signals to the torso, which is essential for appropriately correlating these signals. As the main objective was to obtain further insight, the current work only focusses on a small group of subjects. Further research on a larger population of patients is ongoing in our research group.
2.2 Methodology

The methodology described below includes a complete overview of the BSM setup, invasive non-contact mapping setup and volunteer database. The segmentation of atrial signals from BSMs and (virtual) EGMs will be discussed. After this, the methodology focused on the analysis of AF dominant frequencies.

2.2.1 Database

A cohort of 9 volunteers undergoing first time ablation for drug-refractory persAF was involved in this study. Prior to ablation, all anti-arrhythmic drugs were stopped for at least 5 half-lives, except for amiodarone. Ethical approval was obtained from the local ethics committee. Volunteers were informed regarding the aspects of the study in writing and written informed consent was obtained. Clinically relevant information of the cohort is given in Table 2-1.

<table>
<thead>
<tr>
<th>Table 2-1: Overview of the database.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of volunteers (male)</td>
</tr>
<tr>
<td>Age (mean ± SD)</td>
</tr>
<tr>
<td>Height in cm (mean ± SD)</td>
</tr>
<tr>
<td>Weight in kg (mean ± SD)</td>
</tr>
<tr>
<td>Smokers</td>
</tr>
<tr>
<td>Current (%)</td>
</tr>
<tr>
<td>Never (%)</td>
</tr>
<tr>
<td>Ex (%)</td>
</tr>
<tr>
<td>Subjects on Warfarin (%)</td>
</tr>
<tr>
<td>Ablation Procedure</td>
</tr>
<tr>
<td>Radiation Time in min (mean ± SD)</td>
</tr>
<tr>
<td>Radiation Dose in µGy (mean ± SD)</td>
</tr>
</tbody>
</table>

2.2.2 BSM Setup

The system used for body surface mapping is a commercially available 128-electrode system (ActiveTwo, BioSemi, Amsterdam, Netherlands). These 128 channels are setup in 4 panels (A, B, C, D) of 4 strips containing 8 electrodes (labelled 1-32). The electrodes consist of an Ag/AgCl pellet and are considered active in that a signal pre-amplifier is located near the electrode.
Additionally, 3 individual electrodes are positioned at the left and right shoulder and left hip, providing the WCT reference. Lastly, a Common Mode Sense (CMS) active electrode and Driven Right Leg (DRL) passive electrode form a feedback loop to ensure subject safety, as well as to set up a zero-reference feedback loop. This zero-reference loop ensures that the Common Mode voltage is as close as possible to the reference voltage of an ActiveTwo Analogue to Digital (AD)-box (BioSemi, Amsterdam, Netherlands). The AD box is connected to a USB receiver via a fibre optic cable. The USB receiver can be connected to any laptop/desktop which runs the ActiveTwo LabView-based software package. Raw signals can be saved as ‘.bdf’ files.

As the project focussed stronger on the analysis of atrial signals, a horizontal BSM setup was developed to keep the electrode density high around the atrial regions (Figure 2-1). Here, 8 strips were positioned both on the front and the back. This setup also included the electrode position suggested by Ihara and colleagues as the optimal positions for atrial vectorcardiography (Ihara et al., 2007).

![Figure 2-1: Horizontal BSM setup for the analysis of atrial activity. Strips are indicated by blue rectangles, electrodes by filled circles. The WCT electrodes on the left arm, left leg and right arm are indicated by individual yellow, green and red filled circles, respectively. The elliptical electrodes represent the CMS and DRL electrodes.](image-url)
During the measurement, BSMs were recorded at a rate of 2048 Hz for all subjects. Subjects were in supine position during the recordings. A band-pass filter between 0.16 Hz and 50 Hz was active to allow appropriate visualisation of the signal and determine signal quality. Signals with an absolute offset higher than 40 mV were documented as bad-contact electrodes.

### 2.2.3 Invasive Non-Contact Mapping Setup

For bi-atrial recordings, a 9 French (F) EnSite Array balloon catheter was guided trans-septally into the right atrium from the left femoral vein. Once deployed, the catheter was anchored in the superior vena cava (SVC). In a similar fashion, another Array balloon was deployed in the left atrium via the right femoral vein. This balloon catheter was anchored in the left upper pulmonary vein (LUPV). Further to this, a 7F coronary sinus (CS) catheter (Inquiry, St Jude Medical) was deployed from the left femoral vein to support pacing protocols (Figure 2-2).

![Fluoroscopic image of both balloon Array systems](image)

**Figure 2-2: Fluoroscopic image of both balloon Array systems (dark grey ellipses) positioned in the left (right on image) and right (left on image) atrium:**

The black dots indicate the BSM electrodes.

A 7F ablation catheter (St Jude Medical) was deployed from the right femoral vein. This catheter was used for creating both right atrial and left atrial 3D geometries, as well as to identify atrial regions of interest. These areas included the superior and inferior vena cava, the four pulmonary veins, the mitral and tricuspid valve, the atrial septum and the coronary sinus ostium.
Identification of these areas was necessary for orientation purposes. During the ablation procedure, the catheter was also used to indicate areas were ablation was performed. Besides this, the ablation catheter has 4 electrodes with which unipolar contact electrograms could be obtained.

Lastly, Unipolar and Bipolar limb ECG data (lead I, II, III, aVL, aVR and aVF) were collected with the EnSite system for QRST segmentation. These electrodes were linked to both EnSite systems using an ECG splitter.

For data collection, the right Array catheter was linked to an EnSite 3000 system (sampling rate at 1200Hz). The left atrial Array was linked to an EnSite Velocity system (sampling rate at 2034.5Hz).

**2.2.4 Ablation Procedure**

Ablation was performed under general anaesthesia, with heparin boluses applied throughout the procedure to keep the activated clotting time between 300 and 350 seconds. The ablation would first target the centre of gravity (CoG) of areas in the left atrium where high dominant frequencies occurred. Dominant frequency (DF) areas were defined as regions which had the highest strength in the power spectrum in an AF physiological range of 4-10 Hz within a 4 second window. The HDF was defined as the maximal DF value found in the window over all electrodes. An overlap of 50% between successive windows was considered (Salinet et al., 2014).

The determination of HDF areas was performed on 30 second data collected from the 2048 left atrial virtual electrograms. Data were analysed offline prior to the ablation procedure in Matlab (version R2013b, The Mathworks Inc. Natick, Massachusetts, USA) using an in-house developed graphical user interface. The HDF determination will be further detailed in sections 1.1.1 and 2.2.7. The HDF area was plotted on a 2D mesh representative for the left atrium. The CoG was defined as the central point of a bounding rectangle delineated by the extreme points of the HDF area (Figure 2-3).
Figure 2-3: Left: An illustration of the centre of gravity (CoG, green dot) detection for a high dominant frequency (HDF) area (red dashed line). A bounding rectangle (black) is drawn around the extremities of the HDF area and the centre point (green dot) of this rectangle is considered the CoG. Right: Image of a CoG (white dot) location on a heart mesh exported from an EnSite Velocity system. The red area indicates the cloud of highest DF sites.

After this, both EnSite systems were removed and standard left atrial pulmonary vein isolation (PVI) was performed. If the subject was still in AF after PVI, internal cardioversion was performed with flecainide or internal direct current cardioversion.

2.2.5 BSM and NCM Data Collection and Extraction

Data were collected for 3-8 minutes before and after DF ablation. All volunteers were in AF during the measurements before ablation. Subject 4 converted after DF ablation to atrial flutter. All other volunteers were still in AF for the post-ablation measurements. Data were simultaneously obtained for both atria and body surface mapping electrodes. Besides this, the EnSite ECGs were collected during these measurements. Lastly, the ablation catheter was anchored at a position in the left atrium for collection of unipolar contact electrograms. To allow appropriate alignment of the different signals, a series of pacing spikes was invoked at the beginning of each segment.

Data were extracted from the different systems after ablation as follows. Raw BSM data were collected from the BSM system as ‘.bdf’ files. For both EnSite systems, raw and filtered ECG and virtual EGM data were extracted. For filtered data, ECGs were band-pass filtered between 0.5 and 50 Hz, whereas
EGM data were filtered between 1 and 100 Hz with EnSite’s built-in filter functions. No spatial filtering was applied to the EGM data. Furthermore, to develop 3D geometries of the atria, geometrical labels and ablation lesions were collected together with a 3D grid of the atria representing the position of the 2048 virtual electrograms.

Raw and filtered Array data as well as unipolar contact EGMs could only be obtained for the left atrium. Both were filtered between 1 and 100 Hz using the EnSite filter functions. An overview of the data collected for each measurement can be found in Table 2-2.
Table 2-2: Overview of the data collected per measurement for all volunteers.

<table>
<thead>
<tr>
<th>Data Location</th>
<th>Data collection system (sampling rate)</th>
<th>Signals (number of points or electrodes)</th>
<th>Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Atrium</td>
<td>EnSite Velocity (2034.5 Hz)</td>
<td>Virtual non-contact EGM (2048)</td>
<td>Virtual grid of 2048 locations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unipolar contact EGM (4)</td>
<td>Geometry labels for orientation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Balloon data (64)</td>
<td>Label for catheter tip location</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ECG (6)</td>
<td>Balloon grid of 64 electrodes</td>
</tr>
<tr>
<td>Right Atrium</td>
<td>EnSite 3000 (1200 Hz)</td>
<td>Virtual non-contact EGM (2048)</td>
<td>Virtual grid of 2048 locations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ECG (6)</td>
<td>Geometry labels for orientation</td>
</tr>
<tr>
<td>Torso</td>
<td>ActiveTwo (2048 Hz)</td>
<td>Body surface ECG (128 electrodes + 3 WCT channels)</td>
<td>Lesions of ablation sites</td>
</tr>
</tbody>
</table>
2.2.6 Atrial Signal Segmentation

To allow accurate AF analysis, the effect of ventricular activity was removed from the body surface signals, electrocardiograms, contact and non-contact mapping data as described below. To obtain optimal segmentation, raw BSM data had to be pre-processed and filtered. Only filtered virtual EGM data were used for atrial signal analysis. Besides this, data taken from the various systems had to be aligned.

2.2.6.1 BSM Pre-Processing

BSM data were read into Matlab using EEGLAB (Delorme and Makeig, 2004). After this, signals were zero-referenced by subtracting the mean value of all electrodes for each individual sample. To avoid baseline wandering and noise interference, signals were band-pass filtered between 2 Hz and 50 Hz using a moving average filter prior to further processing (Ihara et al., 2007). Filter effectiveness was analysed using a FFT algorithm. If the power at 50 Hz was higher than 0.5% of the total area under the curve for the power spectrum of that particular electrode, signals from this electrode were discarded (Guillem et al., 2013). Afterwards, other electrodes were visually inspected and removed when necessary (e.g. in case of excessive baseline wandering or signs of bad contact with the torso).

Interpolation of noisy electrodes was performed by plotting signals on an unstructured triangular mesh representing a general torso model (375 nodes, 131 nodes positioned to coincide with electrode positions). Interpolation was performed using the Surface Laplacian algorithm developed by Oostendorp and co-workers (Oostendorp et al., 1989). Signals were then visualised as 3D isopotential maps.

2.2.6.2 Alignment of NCM, ECG and BSM Data

For aligning the EnSite ECGs, virtual EGMs, unipolar contact EGMs and balloon data with the body surface maps, a pacing stimulus series was setup from the CS catheter at the beginning of each dataset. It was decided to align every dataset after the fifth QRST complex following the last pacing spike. This
would avoid possible issues with QRST morphology immediately after the pacing stimulus, which could hamper QRST cancellation.

Prior to alignment, however, data had to be resampled, as the sampling rate for the RA (1200 Hz), LA (2034.5 Hz) and BSM (2048 Hz) were different. It was opted to down-sample each dataset to 512 Hz, as this would still allow correct analysis within the physiological range of AF while reducing memory allocation and processing time. Resampled data were stored prior to further processing.

For alignment, the reference point was manually indicated on Lead II of the resampled left atrial ECG data. The reference point of the other resampled datasets was estimated taking into account the variation of sample numbers between each dataset and the left atrial ECG data. These reference points were then manually checked and adapted were needed. After complete alignment of the starting points, the end points were equalised by removing samples at the end of data signals longer than the left atrial ECG data. These aligned datasets were then stored for further processing.

2.2.6.3 Extraction of Atrial Activity on BSMs and NCM Data

To allow analysis of long segments of atrial activity, a QRST cancellation technique was used that was developed previously in our research lab (Madeiro et al., 2012, Salinet Jr et al., 2013, Schlindwein et al., 2006). For each dataset collected, the QRST subtraction was performed simultaneously on resampled LA balloon data (64 signals), LA and RA virtual EGMs (twice 2048 signals), contact catheter data (4 signals) and BSM signals (131), giving a total of 4295 signals undergoing segmentation. Segmentation of the QRST complex was performed by first detecting QRS peaks. From there, QRS onset and T end were indicated in a similar fashion as used in average beat subtraction algorithms (Slocum et al., 1985) (Figure 2-4).

A pre-processing step was set up for detection of QRS peaks. Lead II ECG signals were first band-pass filtered between 14 and 24 Hz using a symmetrical finite impulse response (FIR) second order Butterworth filter to impose flat group delay. These filter settings have been considered optimal for emphasising QRS peaks during arrhythmia (Schlindwein et al., 2006).
this, a low-pass second order Butterworth filter with cut-off at 10 Hz was applied for QRS peak detection. An adaptive voltage threshold was used for detection of QRS-peaks. A refractory period of 210 ms was set after finding a QRS peak before continuing the search for the successive peak.

Figure 2-4: Example of QRS-T segmentation. A: QRS onset, QRS peak and T end are detected on a standard ECG lead. B: The time points of QRS onsets, peaks and T ends are projected to the EGM and BSM signals under investigation. The dotted lines show the relation between 3 QRS peaks on the ECG and an EGM from the left atrium.

For detection of the QRS onset and T end, all RR intervals were calculated. The QRS onset threshold was set at 12% of the minimum RR interval length, whereas the T end threshold was set at 78% of this length. These time
thresholds were then used to provide an interval from the QRS onset to T end for each beat (Salinet Jr et al., 2013).

For QRST cancellation, a signal-by-signal adaptive QRST template was calculated (Figure 2-5). A first template was determined for all beats falling within the first 7 seconds after the start of the signal. The median duration $\tau_{med}$ of each beat $n$ within this window was calculated. After this, a $M \times \tau_{med}$ ($M = 1, ..., n$) zero-matrix was set up. Each beat within the segment was then positioned in this matrix such that the fiducial points aligned. Alignment was performed via cross-correlation. In case the beat was longer than the median time, the extreme samples were neglected. In case the beat was shorter, the extreme values of the matrix in that row remained zero. The median of each column of the matrix was then calculated to obtain a $1 \times \tau_{med}$ matrix corresponding to the QRST template. This template was subtracted from the first beat after aligning the template fiducial points with the specified beat using cross-correlation. After this, the 7 second segment was moved by 1 QRST complex (sliding window) and the process repeated, thereby updating the template QRST interval for segmentation (Salinet Jr et al., 2013).

2.2.7 Dominant Frequency Analysis

After QRST cancellation, attention was given to the frequency analysis of the atrial signals. Atrial frequency spectra were generated for each signal over 4 seconds windows (Hamming window (Harris, 1978), 50% overlap). To smooth the spectra, a zero padding factor of 5 was implemented. Frequency spectra were generated for all signals simultaneously. The number of windows analysed per subject is given in Table 2-3.
Figure 2-5: Overview of QRST subtraction. After identifying the fiducial points on the ECG (A) and EGM or BSM (B), a 7 second window is selected from the EGM/BSM signal under investigation (C). QRST segments are concatenated for this window and a median QRST is calculated (D). This pattern is used for subtracting the first QRST interval in the 7 second window (circle in C). This process is reiterated until all QRST intervals have undergone subtraction (E).
For each individual signal and each window, the DF was determined as the frequency with highest power between 4 and 10 Hz. This range was defined as it considers the expected physiologically range of AF (240-600 beats per minute) (Nattel, 2002). Further analysis was performed on the spatial and temporal behaviour of the DF. This analysis only focussed on providing additional information to interpret BSMs. Current projects in the research group will provide deeper analysis of time and frequency behaviour of AF signals based on non-contact invasive mapping and body surface mapping.

DF analysis focussed on the data obtained before DF ablation and after DF ablation. Post-ablation data from subject 4 were omitted from the analysis as this subject was no longer in AF.

**Table 2-3: Overview of number of 4 s windows analysed per volunteer. N/A: not applicable; DF: Dominant Frequency.**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of 4 second windows analysed</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td></td>
<td>DF Ablation</td>
<td>DF Ablation</td>
</tr>
<tr>
<td>1</td>
<td>142</td>
<td>155</td>
</tr>
<tr>
<td>2</td>
<td>155</td>
<td>164</td>
</tr>
<tr>
<td>3</td>
<td>148</td>
<td>157</td>
</tr>
<tr>
<td>4</td>
<td>131</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>158</td>
<td>154</td>
</tr>
<tr>
<td>6</td>
<td>144</td>
<td>148</td>
</tr>
<tr>
<td>7</td>
<td>146</td>
<td>148</td>
</tr>
<tr>
<td>8</td>
<td>148</td>
<td>134</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>152</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1322</td>
<td>1212</td>
</tr>
</tbody>
</table>
In first instance, the overall distribution of dominant frequencies before and after ablation was analysed on both the EGM and BSM data for individual volunteers. The median and 25th–75th percentile interquartile range (IQR), maximum and minimum DF value were chosen to describe the distribution as it was shown by a Shapiro-Wilk test that the DF distribution did not follow a Gaussian behaviour.

An interesting way to analyse possible volume conductor effects is to focus on the DF analysis between atrial and body surface data. In first instance, a better description for the temporal aspects of the dominant frequency at a specific location was desired.

### 2.2.7.1 Temporal DF Distribution

It has been shown previously that sites of high dominant frequency are spatiotemporally unstable (Salinet et al., 2014). One reason for this could be the variation of the DF at individual measurement locations. To assess this temporal variation, the distribution of DF values over all windows was analysed on the EGM and BSM signals.

For all data, DF temporal behaviour for each electrode was assessed from its DF median (DFM) and interquartile range (DFIQR). A comparison between the temporal DF distribution before and after DF ablation was made.

### 2.2.7.2 Highest Dominant Frequency Site

More specific spatiotemporal information regarding the DF behaviour was sought by analysing the behaviour of the highest dominant frequency (HDF). For each time window assessed, the highest dominant frequency was determined for the body surface signals. This was achieved by first finding the maximum DF in a specific window over all nodes. All nodes which had a dominant frequency within a 0.5 Hz interval around this maximum value were then considered hosting the highest dominant frequency. After this, the HDF analysis was performed simultaneously on the RA and LA virtual electrograms. The HDF value was compared between the endocardium and the body surface.
Besides this, to understand the behaviour of the HDF value on the BSMs in comparison to the cardiac data, HDF values on the EGMs for all volunteers were sorted and binned in groups of 0.5 Hz. The difference between the body surface HDF and EGM HDF was then evaluated for each sample per bin. A correlation between this difference and the corresponding EGM HDF value was sought. A schematic overview of the procedure is given in Figure 2-6.

Figure 2-6: Example of Highest DF (HDF) binning. For each window, the HDF for the electrograms is found. EGM HDF values within a 0.5Hz range are combined into a single HDF bin. The difference in HDF values between the BSM and EGM data for all windows within one HDF bin are then collected and their distribution is represented as a boxplot. The median values of these boxplots were used to determine a correlation between EGM HDFs and BSM HDFs.

2.2.7.3 Statistical Analysis

Statistical analysis was performed with Prism 5.03 (GraphPad Software, Inc, La Jolla, California, USA). As DF data were not normally distributed and no consistent behaviour was found between the datasets before and after ablation (Figure 2-7), non-parametric tests were used for analysis. All statistical comparisons were considered significant at an alpha level of 0.05.

The overall distribution of DF values on the body surface before and after ablation per subject was analysed using a Wilcoxon matched-pairs signed-rank test. This test was also performed on the EGM DF distributions before and after ablation. Besides this, a Mann-Whitney test was used to determine if there
existed a significant variation in DF distribution on BSMs and EGMs within a patient. The test was performed on data before and after ablation, individually.

For temporal DF analysis, the DF distribution was compared before and after DF ablation for each subject. A Wilcoxon matched-pairs signed-rank test was used to determine the DF distribution variation for each individual node on the endocardium as well as for each BSM electrode. The null hypothesis was that for each electrode or node, the DF distribution would be the same before and after DF ablation.

Furthermore, HDF values were compared between EGM and BSM data for each subject before and after DF ablation. A Wilcoxon matched-pairs signed-rank test was used to compare the HDF distribution over EGM and BSM data. After this, for each subject, the number of windows in which the HDF value of the EGMs was higher than on the BSM was counted. The behaviour of these proportions was compared between subjects using a 2-by-9 contingency table before ablation and a 2-by-8 table for data after ablation. To test if similar proportionality existed between volunteers, a chi-squared test was performed over all volunteers. This test determines if a proportion $p_0$ out of $N$ proportions is significantly different from an expected proportion $p_e$ (Levine et al., 2005):

$$\chi^2 = \sum_{i=1}^{n} \frac{(P_{o,n} - P_{e,n})^2}{P_{e,n}} \quad n = 1,2, \ldots N$$  \hspace{1cm} (2-1)

The expected proportion is that proportion which would occur if the proportion of all individual cases were identical, and can be calculated as:

$$p_e = \sum_{j=1}^{n} \frac{X_n}{T_n} \quad n = 1,2, \ldots N$$  \hspace{1cm} (2-2)

For this case, $X_n$ is the number of windows where the HDF value is higher on the EGMs than on the BSM for subject $n$, and $T_n$ is the total number of windows considered for all subjects. The null hypothesis stating that all subjects have a similar HDF behaviour would be rejected if the result for equation (2-1) is higher than the $\chi^2$ statistic at an alpha level of 0.05 for 8 (before ablation) or 7 (after ablation) degrees of freedom.
Figure 2-7: Normalised DF distribution for all volunteers on the body surface before (left upper) and after (left lower) ablation. The figures on the right show the DF distribution for EGM data before (right upper) and after (right lower) ablation. Normalisation was performed by dividing the number of samples within a 0.5 Hz bin by the total number of samples.
In case variation could be observed in the proportions, it was analysed if volunteers could be grouped based on these BSM against EGM HDF proportions. For this, a Marascuilo procedure was set up (Marascuilo, 1966). Here, a $\chi^2$ statistic critical value is determined and compared to the absolute difference in proportion between individual subjects. The critical value is calculated as follows (Levine et al., 2005):

$$c = \sqrt{\chi^2_\alpha} \times \sqrt{\frac{p_{o,n}(1 - p_{o,n})}{T_n} \times \frac{p_{o,m}(1 - p_{o,m})}{T_m}}$$

(2-3)

Here, $\chi^2_\alpha$ is the chi-squared statistical value at $\alpha = 0.05$ for the appropriate degree of freedom. The result is compared with:

$$A = |p_{o,n} - p_{o,m}|$$

(2-4)

If the absolute difference $A$ is smaller than the critical value, the proportions for subject $n$ and $m$ are considered identical at the alpha level of 0.05. The chi-square results were compared to the results from a Fisher Exact test, which performs better if numbers of occurrence smaller than 5 exist (Rosner, 2010). Due to the complexity of implementing a 2-by-n Fisher Exact test, multiple comparisons of proportions were performed using SPSS 23 (IBM, New York, US). Significance levels were corrected with a Bonferroni approach, leaving a significance level of 0.0013 for data before and 0.0018 for data after ablation, respectively. The null hypothesis was that the proportion of 2 patients was identical.

**2.3 Results**

All volunteers could be converted to sinus rhythm after ablation and cardioversion. Three subjects (4, 5 and 7) converted without the need for cardioversion.

**2.3.1 Isopotential Maps**

Body surface potential maps are shown for a particular QRS peak and an f-wave peak in Figure 2-8. The BSM during QRS was characterised by an
activation wave front moving from the central chest area (ECG lead V2 region) towards the left (V6 region). This behaviour was not affected by atrial fibrillation. No distinct pattern could be observed describing atrial fibrillation activity on isopotential maps.

Further analysis was performed on AF signals only. In order to investigate the atrial signals further and over longer periods, a previously developed and implemented QRST segmentation and subtraction technique was used.
Figure 2-8: Body surface isopotential maps obtained during QRS peak (A) and a particular AF fibrillation wave peak (B). A standard torso model was used for representation. Red dots on the ECG indicate the time of the isopotential map.
2.3.2 Dominant Frequency (DF) Distribution

An example of a DF map for both atria and body surface is presented in Figure 2-9. For both atria, a virtual electrogram was available for each node. The position of the electrodes on the body surface is indicated by black dots. Further interpolation towards other locations was performed using the surface Laplacian.

An overall distribution of dominant frequency values on the BSM and EGM data is presented in Figure 2-10. For most subjects, a significant change in BSM DF and EGM DF distribution occurred after ablation. No specific direction in this change could be observed, however.
Figure 2-9: Example of the DF distribution during one 4s window. Black dots indicate the position of electrodes on the body surface map. LA: Left Atrium; RA: Right Atrium; BSM: Body Surface Map. RUPV: Right Upper Pulmonary Vein; LUPV: Left Upper Pulmonary Vein; RLPV: Right Lower Pulmonary Vein; LLPV: Left Lower Pulmonary Vein; LAA: Left Atrial Appendage; RAA: Right Atrial Appendage; TV: Tricuspid Valve; MV: Mitral Valve; IVC: Inferior Vena Cava; SVC: Superior Vena Cava.
Figure 2-10: The distribution of DF values over all subjects. The upper graphs show a comparison of EGM and BSM DF distribution before (left upper) and after ablation (right upper) (window-by-window paired comparison). The lower graphs compare the BSM DF distributions (left lower) and EGM DF distributions (right lower) (unpaired comparison). Asterisks indicate statistical significance at \( p \) values equal to 0.05 (*), 0.01 (**) and 0.001(***).
2.3.3 Temporal Dominant Frequency Median Analysis

To determine if DF values showed temporal stability, the distribution of the DF over time was represented for each node on the atria and each electrode on the body surface. This distribution could then be represented with its median value. An example of the DF median on the atria and body surface is shown in Figure 2-11.

Figure 2-12 gives an overview of the behaviour of the DF median for all subjects on the atrial endocardium and body surface. As for the overall DF, DF median values were significantly different before and after ablation on both EGM and BSM in most subjects.

As for the temporal stability of the median, Figure 2-13 and Figure 2-14 show the behaviour of the DF median over all subjects for the body surface electrodes. Similar patterns could be observed on the electrograms. It appears that the temporal DF median is strongly varying, further indicating the instability of DF, and the possible movements of areas with highest DF. The data after ablation saw a similar pattern, with AF dominant frequencies being unstable over time.
Figure 2-11: Example of temporal DF median maps for the left atrium (top), right atrium (middle) and body surface maps.
Figure 2-12: Overview of the temporal DF median distribution over all subjects. The upper graphs show a comparison of EGM and BSM DFM distribution before (left upper) and after ablation (right upper). The lower graphs compare the BSM DFM distributions (left lower) and EGM DFM distributions (right lower). Asterisks indicate statistical significance at $p$ values equal to 0.05 (*), 0.01 (**) and 0.001 (***).
Figure 2-13: Temporal stability of DF median per electrode for all subjects before ablation.
Figure 2-14: Temporal stability of DF median per electrode for all subjects after ablation.
2.3.4 Highest DF Analysis

The distribution of highest dominant frequency values (HDF) on the body surface map and atrial electrograms is compared for data before and after DF ablation in Figure 2-15. In both cases, the HDF value on the body surface is significantly different from the electrograms after a window-by-window comparison ($p < 0.001$). Besides this, no linear correlation could be found between the HDF value on BSMs and EGM data (Figure 2-16). This linear correlation would be expected if BSM signals are a direct representative of the endocardial atrial data.

To fully investigate the latter, the number of windows in which the EGM HDF value was higher than the BSM HDF was calculated for each volunteer. Results for these calculations are shown in Figure 2-17 for data before and after ablation, respectively.

![Figure 2-15: A comparison of the Highest DF (HDF) distribution between EGM and BSM data for all subjects. Overall, HDF distribution appears to reach lower values on the body surface before and after ablation (window-by-window paired comparison).](image-url)
Figure 2-16: Correlation between Highest DF (HDF) values for all windows on the atrial virtual electrograms and BSM data. The dashed line indicated the expected correlation between BSM and EGM HDF values.

From the chi-squared test, it could be shown that there was a significant variation in the proportion of highest HDF windows in the EGM compared to BSM before ablation ($p < 0.001$). This can also be seen in Figure 2-17, where subjects 3, 6, 8 and 9 appear to have a different behaviour compared to the other subjects prior to ablation. After ablation, subjects 6, 8 and 9 seem to have a different proportion. To statistically enhance this, a Marascuilo procedure was used to determine which subjects showed identical proportion. All possible relationships between subjects were analysed. Proportions that are similar between different subjects are indicated above the bars on the figure. Results can be compared with the p-values for 2-by-2 Fisher exact tests on individual proportion comparisons as shown in Table 2-4 (before ablation) and Table 2-5 (after ablation).
Figure 2-17: Proportion of Highest DF occurrence on atrial electrograms vs. body surface before (A) and after (B) DF ablation.
Table 2-4: Overview of p-values for the Fisher Exact tests before ablation. Data in red indicate comparisons in which the proportions differ significantly.

<table>
<thead>
<tr>
<th>Patient</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0</td>
<td>0.38</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.49</td>
<td>0.02</td>
<td>0.11</td>
<td>1</td>
<td>0.15</td>
<td>0.34</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>0.238</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>0.11</td>
<td>0.497</td>
<td>0.021</td>
<td>0.113</td>
<td>0.088</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2-5: Overview of p-values for the Fisher Exact tests after ablation. Data in red indicate comparisons in which the proportions differ significantly.

<table>
<thead>
<tr>
<th>Patient</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>0.004</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>0.016</td>
<td>0.001</td>
<td>0.001</td>
<td>0.003</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td>0.002</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.066</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.013</td>
<td>0.024</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>
Lastly, Figure 2-18 shows the behaviour of the difference between EGM and BSM HDF values according to the EGM HDF value. Differences between the BSM and EGM HDF values appear to increase with an increasing HDF found on the EGM. As this difference appeared to behave exponentially, an exponential curve was fitted to the median difference between the BSM and EGM data. These curve showed a high goodness of fit with the data ($R^2=0.90$ before ablation; $R^2=0.98$ after ablation).

**Figure 2-18**: Comparison of the difference in HDF values on the body surface map and EGM according to the EGM HDF value. The BSM HDF value seems to differ stronger with increasing EGM HDF. An exponential curve has been fitted through the median difference points to indicate a possible correlation between BSM HDF and EGM HDF.
2.4 Discussion

2.4.1 Isopotential Maps

2.4.1.1 Interpolation Method

Interpolation had to be performed to complete the body surface (isopotential) maps. It was opted to use the surface Laplacian interpolation. Due to the irregular shape of the torso, the interpolation approximates the surface Laplacian in a least-square sense. For this, a relative contribution of neighbouring node potentials on a node under investigation is calculated (Huiskamp, 1991, Oostendorp et al., 1989). This technique takes into account the distance as well as the angle between neighbouring nodes. The Surface Laplacian has also been used as a regularisation function for the inverse solution, and is more generally known as a second-order Tikhonov regularisation (Messinger-Rapport and Rudy, 1988, Oostendorp et al., 1989).

One problem with this technique is the higher emphasis on neighbouring nodes. In case the values of these nodes themselves are a result of interpolation, significant distortions can be observed. One example in Figure 2-9 is the red coloured area on the lower right of the torso. This large area of apparently high DF is due to the transition of the DF from few electrodes – which are probably suffering from noise. The surface Laplacian is therefore only used for visualisation in this work. For analysis, only values observed at the electrode locations are considered.

2.4.1.2 Body Surface Mapping of AF

During the QRS interval, a standard observation as described previously in literature could be observed on the BSM (Medvegy et al., 2002, Taccardi et al., 1998). The QRS activation peak appears to move from the central torso region in a downward direction to the left of the torso. As the QRS is related to the ventricular depolarisation, its development on the body surface signals throughout the cardiac cycle remains unaffected.

From the isopotential maps during AF, no specific pattern could be obtained. This is due to the complexity of the disease, as well as to the lower strength of the atrial signal. Previous research on isochronal maps could distinguish
patterns of AF similar to those found on endocardial data (Guillem et al., 2009). As all volunteers were in drug-refractory persAF, it could be argued that a multiple of sources of AF would lead to the complexity of the signal found on the body surface. Many different theories have been suggested regarding the sources and maintainers of AF, as discussed in Chapter 1. It is most likely that the subjects involved in this study suffered from a combination of co-existing ectopic foci, re-entry circuits and/or wavelets, as significant electrical, structural and mechanical remodelling will have occurred during their period in AF, as well as before the initiation of AF (Allessie et al., 2002). Similar complexity can possibly be found during invasive atrial mapping, which makes guiding AF ablation based on isopotential maps challenging. Alternative strategies have been suggested. A first major improvement was made with the classical work of Haïssaguerre et al. in which ablation could be focussed towards pulmonary vein isolation (Haïssaguerre et al., 1998). Later on, Nademanee and co-workers suggested targeting areas of complex fractionation for the successful treatment of AF (Nademanee et al., 2004). Recent work by Narayan and collaborators has paid attention to ablation of electrical rotors and focal impulses for the treatment of AF (Narayan et al., 2012). In this study, further focus was based on highest dominant frequency sites, which were suggested as interesting targets for AF treatment by Atienza et al. and Yoshida et al. in separate studies (Atienza et al., 2009, Yoshida et al., 2009). First, further understanding of general dominant frequency behaviour was sought. After this, attention was focussed on highest DF mapping.

2.4.2 Dominant Frequency (DF) and Highest DF Distribution

Only a small number of research groups have previously investigated DF ablation or attempted to link DF behaviour with AF ablation outcome. Atienza and co-workers showed that addition of HDF ablation to standard pulmonary vein isolation improved AF ablation outcome in subjects with persAF and paroxysmal AF (Atienza et al., 2009). Other studies have demonstrated a reduction in DF on electrograms after AF ablation (Lemola et al., 2006, Tuan et al., 2011), which might be an indicator for improved outcome of ablation (Yoshida et al., 2009).
The results shown in Figure 2-10 seem to contradict previously observed data, where the DF appeared to reduce after ablation (Kumagai et al., 2013, Tuan et al., 2011, Yoshida et al., 2009). It has to be taken into account, however, that ablation in this project focussed on different targets for ablation in comparison to the previous studies. In these studies, ablation targeted pulmonary vein isolation (PVI) with roof line ablation (Tuan et al., 2011), PVI followed by complex fractionated atrial electrogram (CFAE) ablation (Yoshida et al., 2009) or PVI followed by HDF and CFAE ablation (Kumagai et al., 2013). Furthermore, in these studies, DF was analysed by point-by-point mapping, which does not allow taking into account the temporal instability of HDF areas. This instability has been shown in previous studies on epicardial mapping (Schuessler et al., 2006) as well as in non-contact endocardial mapping (Jarman et al., 2012, Salinet et al., 2014). Point-by-point contact mapping might therefore mask the true HDF behaviour.

Another interesting observation is the significant difference in DF behaviour between atrial and body surface data. In all subjects, the DF values seem to spread over the entire spectral range of 4-10 Hz for EGM data before and after ablation. On the body surface, the DF distribution appears more condensed after ablation. This could indicate an effect of the ablation of HDF areas on the sources of the cardiac signal. Previous studies have suggested possibilities to predict catheter ablation success based on ECG measurements (Meo et al., 2013), as well as the occurrence of significant variations in ECG morphology after ablation (Di Marco et al., 2014). In a first study, Meo et al. attempted to predict success of AF catheter ablation by exploiting the spatial diversity in a standard ECG setup. This diversity was analysed by calculating a normalised mean square error between successive TQ intervals and a rank-n PCA reconstruction of these intervals (Meo et al., 2013). Results suggested that the parameters based on this normalised mean square error were able to distinguish catheter ablation outcome as AF termination and non-termination. Stronger evidence of changes in ECG measurements reflecting CA success came from a study by Di Marco and co-workers (Di Marco et al., 2014). Here, it was shown that the frequency recurrence of specific patterns during the TQ
interval were indicative of AF freedom in subjects at 3 and 6 months after catheter ablation.

Another possible explanation for the more condensed HDF value on the BSM could be the spatiotemporal low-pass filtering effect of the volume conductor. Many studies have focussed on the effect of the volume conductor model in the propagation of cardiac signals. In a series of studies on spherical heart models taking into account torso inhomogeneities, Rudy and Plonsey showed that changes in conductivity of specific tissues and organs, as well as a repositioning of the heart could significantly alter body surface signals (Rudy and Plonsey, 1980, Rudy et al., 1979, Rudy et al., 1982).

The effect of torso inhomogeneities was further investigated by Gulrajani and Mailloux in a standard torso model (Gulrajani and Mailloux, 1983). They showed that, during QRS activation, a spatiotemporal filtering occurred after inclusion of lungs and muscle layers and blood masses. This filtering effect was visualised by a smoothing of notches and isopotential maps on the ECG. A following study by Bruder and co-workers further enhanced these findings (Bruder et al., 1994). In a simulation study, the effect of lungs, skeletal muscle and blood masses on the BSM data for 2 Wolff Parkinson White patients showed that especially muscle anisotropy had a significant effect on body surface maps. In a simulation study on cubic models representing the heart and torso, Nowak and co-workers observed the impossibility of reproducing high frequency components induced by the heart on the torso after a forward solution (Nowak et al., 2008). Besides this, specific regions with a particular dominant frequency value on the heart could not be distinguished on the torso. These results were obtained without the inclusion of torso inhomogeneities or mathematically induced low-pass filters. Focussing on P wave genesis, van Dam and van Oosterom concluded that the atrial blood masses (Brody effect) can significantly affect P wave morphology on near- and far-field ECG signals (van Dam and van Oosterom, 2005). The effects appeared to be non-uniform over the torso and varied with time. Atrial signals appeared to be more affected by this Brody effect than ventricular signals.
From the above, it can be considered that, due to the relatively large distance between the BSM electrodes and the AF sources, as well as inhomogeneities throughout the pathway the AF signal travels to the body surface, the strength of these signals can get diminished and blurred. This might mask the appearance of AF dominant frequencies on the body surface, especially if these DF amplitudes are of lower strength. This idea has been well documented in wireless communication networks, where determining the source of a signal can be estimated from the strength of the signal at different locations (Roos et al., 2002). Therefore, in case the DF occurs in very localised atrial regions, the blurring effect of the volume conductor might mask their expression on the body surface (van Dam and van Oosterom, 2005). One example of the latter is shown in Figure 2-19.

The low power of the dominant frequency could play an important role in the variation of the position of the highest dominant frequency, which was targeted during ablation. This could jeopardise the usefulness of DF as an ablation target. Low power DF could also decrease its significance as a representative of AF sources. To further investigate this, the DF was analysed for each node on the atria as well as on the body surface over time.

2.4.3 Temporal DF Median Analysis

Significant variation existed between EGM and BSM DFM taken at the same moment. This indication was in accordance with previous investigations regarding temporal stability of HDF sites (Salinet et al., 2014).

One particular case occurs for subject 5 after ablation. The variation in DFM could be clearly explained by the occurrence of harmonics. This volunteer appeared to have a highly consistent AF cycle length of about 255 ms after ablation, as obtained from ECG analysis by clinical experts. The volunteer could also be converted to sinus rhythm after PVI. For some electrodes, the DF median appeared at 7.8 Hz, and most electrodes had a DF median of 4 Hz. As this DF value was at the extremity of the frequency interval of interest, peculiar boxplots can be seen in Figure 2-10 and Figure 2-12 for this subject, consisting of a flat box with occasionally long tails towards 10 Hz. After visual inspection of the spectra between 0 and 20 Hz, a high amplitude frequency component
could be visualised at 3.9 Hz, which corresponds to the inverse of the AF cycle length (Figure 2-20). The effect of harmonics on determining the DF of atrial activation has been discussed previously (Lemay et al., 2007, Ng and Goldberger, 2007). Harmonics should be taken into consideration as possible disturbances in interpreting the periodicity of AF activation (Ng and Goldberger, 2007). However, they could also help indicating complexity of multiple wavelet re-entries, as has been shown in simulation studies (Lemay et al., 2007). In this case, the DF of 3.9 Hz became 4 Hz due to the cut-off used at this particular frequency, and the possibility of identifying the downslope in spectrum after the 3.9 Hz peak as the maximum.

Although striking in subject 5, the effect of harmonics could not be observed clearly in other volunteers. Besides this, no clear correlation existed between DF and AF cycle length in other volunteers. Previous work has emphasised on this poor correlation (Elvan et al., 2009, Ng et al., 2006).

Further reasons for temporal instability could be given based both on the mechanisms behind AF as on the methodology for finding the DF.

From a physiological point of view, the co-existence of various maintainers and sources of AF might provide an explanation for the complex behaviour of DF, and its variability over time. The prolonged exposure to AF for the volunteers under investigation will have had significant impact on remodelling processes within the cardiac muscle. Variation on the body surface could be partly explained by the effect of the volume conductor model. As suggested by Rudy (Rudy and Plonsey, 1980), fluctuations in conductivity of the lungs, which could occur by a mere change of inspiration rate (Gabriel et al., 1996), would influence data shown on body surface maps. The Brody effect and possible alterations in blood mass and conductivity could influence electrical signals on the endocardial surface (Brody, 1956).

Methodologically, it has to be appreciated that the 2048 virtual electrograms obtained per atrial chamber are an interpolation from 64 direct measurement sites, for which the electrograms are estimated according to a potential-based inverse solution (Kadish et al., 1999, Rajappan and Schilling, 2009, Schilling et al., 2000). Although much validation has been performed on the applicability of
the inverse solution, the correlation between direct contact mapping data and the estimated electrograms was shown to be 0.7±0.15 (mean±SD) for 62 random locations (Jarman et al., 2012). Many factors such as the movement of the heart and Array as well as volume conductor effects can only be accounted for to a certain extent (Budd et al., 1996, Kagan et al., 1994, Beatty et al., 2010). The Array will therefore be prone to a consistent change in distance relative to the heart and environment. Not all of these sudden changes can be accounted for during data collection. Besides this, the effect of equipment noise can influence the accuracy of the electrograms (van Oosterom, 2012c). Systematic errors within the QRST segmentation algorithm could affect the accuracy of QRST subtraction, leaving artefacts of ventricular activity apparent in the body surface signals or EGM signals. These can affect frequency components within the signal. After manual checking, subjects 6 and 9 showed visible QRST residuals in data after ablation at some intervals in the analysis.
Figure 2-19: Examples of DF maps from subject 2, showing frequency spectra of a region with low (upper) and high (lower) DF. A localised high DF area on the right atrium could not be reproduced in the BSM signals, possibly due to its low power.
Chapter 2 - Comparisons of AF Behaviour on BSM and Non-Contact Mapping Data: a Frequency-Based Perspective

2.4.4 Effect of Volume Conductor on Highest DF

HDF values appear to be lower on the BSM. These results seem to be in accordance with previous work (Guillem et al., 2013) and seem to correspond...
to the assumed spatio-temporal low-pass filtering effect of the volume conductor discussed previously (Nowak et al., 2008).

The results in Figure 2-18 resemble strongly the results found from electromyograpical simulations by Lindstrom and Magnusson (Lindstrom and Magnusson, 1977). In their work, various essential elements of understanding variations in frequency spectra from electromyography recordings where expressed in terms of filter functions. They found that the loss in power in the spectra according to frequency could be represented by second-kind Bessel functions. Furthermore, it could be shown that this function behaves as a low-pass filter. An increase in distance between the muscle fibre and measurement location augmented the effect of this low-pass filter. This behaviour was reproduced in the works of Stegeman (Stegeman et al., 2000) and Farina (Farina and Merletti, 2001).

From Figure 2-21, retrieved from the work of Lindstrom, it can be shown that, based on the relative distance from the heart to the torso, a strong filtering could occur at frequencies of 5-10 Hz. As the endocardial HDF can suffer from low power, it can easily be understood why this low-power HDF cannot be visualised on the body surface. This effect has to be taken into consideration when relating body surface signals and derived analyses of these to their cardiac counterparts.

The volume conductor effect also explains the proportionality of HDF occurrence in Figure 2-17. After ablation, the HDF values seem to occur even more often on the endocardial data compared to pre-ablation results. This could indicate that DF ablation successfully reduces the power of high-frequency components in the AF signal. Variation in results can be observed when comparing this figure with the data from the Fisher Exact test. Reasons could be due to the improved handling of low-frequency variable by this latter test. The fact that individual 2-by-2 Fisher tests had to be conducted due to the complexity of handling 2-by-n tables with this test might have however induced error in the statistical analysis (Rosner, 2010). Overall, it can still be concluded that variation exists in the proportions of HDF values occurring on the BSM and electrograms between patients.
For some volunteers, a higher proportion of windows showed an equal or higher HDF value on the BSM compared to the EGM data before ablation. This could indicate variations in torso geometry and therefore the volume conductor, or the fact that HDF also exhibits high power in these volunteers.

Figure 2-21: Gain loss for different frequencies at varying measurement distances in electromyography simulations. A low-pass filter effect occurs which has a stronger effect with further distance of measurement, which allows the volume conductor to have a stronger effect (Moore Jr and Maitland, 2013) (Reproduced with permission from the editor).

2.5 Study Limitations

The study focussed on persAF volunteers suitable for catheter ablation. As the ablation was performed with a new strategy targeting CoGs of HDF areas, only a small number of subjects was selected to participate. Future research on the HDF and volume conductor effects would need to include larger cohorts.

From the methodological point of view, it has to be appreciated that QRST cancellation on AF signals is not straightforward, and small errors might have occurred. The endocardial data are estimated from an inverse solution, and therefore might not always be an accurate representation of cardiac activity (e.g. contact mapping). Although indicated in the discussion, the definition of the (highest) dominant frequency did not take into account the occurrence of
harmonics, nor organisation (i.e. power) of this frequency component. This additional information could be of importance when considering ablation targeted on HDF areas.

2.6 Clinical Relevance of Findings

High dominant frequency areas have been considered a possible representative of AF drivers in various studies. Most of these studies have evaluated HDF using invasive tools (contact mapping and non-contact mapping). The current surge in non-invasive analysis of cardiac arrhythmias has induced a transfer of invasively investigated AF metrics such as DF and phase analysis to body surface signals (Guillem et al., 2013, Rodrigo et al., 2014).

The immediate application of these metrics might however be cumbersome, due to an incomplete understanding of the electrophysiological relevance of the metric and technical considerations that should be taken into account (Ng and Goldberger, 2007). Besides this, volume conductor effects could influence the representation of HDF (and phase metrics) on the body surface. These complexities could strongly affect the clinical interpretation of DF data.

This chapter has shown how DF values vary between endocardial virtual electrograms and body surface signals. It was shown that the HDF on the endocardium was generally higher than on the body surface. One possible explanation, besides effects of noise and other signal artefacts, could include the mostly local HDF phenomenon on the endocardium. As the volume conductor behaves as a low-pass filter, only a blurred version of cardiac data is represented on the body surface. Localised phenomena would therefore remain masked on the torso, which could make a detailed clinical assessment of AF from BSMs challenging.

These findings could however provide ideas for a rigorous discussion of what dominant frequency and highest dominant frequency (should) represent electrophysiologically, and how these metric could improve in clinical relevance. An interesting approach would be to compare how endocardial and body surface DF and HDF relate to a gold standard directly related to AF
behaviour (e.g. AF cycle length). One outcome could be that body surface HDF distribution reflects global information of the behaviour of the main AF driver (e.g. activation frequency of mother rotor), whereas endocardial data might provide information about maintainers or secondary AF drivers with local effects, including wavelets, spiral wave disintegrations, non- or low-conducting areas inducing wave collision or wave breaks and localised re-entry phenomena. Correct interpretation will of course be strongly dependent on the technical consideration regarding DF analysis (Ng and Goldberger, 2007). Once established, body surface DF analysis could become compatible with electrophysiological studies as a tool for primary DF assessment to help clinicians develop a treatment strategy prior to intervention.

2.7 Conclusion

This study focussed on the direct comparison of body surface signals and endocardial virtual electrograms from persAF subjects undergoing a DF-based catheter ablation. Data analysis was focussed on the frequency analysis of AF data after QRST subtraction. The dominant frequency was used as a representative for AF behaviour, and areas on the left atrium exposed to the highest DF value per 4 s window were targeted for ablation.

Data before and after ablation did not provide strong information about the appropriateness of HDF as a target site for ablation. This could be due to the temporal instability of DF. It could however be found that BSM DF values appeared lower than those measured with the virtual electrograms. This indicates with high possibility the effect of the volume conductor on the AF signals, as was previous shown in simulation studies. This effect is significant when comparing HDF values on the heart and body surface. Here, the low-pass filtering effect of the volume conductor could be well established. This effect should be taken into consideration when directly comparing frequency-based data from the torso and heart.
3 Effect of Lead Reduction on BSMs: A Spatial Frequency Perspective

3.1 Introduction

Reduced-lead BSMs have been developed roughly for two purposes. One is to find the electrode positions which give most contribution to the total signal, the other attempts to determine electrode locations which give the most significant variation for a disease compared to healthy standards are chosen.

3.1.1 Best Diagnosis BSMs

The first disease-specific systems were developed based on difference maps for the detection of myocardial infarction. These systems generally are an adapted version of the standard ECG, with the possibility of a small amount of additional electrodes (Gerstenfeld et al., 2000, Kornreich et al., 1986, SippensGroenewegen et al., 1998).

In other studies, BSMs were developed for the optimal detection of AF. Guillem et al derived a 23-lead system for AF detection from a 64-electrode BSM covering the entire torso (Guillem et al., 2009). This enabled locating the source of AF on the torso and follows its movement over successive cardiac cycles. To reduce the time for application, a 56-lead system was developed around the V1 precordial lead.

An issue with disease-based systems is that they can only be applied if the disease type is known, or at least assumed to be known. Alternatively, BSMs have been developed which give a better overall view of cardiac activity, independent of disease.

3.1.2 Best Signal BSMs

Not considering the standard ECG and vectorcardiogram (VCG), a first elaborate study looking to reduce BSM systems was suggested by Barr et al. (Barr et al., 1971). Starting from a 150-electrode BSM system which included the standard ECG and VCG positions, an attempt to reduce the amount of leads was developed based on the calculation of a “Generators” matrix and a coefficient matrix that relates these mathematical generators to surface
recording positions. The study was performed for QRS potential maps from 45 volunteers with various heart diseases. The matrices were calculated using Principal Component Analysis (PCA). Reconstructed reduced-lead BSMs were compared to the original maps both based on voltages and morphology to determine the correctness of the reduced map. It was suggested that by appropriately positioning 24 electrodes on the subject’s torso, the original BSM could be reconstructed with an error smaller than 2%.

Monro et al. suggested a different approach based on Fourier interpolation (Monro et al., 1974). In this work, interpolation of data obtained from 24 electrodes positioned uniformly around the torso was used to develop complete BSMs. The Discrete Fourier Transform (DFT) of 8 samples per strip was calculated and expanded to twice its length by insertion of zeroes. Using an inverse DFT, the original signal was reconstructed, sampled twice as often as the original measurements.

Next, in a series of studies, Lux and co-workers reduced a 192-electrode system to 32 electrodes based on the correlation of one electrodes site with the other electrodes, taking into account signal variation (Lux et al., 1978). This “information index” was then used to rank electrode in a similar way as PCA. Firstly, on a full 192 system, the information index of each electrode was calculated. The electrode with the highest index was then removed, and a new index was calculated from the remaining electrodes. This was repeated until a stopping criterion was reached. A similar process was used by Finlay and co-workers (Finlay et al., 2006), but differed in that here, a bottom-up approach was used calculating how well a single electrode represented the 192-lead BSM, and adding electrodes until a criterion was reached. In this study, the reduced-lead system consisted of a similar amount of electrodes, but placed at different positions.

The determination of stopping criteria in both the works of Barr and Lux was criticised for its subjectivity, and alternative approaches were considered based on the Minimum Descriptive Length (MDL) (Uijen and van Oosterom, 1992). The MDL is a tool for the determination of the information criterion (IC) of a signal. To determine the IC for a signal with N samples, a model from a family
The selection of probability models is selected which best fits the data, where the MDL is considered as a correlation factor. In this way, the IC is calculated using:

\[
IC(k, MDL) = -\log f(X|\theta_k) + v(k, p)MDL
\]  

(3-1)

Here, \(k\) represents the model dimension, \(f(\ldots)\) the probability density of data \(X\) given model \(k\), \(v(\ldots)\) the number of free parameters and \(p\) the number of channels.

The MDL is calculated as:

\[
MDL = 0.5 \times (\log(N))
\]  

(3-2)

Using this algorithm, Hoekema et al. showed that the number of independent signals on BSMs taken with various lead systems consisting of 32-219 electrodes was about 10, with only a small increase in systems with many leads. They suggested BSM systems of 64 leads as sufficient for most applications (Hoekema et al., 1999).

Although mathematical algorithms such as PCA and IC have shown robustness, one could argue that the relationship with the original measurements might be lost to an extent. It can also be considered difficult to position the electrode accurately, since the electrode locations are random. To more easily understand the number of electrodes needed, a more classical approach of spectral analysis, which is directly related to the BSM signals, can be used. Here, one would start from an oversampled, multi-lead BSM map, and determine the spatial sampling frequency needed to capture the important information of a BSM. Since in most cases the electrodes are positioned non-uniformly over the torso, direct DFT algorithms cannot be used. An alternative is using Lomb-Scargle periodogram analysis to determine the spatial frequency of interest.

### 3.1.3 Lomb-Scargle Periodogram

Lomb-Scargle spectral analysis (LSSA) can be considered an extended form of the DFT, in which the need for evenly sampled data is avoided (Press et al., 2002). The analysis was developed by Lomb (Lomb, 1976) and elaborated by Scargle (Scargle, 1982), and consists of an evaluation of data on a per point
basis rather than a per (time) interval basis as is done by Fourier analysis. Lomb analysis provides a means to estimate the harmonic content of a signal at a given frequency \( \omega = 2\pi f \) by least-square fitting to the model:

\[
h(t) = A \cos \omega t + B \sin \omega t
\]  

Supposing there are \( N \) data at point \( h_j \), the periodogram can be calculated using:

\[
P_N(\omega) = \frac{1}{2\sigma^2} \left\{ \frac{\sum_j (h_j - \bar{h}) \cos \omega(t_j - \tau)}{\sum_j \cos^2 \omega(t_j - \tau)} + \frac{\sum_j (h_j - \bar{h}) \sin \omega(t_j - \tau)}{\sum_j \sin^2 \omega(t_j - \tau)} \right\}
\]  

where

\[
\bar{h} = \frac{1}{N} \sum_j h_j
\]  

\[
\sigma^2 = \frac{1}{N-1} \sum_j (h_j - \bar{h})^2
\]  

are the mean and variance of the signal, respectively, and

\[
\tan(2\omega \tau) = \frac{\sum_j \sin 2\omega t_j}{\sum_j \cos 2\omega t_j}
\]

The offset \( \tau \) is added to make the periodogram independent of shifting all time moments with a constant.

Based on these calculations, one can determine if any periodicity is present in the signal by calculating the significance of a peak within a spectrum (Press et al., 2002). Most interest lies in finding the spatial frequency above which only very little signal energy (or information) can be observed.

### 3.2 Research Aims and Objectives

This chapter aims to develop a better understanding for BSM systems electrode positioning for the analysis of cardiac diseases. Lomb spectral analysis will allow understanding, in a mathematical way, the number of electrodes that could capture the cardiac signal appropriately. This technique
does not provide exact positions for these electrodes, as can be achieved with e.g. PCA. Previous studies with PCA have shown that different setups could give the same signal reproducibility, however, and therefore do not provide exactly one optimal torso coverage. The LSSA will give a more global idea of electrode numbers, which could be complementary to PCA-based reduced-lead systems.

3.3 Methods

3.3.1 Database

A group of 17 male healthy volunteers agreed to have a body surface map taken. For all volunteers, BSMs were taken twice for 1 minute in rest in supine position, with a resting interval of 5 minutes between measurements using the vertical setup as in Figure 3-1.

3.3.2 BSM Setup

BSM signals were collected with the vertical BSM setup (Figure 3-1). The electrodes strips were positioned on the subject’s torso, with 9 strips on the front and 7 on the back. This setup resulted in an appropriate coverage of the torso to allow studying the effect of reduction in leads.

Data were processed and atrial activity was derived as described in chapter 2. Four subjects were discarded from the analysis, as more than 10% of the BSM electrodes were exposed to high noise distortions. Only the 128 body surface electrodes without the WCT were used for analysis. A zero-reference was applied to the body surface signals.
3.3.3 BSM Spatial Frequency Analysis using Lomb-Scargle Spectral Analysis

For LSSA, a modified version of the algorithms suggested by Press et al. was developed in Matlab (Press et al., 2002). LSSA was performed individually in horizontal (latitudinal) and vertical (longitudinal) direction, creating a 2D representation of electrode density (i.e. an $m \times n$ matrix with $m$ the number of electrodes in horizontal and $n$ the number of electrodes in vertical direction). To determine the spatial frequency, the voltage at a specific sample for all electrodes on the same latitude or longitude was selected and plotted over distance. For calculating this distance, the Euclidan distance between the $xy$-coordinates of two electrodes was determined, assuming that the electrode on the lower right chest was positioned at the origin (electrode D25). The spatial spectrum was then calculated using LSSA and the Fast Fourier Transform (FFT) for comparison. For each spectrum the Area Under the Curve (AUC) was calculated, taking into account a noise threshold of 6 dB smaller than the maximum power in the spectrum (Evans et al., 1989, Keeton et al., 1997). An overview of the methodology for QRS analysis is shown in Figure 3-2.
In a first instance, LSSA was performed on 3s windows with 25% overlap. The results of LSSA were compared with those obtained from Fast Fourier analysis on the same data. After this, attention was given on LSSA of the QRS segment and atrial activity. For this purpose, QRS peak detection and removal was performed as described above. The positions of the QRS peaks, and the QRST-removed ECG signal were stored individually. For QRS segment analysis, LSSA was performed on 200 ms windows in which a QRS peak was centralised. For atrial activity, a window size of 3 s with 25% overlap was used. In both cases, only every tenth sample in a window was considered to reduce processing time. The ratio of signal described by subsets of the total 128-lead BSM system and the ‘total’ signal were calculated based on the area under curve (AUC) of all spectra for each sample and each strip.

Figure 3-2: Example of LSSA analysis. For a vertical or horizontal line (A), an ECG time window of interest was selected as shown in B (QRS analysis). These ECG time windows were then down-sampled. For each individual electrode, the voltage at one of the selected samples was selected and plotted against distance with the right lower chest electrodes considered as being the origin (C). LSSA analysis was then performed and the area under the curve (AUC) was calculated considering a 6dB threshold (D).
To determine lead information in atrial activity, Q RST-subtraction was performed as described in Chapter 2. After this, LSSA analysis was performed as for the QRS segment.

3.4 Results

3.4.1 Effect of BSM lead Reduction using Lomb Spectral Analysis

A comparison of the results between the FFT spectra and Lomb spectra for a 3 second window is shown in Figure 3-3. The ECGs of the windows were plotted for visualising their correlation with the spectra. The LSSA showed a remarkable high power of spatial frequencies at about $0.0065\ mm^{-1}$. This maximal power changed during QRS peak to $0.0035\ mm^{-1}$. The power value also increased, as is especially visible on the FFT spectrum.

![Figure 3-3](image)

**Figure 3-3:** Comparison of 3 windows representing 3 seconds of the BSM signals. Left: the normalised Fourier power spectra show high-power spatial frequencies during the QRS interval (as indicated on the lower window). Middle: Normalised Lomb spectra show a dominant spatial frequency of about $0.0065\ mm^{-1}$ during most of the BSM signal. This frequency lowers during QRS. Right: raw ECG signal from one of the BSM electrodes.

Since the QRS showed a remarkably distinct spectrum, a first analysis was focussed on 200 ms windows containing one QRS peak. The spectra for individual latitudinal and longitudinal strips consistently showed high power at low frequencies in the spectra, as e.g. shown in Figure 3-4.
Figure 3-4: Lomb spectrum during one QRS interval. The spectrum shows the frequency power for each sample taken during the QRS complex. The spectrum of only one of the latitudinal electrode strips is shown.

For atrial activity measurements, spectra showed less consistency, with occasionally high power at high frequencies (Figure 3-5).

Figure 3-5: Lomb spectrum during atrial activity. The right figure shows the spatial frequency spectrum from each sample taken during the BSM interval shown left. The spectrum of only one of the latitudinal strips is shown.

The calculation of the AUC for each subject, over each sample considered, allowed for the estimation of how much of the total signal, generated by the 128-electrode system, could be reproduced with a reduced-lead system. The reproduction percentages for QRS intervals and atrial activity are shown in Figure 3-6 and Figure 3-7, respectively. For QRS complexes, a total of 6 electrodes in horizontal and vertical direction would allow the reproduction of 90% of the total BSM (36 electrodes in total). To reproduce the atrial activity with equal ratio, a total of 77 electrodes would be needed (11 horizontal by 7 vertical).
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3.5 Discussion

A high increase in power could be observed in the Lomb and Fourier spectra during the QRS interval. This can be explained by the improved signal-to-noise ratio during QRS. It also shows that the FFT, due to the assumption of uniform spacing, is unable to show possibly important spectral information. It was
therefore opted to use only Lomb-Scargle spectral measurements for more detailed analysis.

Since the QRS showed a remarkably distinct spectrum, a first analysis was performed on windows containing single QRS intervals. From these spectra, it could be observed that a low number of electrodes would be sufficient to reproduce almost complete information per electrode strip. High-frequency components of the signal could be attributed to measurement artefacts. For this purpose, a threshold was chosen for the calculation of the AUC of spectral functions (Evans et al., 1989). From this, it could be estimated that most information acquired from the BSM could be reproduced by 36 equidistant electrodes, which is a similar number to the ones found in previous work (Barr et al., 1971, Lux et al., 1978).

During atrial activity, spectra showed less consistency. A higher number of 77 equidistant electrodes would be needed for atrial activity reconstruction. This would mainly be due to a reduced signal to noise ratio, although the effect of QRS removal on the BSM signal might also be a causing factor of high frequencies, albeit with low power. Reason for this is that, after the removal of the QRS complex, the atrial signal is interpolated over this interval, which occasionally leads to discontinuities in the signal. These discontinuities are interpreted as high-frequency components in spectral analysis. Further improvement in atrial activity interpolation is currently under investigation.

Different arguments have to be taken into account for a correct analysis of the graphs in Figure 3-6 and Figure 3-7. Firstly, the BSMs are estimated from 128 electrodes, which are assumed to provide the total body surface information. Since there is no gold standard for BSM recordings, the number of electrodes that were used in previous research varies from 20 to 400 electrodes (Taccardi et al., 1998). Much information has been published regarding the number of electrodes is necessary to develop a ‘full’ BSM (Barr et al., 1971, Finlay et al., 2006, Hoekema et al., 1999, Lux et al., 1978). The previous ratios therefore have to be understood as a ratio with respect to the 128 electrode map, which is not necessarily identical to a full BSM map. However, the author argues that
128 measurement points should be sufficient for an appropriate analysis of cardiac activity.

Secondly, the position of the electrodes of the reduced-lead systems can be an argument. In essence, the Lomb spectrum provides a probability of the periodicities occurring within a signal (Lomb, 1976). Higher probabilities for a frequency are interpreted as a high chance that the main periodicity of the signal is the reciprocal of this frequency. This dominant frequency is therefore considered the Nyquist frequency, which determines the sampling frequency for a uniformly sampled system to reproduce the signal (Press et al., 2002). Previous research has however shown that non-uniform electrode positioning allows for improved detail in BSM, with most electrodes placed on the left chest (Hoekema et al., 1999, Taccardi et al., 1998). The appropriateness of using Lomb as an individual method for producing reduced-lead BSM systems might therefore be insufficient. Similarly, however, current techniques (e.g. PCA) do not converge to an optimal BSM electrode positioning with a single setup (Finlay et al., 2006, Lux et al., 1978). Future research could focus on investigating the combination of Lomb analysis with alternative mathematical techniques that can evaluate optimal electrode positioning. One possibility could be structural similarity (SSIM), which is currently used in the comparison of images (Zhou et al., 2004).

Lastly, the effect of reduced BSM systems on inverse solutions could be analysed further. Recent work has shown the possibility to reconstruct epicardial/pericardial signals from 12-lead ECG systems in cases with simple ventricular malfunctions such as premature ventricular contractions (PVCs) (van Dam et al., 2013) and induced bundle branch blocks (BBBs) (van Dam et al., 2014). An interesting point would be to further determine optimal lead number and position for inverse solution of other cardiac arrhythmias, as was shortly mentioned in a works by Messinger-Rapport, Barr and Cuffin (Barr et al., 1970, Cuffin and Geselowitz, 1977, Messinger-Rapport and Rudy, 1990)

3.6 Study Limitations

Data were obtained from a limited number of healthy, young, male volunteers. This study group cannot be regarded as representative for the general
population. Other research projects in the field have had the advantage of larger study sizes (Barr et al., 1971, Finlay et al., 2006, Lux et al., 1978). Further investigation should also take into account various disease types, which could lead to a general or disease-specific BSM setup. However, as this research only desired to understand behaviour of the cardiac activity on the body surface using a body surface map, rigorous investigation of lead reduction was not considered.

3.7 Clinical Relevance of Findings

Optimisation of reduced-lead body surface maps is of major relevance to the clinical implementation of body surface mapping. By focussing on relevant components of the cardiac signal, improved diagnostic accuracy can be obtained compared to standard ECG analysis (Taccardi et al., 1998). Reduced-lead systems allow these components to be analysed with minimal processing memory and time, as well as minimal application time of the body surface mapping electrodes to the patient. Especially the latter is of major importance to allow frequent use of body surface mapping for fast, accurate diagnosis of cardiac diseases, e.g. in emergency situations (Punske, 2003).

Reduction in body surface mapping has been investigated using a variety of methodologies. Here, the Lomb-Scargle Spectral Analysis was used. Although suboptimal, the importance of finding a similar number of necessary electrodes during QRS intervals compared to more advanced analytical tools provides further confirmation about the need for about 30 electrodes. Previous suggestions of 64 electrodes to account for complex behaviour therefore seem relevant (Hoekema et al., 1998). Future technological advancements could look into implementing optimal 64-lead systems (vests) for optimal implementation of BSM in clinic.

3.8 Conclusion

Body surface mapping systems might have a significant impact on the current strategies of cardiac disease diagnosis. They would allow for more detailed, and therefore more accurate, diagnosis compared to standard ECG systems. However, due to the significant increase in amount of data, and the time
consumption for applying the system to the subject have prevented BSM analysis from becoming routinely implemented. Reduced-lead BSM systems were developed, but no standardised system has been suggested. In this chapter, further insight in lead reduction was obtained via Lomb-Scargle spectral analysis of spatial data from a 128-electrode BSM system. Results showed that smaller numbers of electrodes would be sufficient for capturing most of the information kept in the body surface signals, as was indicated by previous research. Interestingly, it was found here that, in case one is interested in atrial activity, a higher number of electrodes would be needed than for ventricular activity. This is probably mainly due to the lower strength of the atrial signals on the BSMs. Future research could look in further investigating optimal lead positioning for analysing atrial activity on BSM, as well as for providing optimal inverse solutions.
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4 Forward and Inverse Solutions on Spherical Models

4.1 Introduction

The following chapter can be considered an introduction to chapters 5 and 6 in which inverse problems will be analysed for the inside-out (invasive) and outside-in (non-invasive) variants, respectively. As these real-life inverse problems encounter many difficulties due to the complexity of the volume conductor shape, as well as the influence of noise on the data, a theoretical appreciation and validation of the inverse problem model used as well as the effects of noise will be detailed below.

As highlighted in chapter 1, the volume conductor will be analysed according to the Boundary Element Method (BEM). The BEM assumes a solution towards (electrical) sources, and can be used to derive the potential at any point within a volume conductor according to equation (1-15) repeated here:

\[ \phi \left( \overline{x} \right) = \phi_{\infty} \left( \overline{x} \right) - \frac{1}{4\pi} \int \Phi \left( \overline{x} \right) d\omega (\overline{x}, \overline{\omega}) - \frac{1}{4\pi\sigma} \int \frac{I_n}{R} dS \]  

(4-1)

For solving this forward solution, one has to consider the effect of sources represented as a virtual double layer (middle integral of equation (4-1)) and as a virtual monolayer (right integral) affecting the infinite medium potential (Plonsey and van Oosterom, 2012).

To solve the forward solution and find potential on the irregularly shaped torso surface, the surface is subdivided into smaller elements, mostly triangles. In early applications, a forward solution would be calculated for the centre of gravity of these individual triangles, which would lead to unwanted, unrealistic discontinuities across the edges of neighbouring triangles (van Oosterom, 2012a). Nowadays, field points are considered to be at the vertices of triangles. This has the advantages that the points can coincide directly with real measurement points, and discontinuities between neighbouring triangles can be avoided. The source strength of the triangle is generally taken as the average of the values at the vertices (Barr et al., 1977).

Another important progress was the proof of closed-form analytical expressions for virtual double layers (De Munck, 1992) and monolayers (van Oosterom,
2012a). These expressions can be used in the BEM, avoiding the need of numerical approaches to the solutions of sources on a triangle, which would give rise to errors (Meijs et al., 1989). Besides this, the analytical expressions appear to reduce processing time significantly (van Oosterom, 2012a).

For the monolayer source on a triangle, Figure 4-1 provides an overview of the setup, with the field point at the origin. In chapter 1 (equation (1-16)), the potential field from a monolayer source can be calculated as (van Oosterom, 2012a):

\[
\Phi(o) = \frac{1}{4\pi\sigma} \int_{\Delta} \frac{J_{\Delta}(\bar{x})}{x} dS
\]  

(4-2)

Where \(o\) denotes the origin and \(x\) determines the distance of the triangle’s centre of gravity from the origin.

For a linearly distributed monolayer, the monolayer strength can be written as:

\[
J_{\Delta}(\bar{x}) = J(\bar{x}_a)w_a(\bar{x}) + J(\bar{x}_b)w_b(\bar{x}) + J(\bar{x}_c)w_c(\bar{x})
\]  

(4-3)

where \(w_a, w_b\) and \(w_c\) are linear shape functions with unit value at the indexed vertex of the triangle and zero at the others. This allows the integral of equation (4-3) to be broken up into 3 integrals such that:

\[
\Phi(o) = \frac{1}{4\pi\sigma} \sum_{j=a,b,c} J(\bar{x}_j) \int_{\Delta} \frac{w_j(\bar{x})}{x} dS
\]  

(4-4)
A numerical implementation for the integral is to be sought. By introducing the triple product \( T = \vec{x}_a \times \vec{x}_b \cdot \vec{x}_c \) and \( \vec{z}_a = \vec{x}_b \times \vec{x}_c \), each integral can be rewritten as:

\[
\sum_{j=a,b,c} J(x_j) \int_{\Delta} \frac{w_j(\vec{x})}{x} dS = \frac{1}{T} \vec{z}_j \cdot \int_{\Delta} \frac{\vec{x}}{x} dS
\]  

(4-5)

Recognising that addition of the individual integrals for each vertex would result in the integral for the entire triangle, and introducing an auxiliary function;

\[
G = \vec{n}_n \times \sum_{j=a,b,c} \frac{\vec{r}_j}{T} \vec{z}_j \cdot \int_{\Delta} \frac{\vec{x}}{x} dS
\]  

(4-6)

van Oosterom could develop a matrix of linear systems:

\[
\begin{bmatrix} N \\ u \end{bmatrix} \Gamma = \begin{bmatrix} y \\ \Gamma \end{bmatrix}
\]  

(4-7)

with \( N \) a 3x3 matrix consisting of the vectors \( \vec{n}_n \times \vec{r}_j \), \( u \) a row vector of unit elements, \( y = \sum_{j=a,b,c} \vec{e}_j I_{1,j} \) with \( I_{1,j} \) denoting the line integral \( l_1 \) pertaining to edge \( j \), and \( \Gamma \) integral (4-5) over the entire triangle (van Oosterom, 2012a). The least squares solution of this system then yields the numerical form for the integral in equation (4-4):

\[
\Gamma = (Z'n_\Gamma - E'e_n l_1)/n
\]  

(4-8)

With \( Z' \) the row vector of all \( z_j \) as defined above, \( E_e \) a matrix of edge coordinates for the source matrix, \( E_n \) a matrix of normalized edge vectors, \( n \) the norm of the triangle and \( n_n \) and \( l_1 \) the column vector of normalised norm and line integrals, respectively.

The potential field for a double layer was established as (equation (1-17)):

\[
\phi_\infty(x') = \frac{1}{4\pi\sigma} \int_S \frac{R \cdot p(\vec{x})}{R^3} dS
\]  

(4-9)

van Oosterom provided a rewritten formula of De Munck’s (De Munck, 1992) formula for the analytical implementation of this source (van Oosterom, 2012a):
\[ \omega = \left( Z' n_n \Omega_\Delta - E'_c E_n \gamma T \right) / n^2 \]  

(4-10)

where \( \omega \) is the weighted solid angles for the three vertices, similar to the value of \( \Gamma \) in equation (4-8). The calculation of these solid angles as the key factor in implementing double layers has been shown previously (Meijs et al., 1989, Plonsey and Barr, 2007). The solid angle of the entire triangle is represented by \( \Omega_\Delta \). The vector \( \gamma \) represents the line integrals.

Both equations (4-8) and (4-10) are needed to solve the forward solution as in equation (4-1). Before application of these formulas to complex shapes, a further intuition of these source distributions was developed.

### 4.1.1 Research Aims and Objectives

To further investigate the analytical expressions for solving the forward solution, a mathematical setup consisting of spherical shapes to represent the volume conductors was used to compare the forward solutions with analytical solutions for a dipole. These analytical solutions have been published previously (Cuffin and Cohen, 1979, Rudy et al., 1979). This method was used to analyse both inside-out and outside-in forward solutions. Further intuition into the inverse solution was also established by using the forward models and applying various alterations to the signals on the balloon and torso sphere. The effect of variation in conductivity in the volume conductor was also investigated.

### 4.2 Methods

#### 4.2.1 Source Triangle as seen from Different Observation Points

For further understanding of the double layer and monolayer fields obtained from a triangular source and observed from different field points, an arbitrary triangle was constructed with vertex 1 at [-1; 0.5; -0.5], vertex 2 at [1; 0.25; 0.2] and vertex 3 at [0.2; -0.25; -0.2] in Matlab. Two lines of field points crossing the triangle through the centre and third vertex where set up (Figure 4-2). This was achieved by plotting a line between the origin and the centre or vertical point, respectively. For this, the mean coordinates between the origin and the point on the triangle were calculated and subtracted from the original coordinates. The resulting coordinates were then assembled into a 2x3 matrix and the
covariance of the matrix was calculated. An eigenvector analysis was performed on the covariance matrix, and the eigenvector with the highest eigenvalue was used to fit an optimal line through the origin and the point on the triangle. Based on the eigenvector function, an interpolation was performed to obtain 200 field points on the line ranging from an x value between -1 and 1. The dipole layer and monolayer source strength were then measured for each field point according to the above equations.

Figure 4-2: Setup of a source triangle with field points on a line passing through the centre (left) and third vertex (right) of the triangle. The point of crossing the triangle is indicated by a green dot. The red dot represents a second point used for orienting the line.

4.2.2 Inside-out Solutions on a Spherical Model

To study the implementation of the monolayer and double layer sources on the forward and inverse solution, homogeneous, spherical torso models were constructed including an eccentric endocardial and balloon sphere (Figure 4-3). Two models were constructed: one with a dense mesh for all spheres (642 nodes, 1280 triangles) and one with a scattered mesh (162 nodes, 320 triangles). A cardiac activity was simulated on a (pericardial) sphere concentric with and close to the endocardial sphere (radius = 0.4). Three dipoles with unit strength were positioned on each of the nodes of this sphere, directed parallel to the x-axis, y-axis and z-axis, respectively. The number of nodes on the pericardial sphere was equivalent to the other three spheres in the model.
Analytical solutions for the torso, endocardial and balloon sphere were then calculated according to the formulas provided by Cuffin and Cohen (Cuffin and Cohen, 1979).

**Figure 4-3: Setup of a homogeneous torso sphere with endocardial (red) and balloon (blue) sphere incorporated. All spheres consist of 642 nodes (1280 triangles). The torso sphere is centred around the origin (radius = 1), the cardiac sphere is centred around \([1/3; 0; 0]\) (radius = 1/3). The balloon sphere is concentric with the heart (radius = 1/5).**

4.2.2.1 Transfer matrix

For the inside-out problem, a forward solution was calculated from the pericardial data towards the balloon sphere according to equation (4-1). The transfer matrix included the infinite medium potential calculated for the double layer source on the pericardium. Each of the dipoles on the layer could successively be switched on and off for the analysis. During this procedure, the balloon was considered to be insulating (as expected from the EnSite Balloon Array), as well as conducting (as e.g. in contact basket catheters, conductivity equal to endocardial cavity). The pericardium was given unit conductivity. The equivalent sources taken into account were monolayer and double layer sources on the endocardium and a double layer source on the balloon in case the balloon was considered insulating.
Mathematically, the transfer matrix needs to be derived from the geometrical aspects and potentials on the endocardium to the balloon. For the geometrical transfer, the weights calculated in equation (4-8) for the monolayer and (4-10) for the double layer need to be included. The double layer weights are scaled by $4\pi$ as needed for the potential field computation (De Munck, 1992). For the potentials on the endocardium, a numerical form of (4-1) can be established as follows:

$$\Phi_E = \Omega_{EE}\Phi_E + \Gamma_{EE}\Phi_B + \Omega_{EB}\Phi_B$$  \hspace{1cm} (4-11)$$

where $\Omega_{jk}$ is the solid angle of a triangular element on the sphere related to node $j$ seen from node $k$, $\Gamma_{j,k}$ is the distributed monolayer weight for element $j$ as seen from node $k$, $J_E$ is the monolayer strength, $\Phi_B$ is the infinite medium potential on the balloon and $\Phi_E$ the infinite medium potential on the endocardium, both calculated according to equation (1-18).

A similar equation can be set up for the potentials on the balloon:

$$\Phi_B = \Omega_{BE}\Phi_E + \Gamma_{BE}\Phi_B + \Omega_{BB}\Phi_B$$  \hspace{1cm} (4-12)$$

The forward transfer can then be derived as follows: assuming $\Phi_E$ is known from the analytical solution, the monolayer strength can be derived by rearranging (4-11):

$$\Gamma_{EE}\Phi_B = \Phi_E - \Omega_{EE}\Phi_E + \Omega_{EB}\Phi_B$$  \hspace{1cm} (4-13)$$

As $\Gamma_{EE}$ is square and non-singular:

$$J_E = (\Gamma_{EE})^{-1} (\Phi_E - \Omega_{EE}\Phi_E + \Omega_{EB}\Phi_B)$$  \hspace{1cm} (4-14)$$

Inserting (4-14) into (4-12) gives:

$$\Phi_B = \Omega_{BE}\Phi_E + \Gamma_{BE}(\Gamma_{EE})^{-1} (\Phi_E - \Omega_{EE}\Phi_E + \Omega_{EB}\Phi_B) + \Omega_{BB}\Phi_B$$  \hspace{1cm} (4-15)$$

By stating that $\Gamma\Gamma_{BE} = \Gamma_{BE}(\Gamma_{EE})^{-1}$ and rearranging the formula to collect all terms related to the individual infinite medium potentials:

$$\Phi_B = [(\Omega_{BE} + \Gamma\Gamma_{BE}(I - \Omega_{EE}))\Phi_E + (-\Gamma\Gamma_{BE}\Omega_{EB} + \Omega_{BB})\Phi_B]$$  \hspace{1cm} (4-16)$$
Here, \( I \) is an identity matrix of the appropriate dimensions. An auxiliary factor to the second term on the left of (4-16) was then used to distinguish between an insulating and conducting balloon:

\[
\Phi_B = [\Omega_{BE} + \Gamma_{BE}(I - \Omega_{EE})]\Phi_E + \delta(-\Gamma_{BE}\Omega_{EB} + \Omega_{BB})\Phi_B
\]  
(4-17)

For a conducting balloon, \( \delta \) equals 0 such that the non-existing double layer on the balloon can be dropped. For an insulating balloon, \( \delta \) equals 1. This equation provides the numerical implementation of the forward solution. This could be rewritten as:

\[
\Phi_B = [I - \delta(-\Gamma_{BE}\Omega_{EB} + \Omega_{BB})]^{-1}[\Omega_{BE} + \Gamma_{BE}(I - \Omega_{EE})]\Phi_E
\]  
(4-18)

This can be written in a matrix formulation:

\[
\Phi_B = A\Phi_E
\]  
(4-19)

where \( A \) defines the weighted solid angles and distributed monolayer values for all nodes considered on the balloon and endocardium.

Finally, rearranging (4-17) to solve the inverse solution would give:

\[
\Phi_E = [\Omega_{BE} + \Gamma_{BE}(I - \Omega_{EE})]^{-1}(I - \delta(-\Gamma_{BE}\Omega_{EB} + \Omega_{BB}))\Phi_B
\]  
(4-20)

or, in matrix format

\[
\Phi_E = A^{-1}\Phi_B
\]  
(4-21)

The accuracy of the forward solution was compared against the analytical solution for a variety of conductivity ratios between the balloon and the endocardial cavity, included in the transfer matrix for the infinite medium potentials (sigma value in (4-1)).

For each variation in conductivity, the transfer matrix was inverted and an inverse solution was calculated towards the endocardium. Two different regularisation functions were considered to understand their smoothing effect: a zero-order Tikhonov and second-order Tikhonov regularisation. Analytical balloon data were used for calculating the inverse solution. Different regularisation parameters were selected to determine the effect of the strength
of regularisation on the inverse solution. The Tikhonov regularisation can be written as:

\[
\phi_E = \min_{\phi_E} ||A\phi_E - \phi_b||^2_F + \lambda^2 ||R\phi_E||^2_F
\]  

(4-22)

with \( R = I \) for zero-order Tikhonov and \( R = L \), the surface Laplacian for second-order Tikhonov regularisation. Here, \( ||...||_F \) denotes the Frobenius norm.

For both forward and inverse solutions, differences between the numerical (\( \phi_N \)) and analytical (\( \phi_A \)) results were evaluated based on the residual error (RE):

\[
RE = \frac{||\phi_N - \phi_A||_F}{||\phi_A||_F}
\]  

(4-23)

### 4.2.3 Outside-in Solutions on a Spherical Model

To study the outside-in solutions, the same setup of Figure 4-3 was used for developing analytical solutions to the torso. For reasons that will be explained in the discussion, these solutions were only described for dipoles positioned at [0.5; 0; 0]. Again one dipole was oriented parallel to each of the axes. Forward and inverse solutions from the pericardium to the torso and endocardium, respectively, where analysed based on the source layer model described above. The transfer matrices were analysed similarly to equations (4-17) and (4-20) for the forward and inverse solution, respectively. In the formulae, the balloon potentials were exchanged for the torso potentials, and the endocardial for epicardial potentials. An additional step to aid the algorithm towards convergence was performed by applying the deflation technique as described by Lynn and Timlake (Lynn and Timlake, 1968a). The inverse solution was calculated for a zero-order and second-order Tikhonov regularisation.

To investigate the effect of reducing leads, a crude implementation was set up in which the analytical solutions for nodes under the x axis were replaced by an interpolation of the values at nodes above the x axis. The interpolation was performed using the surface Laplacian techniques as discussed in Chapter 2. Lastly, the effect of noise was investigated by adding Gaussian noise \( \mathcal{G} \) with strength \( \sigma = \{0; 0.15\} \) to the analytical solution using Matlab's `randn` function and following equation:
\[ \Phi_G = \Phi_A + \sigma G \]  

(4-24)

4.3 Results

4.3.1 Source Triangle as seen from Different Observation Points

Figure 4-4 shows the resulting monolayer and dipole layer strength as observed from different field points on a line through the centre (A and C) and the third vertex (B and D, third vertex as indicated in Figure 4-2) of a source triangle. The arrows indicate the point at which the line crosses the sources triangle. A strong discontinuity can be observed in the double layer ‘potentials’. Besides this, the source behaviour of the triangle resembles strongly the source behaviour on the third vertex when the line passes through this point. For a line passing through the centre, the triangular source strength appears as a more equal contribution of the source strengths at all the vertices on the field points.
Figure 4-4: Top: Monolayer source as seen from different points on a line passing through the centre (A) or third vertex (B). Bottom: Double layer source for a line through the centre (C) and third vertex (D). Arrows indicate points at which the triangle is crossed.
4.3.2 Inside-out Solutions on a Spherical Model

A comparison between forward and analytical inside-out solution for the pericardial sphere toward the balloon sphere is shown in Figure 4-5. These results can be generalised to all other pericardial dipoles under investigation.

Figure 4-5: Comparison of the analytical (top) and forward (bottom) solutions on the balloon sphere for a dipole positioned at [0.73; -4.67e^-17; 0]. The axis labels indicate to which axis the dipole is parallel. The conductivity ratio was 1-5-0 (Torso-Endocardium-Balloon).

As seen in Figure 4-6, an almost perfect correlation could be obtained between the ‘potentials’ measured from the forward and analytical solution. The figure shows the examples for a model where the endocardium has a conductivity 5 times higher than the pericardium and the balloon is considered to be insulating (RE = 0.001). The REs of other setups are given in Table 4-1 and Table 4-2 for dense and crude triangulations, respectively.
Figure 4-6: Regression analysis between the analytical and forward solution to the balloon sphere with 642 triangles. The conductivity of the endocardial volume was 5 times higher than the pericardium. The balloon was considered insulating.

Figure 4-7 shows the results of an inverse solution using second-order Tikhonov regularisation with a regularisation factor equal to 0.46. A good correlation can be observed. However, the inverse solution shows some small errors, especially in the bordering of the positive and negative sides of the dipole parallel to the z-axis (RE = 0.055).

Figure 4-7: Comparison of analytical (top) and inverse (bottom) solutions on the endocardial sphere. Dipole specifications are the same as in Figure 4-5. A regularisation factor of $\lambda = 0.46$ was used.
The increase in RE for the inverse compared to the forward solution can be easily observed in Figure 4-8. This graph shows the relation between the analytical and inverse solution on the endocardium for the same setup as in Figure 4-6. From the graph, it appears that two different linear relations exist between the analytical and inverse solution.

Figure 4-8: Regression analysis between the analytical and inverse solution to the endocardial sphere. The setup was identical to the one in Figure 4-6.

The effect of regularisation on the inside-out inverse solution was also studied. From Figure 4-9, it can be observed that very low regularisation leads to high errors between the analytical and inverse solution. However, for regularisation parameters as low as 0.1, relatively accurate inverse solutions can be obtained (RE < 0.1).

Figure 4-9: Comparison of the relative differences between the analytical and inverse inside-out solution for different regularisation parameters (lambda).

Conductivity ratios were used as per Figure 4-5
<table>
<thead>
<tr>
<th>Conductivity (Torso-Endocardium-Balloon)</th>
<th>Zero-order Tikhonov</th>
<th></th>
<th>Second-order Tikhonov</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Error Forward</td>
<td>Relative Error Inverse</td>
<td>Relative Error Forward</td>
<td>Relative Error Inverse</td>
</tr>
<tr>
<td>1-5-0</td>
<td>0.001</td>
<td>0.059</td>
<td>0.001</td>
<td>0.055</td>
</tr>
<tr>
<td>1-4-0</td>
<td>0.001</td>
<td>0.067</td>
<td>0.001</td>
<td>0.063</td>
</tr>
<tr>
<td>1-5-5</td>
<td>0.001</td>
<td>0.067</td>
<td>0.001</td>
<td>0.064</td>
</tr>
<tr>
<td>1-4-4</td>
<td>0.001</td>
<td>0.073</td>
<td>0.001</td>
<td>0.070</td>
</tr>
<tr>
<td>1-3-0</td>
<td>0.001</td>
<td>0.078</td>
<td>0.001</td>
<td>0.074</td>
</tr>
<tr>
<td>1-3-3</td>
<td>0.001</td>
<td>0.082</td>
<td>0.001</td>
<td>0.079</td>
</tr>
<tr>
<td>1-2-0</td>
<td>0.002</td>
<td>0.095</td>
<td>0.002</td>
<td>0.090</td>
</tr>
<tr>
<td>1-2-2</td>
<td>0.001</td>
<td>0.098</td>
<td>0.001</td>
<td>0.093</td>
</tr>
<tr>
<td>1-1-0</td>
<td>0.003</td>
<td>0.125</td>
<td>0.003</td>
<td>0.119</td>
</tr>
<tr>
<td>1-1-1</td>
<td>0.003</td>
<td>0.128</td>
<td>0.003</td>
<td>0.122</td>
</tr>
</tbody>
</table>

**Table 4-1:** Relative errors for forward and inverse solutions under different conductivity ratios for spheres of 642 triangles.
Table 4-2: Relative errors for forward and inverse solutions under different conductivity ratios for spheres of 162 triangles.

<table>
<thead>
<tr>
<th>Conductivity (Torso-Endocardium-Balloon)</th>
<th>Zero-order Tikhonov</th>
<th>Second-order Tikhonov</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Error Forward</td>
<td>Relative Error Inverse</td>
</tr>
<tr>
<td>1-5-0</td>
<td>0.021 0.099</td>
<td>0.021 0.099</td>
</tr>
<tr>
<td>1-4-0</td>
<td>0.021 0.099</td>
<td>0.021 0.099</td>
</tr>
<tr>
<td>1-5-5</td>
<td>0.017 0.102</td>
<td>0.017 0.102</td>
</tr>
<tr>
<td>1-4-4</td>
<td>0.020 0.114</td>
<td>0.020 0.114</td>
</tr>
<tr>
<td>1-3-0</td>
<td>0.031 0.124</td>
<td>0.031 0.124</td>
</tr>
<tr>
<td>1-3-3</td>
<td>0.026 0.129</td>
<td>0.026 0.129</td>
</tr>
<tr>
<td>1-2-0</td>
<td>0.041 0.148</td>
<td>0.041 0.148</td>
</tr>
<tr>
<td>1-2-2</td>
<td>0.036 0.153</td>
<td>0.036 0.153</td>
</tr>
<tr>
<td>1-1-0</td>
<td>0.067 0.210</td>
<td>0.067 0.210</td>
</tr>
<tr>
<td>1-1-1</td>
<td>0.062 0.214</td>
<td>0.062 0.214</td>
</tr>
</tbody>
</table>
4.3.3 Outside-in Solutions

A comparison between the analytical and forward solution for a homogeneous torso sphere is shown in Figure 4-10. The results for a pericardial dipole source at [0.5; 0; 0] are considered. A good correlation could be found between both solutions, however, the forward solution seems to be a diluted (blurred) representation of the analytical solution (RE=0.037).

Figure 4-10: Comparison of the analytical (top) and forward (bottom) solution for the torso sphere. Measurements are in arbitrary units. The dipole is positioned at [0.5; 0; 0].

The results for an inverse solution from the analytical torso data towards the endocardium are compared with the analytical solution on the endocardium in Figure 4-11. Without regularisation, a relatively accurate (RE=0.113) could be obtained. However, the inverse solution appears to underestimate the ‘potentials’. It further shows a difference in the position of the isopotential lines, making the centre of the dipole smaller in the inverse compared to the analytical solution.
Further tests on the outside-in inverse solution focussed on the effect of removing and interpolating data from half of the nodes. Figure 4-12 shows the results of the inverse solution when the bottom half of torso data is interpolated. Without regularisation, a significant effect on the inverse solution occurs, leaving high errors compared to the analytical solution (RE=0.691). These errors could be reduced with a second-order Tikhonov regularisation (RE=0.486).

Similarly, the effect of noise on the torso data was briefly investigated. Figure 4-13 and Figure 4-14 show the results for a Gaussian noise with a strength 5% and 15% compared to the analytical values, respectively. Without regularisation, the correlation between the inverse and analytical solution on the endocardium is completely lost. A regularisation parameter of 0.5 allows for a reconstruction of the basic morphology of the dipole behaviour, but strong errors continue to exist (RE=0.772). Stronger noise effects do not allow for any accurate reconstruction, irrespective of smoothing.
Figure 4-12: A) Analytical solution on torso with bottom nodes interpolated. B) Inverse solution without regularisation. C) Inverse solution with second-order Tikhonov regularisation ($\lambda = 0.5$).
Figure 4-13: A) Analytical solution on torso with noise ($\sigma = 0.05$). B) Inverse solution with no regularisation. C) Inverse solution with second-order Tikhonov regularisation ($\lambda = 0.5$).
Figure 4-14: A) Analytical solution on torso with noise ($\sigma = 0.15$). B) Inverse solution with no regularisation. C) Inverse solution with second-order Tikhonov regularisation ($\lambda = 0.5$).
4.4 Discussion

4.4.1 Source Triangle as seen from Different Observation Points

The reason for attempting to represent the active and passive sources of the heart and volume conductor as monolayer and dipole layer sources is derived from a biological perspective. A moving double layer, in the sense that at each sample taken during the cardiac cycle the double layer moves, appears to resemble activation and repolarisation wave fronts (Plonsey and van Oosterom, 2012). For the activation wave front, the double layer represents the border before which cardiac cells have depolarised. The cells to which the double layer has to migrate are still in a resting phase. A similar analogy can be set up for the repolarisation phase. Monolayers can be of interest to represent charge layers, which include areas within the volume conductor that differ in conductivity (e.g. blood cavity) (Panofsky and Phillips, 2005).

The left graphs of Figure 4-4 show the classical examples of a monolayer and double layer triangular source as seen from different field points on the line passing through the centre of that triangle, as e.g. in Panofsky and Phillips (Panofsky and Phillips, 2005). The double layer is characterised by a discontinuity when the field point crosses the triangle. The monolayer on the other hand shows a discontinuity in the slope when crossing the triangle. Comparing these observations with previous literature (Panofsky and Phillips, 2005, van Oosterom, 2012a), it could be assumed that the implementation of the source model layers was accurate.

It can also be observed that the source fields are appreciated differently when the field point is positioned at different locations. When the field points are situated on a line crossing the triangle through a vertex, this vertex gives a more significant contribution to the observation of the total triangular source. From this, it can thus be understood that changes in the position of the cardiac source affect ECG signals over time and space.
4.4.2 Inside-out Solutions on a Spherical Model

The forward and inverse solution methodology for the inside-out model (balloon to endocardium) was tested on a spherical model before implementation on patient-specific models. The reason for this was to understand better the inherent errors that might occur when solving inverse problems for which no gold standard is available. On spheres, the forward and inverse algorithms can be tested against analytical solutions for dipoles and therefore can be used as a simulation study to test the accuracy of inverse problem algorithms. As the analysis provided in this thesis can only estimate equivalent sources (van Oosterom and Oostendorp, 1992b), the models were set up such that the endocardial sphere was close to but not on the source layer.

Figure 4-5 provides a comparison between the analytical and forward solution for one of the dipole sources on the pericardium towards the balloon sphere. From the relative error, it could be shown that an almost exact reproduction of the analytical solution is possible. This accuracy could be obtained for each of the individual dipole sources, which avoided the need of reproducing all data for the outside-in forward solution.

A relative error of 5.5% was obtained for the inverse solution from the analytical balloon data to the endocardial sphere. This result is similar to other simulation studies investigating the inside-out inverse problem (Khoury et al., 1995). It shows that even under perfect conditions, small errors will occur in the inverse solution, even after regularisation. Regularisation is, however, effective in diminishing the error, as can be observed from Figure 4-9. In this work, zero- and second-order Tikhonov regularisations were tested. Results showed that second-order Tikhonov allowed a marginally better reconstruction of the analytical data on the dense triangulation model. From previous work, it appears that the best form of regularisation might depend on which source model is used to represent cardiac activity (Messinger-Rapport and Rudy, 1988, Cheng et al., 2003a). Although not included in this study, the method for choosing the optimal regularisation parameter might also affect the choice of the optimal regularisation function.
From the regression analysis shown in Figure 4-8, two linear behaviours appeared to occur in the relationship between analytical and inverse endocardial solutions. The exact reason for this is unknown, but might be due to numerical rounding or small errors in the auto-solid angle measurement (Meijs et al., 1989). Higher density of the triangular mesh also seems to reduce this behaviour, and therefore the relative error with the analytical solution.

From Table 4-1 and Table 4-2, it can be observed that, assuming a dipole source, it is of importance to include heterogeneity for obtaining more accurate forward and inverse solutions. A higher blood cavity-to-torso conductivity ratio appeared to improve the solutions significantly. Here, conductivity ratios up to 5:1 were tested, as this was sufficient to keep all the inverse solutions under a relative error of 10%. Furthermore, assuming a non-conductive balloon appeared to provide marginally better results than a conducting basket.

Previous work has suggested including the Brody effect in the calculations (Khoury et al., 1995). Also, for the outside-in inverse solution the need for including inhomogeneities to optimise source estimation has been shown (Klepfer et al., 1997, van Dam and van Oosterom, 2005). Ramanathan and co-workers however suggested that torso homogeneity may be assumed in case one is interested specifically in estimating global behaviour of the cardiac activity (Ramanathan and Rudy, 2001). Much debate is still ongoing on the use of heterogeneities, regularisation techniques and regularisation parameter choice. As this discussion is beyond the scope of the current thesis, no deeper analysis was performed for these issues. In the later chapters, the EnSite balloon inverse solution was considered a gold standard to which the regularisation was standardised.

### 4.4.3 Outside-In Solutions

To study the forward and inverse solutions for monolayer and dipole layer equivalent sources, an analytical solution for a dipole source was set up in a homogeneous torso. Figure 4-10 and Figure 4-11 show the comparison between the forward and analytical solution and inverse and analytical solution, respectively. Small variations in morphology and ‘potentials’ can be observed for both cases, possibly due to small numerical errors in the algorithms as
discussed for the inside-out solution. No heterogeneities were investigated, but previous work has shown that the inclusion of heterogeneities can have significant influence on both the forward and inverse solution (Messinger-Rapport and Rudy, 1988, Messinger-Rapport and Rudy, 1986). Again, as the analysis was performed on simple, regular shapes, the fact that errors do occur, even after regularisation, means that any outside-in forward and especially inverse solution has to be treated with care.

This is especially evident in the small tests that were performed including the interpolation of signals as well as the addition of Gaussian noise. For the interpolation data, a relatively satisfying reproduction of the endocardial analytical solution can be obtained after regularisation, however the relative error increased significantly. In the study by Messinger-Rapport, some attention was given on inverse solutions with reduced lead systems on a sphere. Even with careful selection of the position of the leads in the reduced system, higher errors would occur compared to a complete lead (Messinger-Rapport and Rudy, 1990). Studies by Barr and Cuffin found a possibility to optimally reduce the number of leads for a uniform double layer source, without losing much accuracy in the inverse solution (Barr et al., 1970, Cuffin and Geselowitz, 1977). Further research into this might be of interest, as recent works have suggested that at least cardiac activity of simple disorders can be reconstructed with reduced lead systems (van Dam et al., 2013).

As for the noise tests, and due to the ill-posedness of the inverse solution, it can be observed that Gaussian noise of strengths of 15% compared to the original signal can make a reconstruction of the equivalent sources extremely challenging, such that only a grasp of the morphology of the source behaviour can be reconstructed. The quality of the recorded data is therefore of high importance (van Oosterom, 2012c). For the reconstruction from noisy data, signal processing such as filtering and baseline correction can be of aid, taking into account that these processes might affect signal morphology and therefore can decrease the accuracy of the inverse solution.
4.5 Conclusion

To obtain an improved understanding of the concepts behind the forward and inverse problems in electrocardiology, inside-out and outside-in algorithms were compared with analytical solutions for spherical volume conductors. The results show that, even under strongly controlled environments, small errors will occur in the inverse solutions. These errors can be reduced by including more measurement points. Inclusion of heterogeneities can also improve the accuracy of forward and inverse solution. Besides this, one has to take into account the significant errors that can be induced due to noise and removal of measurement points. Regularisation can only improve the inverse solution to a certain extent. The results of these experiments were taken into account for the inside-out and outside-in solutions towards patient-specific models.
5 The Inside-Out Inverse solution: A Comparison of Two Source Models

5.1 Introduction

Over the last two decades, interest in clinical applications of the inverse problem of electrocardiology has risen significantly. This is mostly due to the enormous progress that has been made in solving this problem (van Oosterom, 2012c). Most applications have been based on solving the inside-out inverse problem, in which a balloon catheter is placed inside the cardiac cavity of interest, and endocardial signals are estimated (Jarman \textit{et al.}, 2012, Lemery \textit{et al.}, 2004, Salinet Jr \textit{et al.}, 2010, Schilling \textit{et al.}, 2000). The array that is mostly used for this purpose is the EnSite Balloon Array (St Jude Medical), which consists of 64 electrodes. The EnSite system solves the inverse problem based on an equivalent potential source: it uses the voltages measured on the balloon to estimate the voltages on a layer close to the endocardial surface (Khoury \textit{et al.}, 1995). This inverse problem is solved to 64 nodes on the endocardial surface, from which a further interpolation to 2048 electrodes can be obtained (Salinet Jr \textit{et al.}, 2010).

Some issues have been found while using this system, however. As the source model is potential-based, no reflection of the exact cardiac source is possible, making the electrophysiological relevance of the solution harder to understand (van Oosterom, 2012c). Besides this, correlations between the estimated endocardial electrograms and contact data are generally only reasonable. Jarman \textit{et al.} showed a correlation of 0.7±0.15 for 62 random locations in the left atrium (Jarman \textit{et al.}, 2012). Schilling \textit{et al.} found a correlation of 0.74±0.19 for 3600 electrograms tested in the right atrium (Schilling \textit{et al.}, 2000). For ventricular data, better cross-correlations were found up to 0.87±0.12. In the same work it was shown that correlation decreased with increasing distance between the endocardial node and the balloon (Schilling \textit{et al.}, 1998). The loss of 100% correlation could be due to effects of noise on the data, the issue of dealing with a closed commercial system makes it hard to test the system and develop possible improvements in the source setup, meshing and regularisation.
Some clear improvements can be made, as shown e.g. in Figure 5-1. Here, a left atrial mesh is shown as exported from the EnSite Velocity system. The mesh appears to converge into 2 poles, and different sizes of the elemental triangles can be observed. Converging of many triangles into a single point should be avoided, as it distorts the inverse solution and interpolation. This might give rise to misinterpretations of the data. Besides this, it is known that for best results, the elemental shapes of a complex geometry should be similar in area (Brebbia and Dominguez, 1996, Haueisen et al., 2002), which is not the case for the EnSite mesh. An improved method for meshing the cardiac cavity from the EnSite system, based on the 64 points to which an inverse solution is directly calculated will be provided in this chapter.

Figure 5-1: Example of a triangulated mesh as exported from the EnSite Velocity system. A convergence to two poles can be observed, as well as a strong variation in the area of the triangles.

Besides this, as the outside-in inverse solution in Chapter 6 will be based on a current density source, the EnSite inside-out inverse solution (referred to as EnS) will be reformulated towards a similar source, represented as a combination of dipole layers and monolayers (referred to as the UoL inside-out solution). Regularisation will be adjusted towards the inverse solution as provided by the EnSite system, which can be considered a clinical gold standard for inside-out inverse problems. The inside-out inverse solution can
then be better compared to its outside-in counterpart, as a similar equivalent source representation will be considered.

As it has been shown in previous literature, a good agreement between dominant frequencies (DFs) can be obtained between inverse solutions from the EnSite Array and contact electrograms (Jarman et al., 2012). The main focus in this thesis will be on comparing DFs between the inside-out solutions, body surface maps and the outside-in solution.

5.1.1 Research Aims and Objectives

To allow a direct comparison between inside-out and outside-in inverse solutions, the EnS inverse solution was reformulated to equivalent current-density sources based on double layer and monolayer models. This reformulation took into account a remeshing of the atrial cavity. Only data of the left atrium were considered, as balloon data were available for this atrium only. The results of the new inverse solution are compared to the EnS solution. In chapter 6, the results will be compared to outside-in inverse solutions to provide further understanding of cardiac activity during AF. Most attention will be focussed on dominant frequency analysis. Here, the effect of an alteration of the equivalent source on the DF value will be considered.

5.2 Methods

As no torso models were available for the last 4 volunteers of the cohort at the time of writing this thesis, only data for the first 5 volunteers as discussed in Chapter 2 will be provided.

For each subject, left atrial geometry and balloon signals were exported from the EnSite Velocity system. Besides this, the LA virtual electrograms and ECG data were made available (see Table 2-2 for details). Labels for orientation and lesions representing ablated areas were also provided. Signals were exported as raw data and filtered. The same filtering setups were used as provided in section 2.2.5. Resampling and alignment of the signals was also performed similarly to the method described in section 2.2.6.2.
5.2.1 Remeshing the Left Atrium

The EnSite Velocity system allows exporting the Balloon Array wave forms together with the coordinates of the 64 nodes on the left atrial mesh to which the inverse problem is directly solved.

To remesh the left atrium, first a crude triangulation between these 64 nodes was established. This mesh was then refined to 800 nodes by an iterative process in which the edge with longest length was split by adding an additional node at the centre of this edge and redefining the triangulation by including this node. This refinement was achieved by identifying the triangles sharing the edge. A line between the vertex of the triangles which was not on the edge and the new node on the edge was then added to define the new triangulation. A schematic 2D representation of the refinement is given in Figure 5-2. An example of the implementation of this method to remesh the left atrium is given in Figure 5-3.

A transfer matrix for the inverse solution was then developed as per equation (4-20) in section 4.2.2.1. Here, the measured balloon potentials were used to estimate directly an inverse solution to all 800 nodes on the endocardium.

5.2.2 UoL Inverse Solution

The optimal UoL inverse solution was found by applying a second-order Tikhonov regularisation as in equation (4-22). The strength of the regularisation was adapted such that the 2D correlation coefficient between the EnS and UoL inverse solution was as high as possible. This coefficient was calculated based
on the signals before QRST segmentation. The 2D correlation coefficient was calculated as follows:

\[
r = \frac{\sum_m \sum_n (\text{EnS}_{mn} - \bar{\text{EnS}})(\text{UoL}_{mn} - \bar{\text{UoL}})}{\sqrt{(\sum_m \sum_n (\text{EnS}_{mn} - \bar{\text{EnS}})^2)(\sum_m \sum_n (\text{UoL}_{mn} - \bar{\text{UoL}})^2)}}
\]  

(5-1)

where \(m\) and \(n\) represent the dimensions of the estimated potential matrices at the nodes and \(\bar{x}\) represents the mean. Only the 64 points to which the EnS inverse solution is calculated directly are taken into account as these “measurement points” can also be found on the UoL mesh, and therefore a direct comparison can be made. Besides this, a signal-by-signal conventional 1D correlation coefficient was calculated between the EnS and UoL nodes.

The EnSite inverse solution was used as a gold standard as insufficient contact mapping data were available, and the EnSite system is a clinically approved tool for diagnosis and treatment of cardiac diseases based on the inside-out inverse solution.

![Figure 5-3: Example of remeshing the left atrium. First, the 64 nodes (red dots) to which an inverse problem is directly solved are identified from the EnSite Velocity system (left top). A crude mesh is developed from these 64 nodes (right top). This mesh is then refined to an 800 node mesh which still included the original 64 EnSite nodes.](image-url)
5.2.3 AF Dominant Frequency

The DF behaviour for remeshed left atrium using the UoL inverse solution was analysed and compared to the original DF results with the EnS inverse solution as described in chapter 2. Only the left atrium was further analysed as the UoL inverse solution could only be made available for this atrium.

For the original data extracted from the EnSite system, QRST segmentation was performed on the 64 inversely solved virtual electrograms. To ensure the best possible similarity in methodology, QRST segmentation was also performed on the UoL virtual electrograms after inversely solving. QRST segmentation and DF analysis were performed as described in sections 1.1.1 and 2.2.7. Attention was focussed on the DF distribution for the 64 individual nodes only. Besides this, the highest dominant frequency (HDF) for the UoL and EnS solutions were compared for these nodes only. Both comparisons were performed using a Wilcoxon matched-pairs signed-rank test. Representation on a 3D map for the DF was performed by performing a surface Laplacian. The HDF 3D map was derived from this interpolated map, as this procedure is similar to the HDF derivation applied in chapter 2, where the HDF site is derived from the 2048 interpolated virtual electrograms.

5.3 Results

5.3.1 UoL Inverse Solution

A comparison for a 3D voltage map between the EnS and UoL inverse solution is given in Figure 5-4. The voltage maps were taken during atrial activity as indicated by the electrograms. The electrograms are taken from the same node on both meshes. This node was one of the 64 nodes to which the EnS inverse solution was calculated directly. For the EnSite mesh, an interpolation was performed from the 64 nodes to the total 2048 nodes using the surface Laplacian. An inverse solution was calculated directly to all 800 nodes of the UoL mesh.

The spatiotemporal (2D) correlation between the EnS and UoL solution for all subjects is provided in Figure 5-5 for data before and after ablation. For all the data inspected, a 2D correlation higher than 0.5 could be established. An
overview of the distribution of the temporal correlation for the individual 64 nodes is provided in Figure 5-6. It can be observed that there is a strong variation in the distribution for all volunteers. This is further exemplified in Figure 5-7, which shows the average temporal correlation for the individual nodes over all volunteers before and after ablation. A pattern seems to appear for each combination of 8 nodes.

Figure 5-4: Comparison of normalised voltage maps of the UoL and EnS inside-out inverse solution. The virtual electrogram of one of the 64 nodes (black dots) directly estimated by the EnSite system is shown and compared to its UoL counterpart. Top: anterior; Middle: posterior left atrium.
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Figure 5-5: Spatiotemporal (2D) correlation between the EnSite and UoL inside-out inverse solution.

Figure 5-6: Distribution of the temporal correlation between the EnSite and UoL inverse solution as observed from 64 nodes.
5.3.2 AF Dominant Frequency

Figure 5-8 shows the frequency spectra for all 64 nodes considered during 1 window for subject 3 before and subject 5 after ablation. It appears that both inverse solutions show similar morphologies, but the power is reduced in the UoL solution, as shown by the colour map on the images.
Figure 5-8: Comparison of the frequency spectra for 1 window for subject 3 before ablation (top) and 5 after ablation (bottom). Frequencies are shown for all nodes which could be directly compared between the UoL and EnS inverse solution. Colours represent the power of each frequency peak in the spectrum.
Figure 5-9: Comparison of the frequency spectra for node 1 for subject 3 before ablation (top) and 5 after ablation (bottom) over all windows.
Similarly, Figure 5-9 compares the frequency spectra for one of the 64 nodes over all windows for the same volunteers. Here, again the power for the UoL inverse solution appears to be reduced. Although for subject 5, the morphology of the spectra is reasonably similar between both inverse solutions, more variation exists for subject 3.

![UoL and EnS DF maps](image)

**Figure 5-10: Comparison of UoL and EnS DF maps for one window. Top: anterior; Bottom: posterior left atrium. Dots indicate the nodes to which the EnS solution is directly calculated.**

Figure 5-10 shows an example of an atrial fibrillation DF map for the same window of subject 3 as in Figure 5-8. Both the UoL and EnS inverse solution are displayed. The DF map was calculated by applying the Fourier analysis after QRST cancellation on the 64 known signals for the UoL and EnS inverse. The DF was selected as described in chapter 2. An interpolation of this DF was then performed on both meshes to determine the DF at the remaining nodes.

A direct comparison for 3 subject datasets is given in Figure 5-11. A choice was made to represent one dataset with low (top), reasonable (middle) and high
(bottom) spatiotemporal signal correlation between the UoL and EnS inverse solution. It can be observed that, for all cases, the interquartile range of the DF values appears similar for all nodes, independent on the signal correlation. However, with lower correlation, the full range of DF values between the UoL and EnS solution appears more varying.

Figure 5-11: Comparison of DF distribution for 64 nodes of the UoL and EnS inverse solution for signals with low spatiotemporal correlation (A, $r = 0.59$), reasonable correlation (B, $r = 0.74$) and high correlation (C, $r = 0.92$).

Figure 5-12 shows the distribution of the DF median compared between the UoL and EnS inverse solution for the individual datasets. No DF data for subject 4 after ablation were available, as this subject was not in AF after ablation. In some cases, a significant variation in the DF median distribution
could be found after a window-by-window statistical comparison. The occurrence of these variations was not subject-specific.

**Figure 5-12:** Distribution of DF median for the UoL and EnS inverse solution for all volunteers. Asterisks indicate statistical significance at $p$ values equal to 0.05 (*), 0.01 (**) and 0.001(***).

Figure 5-13 shows the results of a paired window-by-window comparison between the UoL and EnS inverse solutions. For all subjects, significant variation in the HDF value could be found between both solutions for individual windows. In some cases, these variations were due to harmonics. Mostly, however, the effect was caused by other reasons discussed later.

**Figure 5-13:** Comparison of the highest DF (HDF) distribution for all volunteers for both inside-out inverse solutions. Asterisks indicate statistical significance at $p$ values equal to 0.05 (*), 0.01 (**) and 0.001(***).
As the values and distribution of the HDF values was significantly variable, no good correlation was expected between the HDF sites for both inverse solutions for individual windows. Figure 5-14 shows the location of the HDF for a particular window of the subject 5 data after ablation. The HDF appears on the right pulmonary vein area. The location for both inverse solutions is reasonably similar, and a large variation in the HDF value due to harmonics has to be considered as a possible cause of variation.

Figure 5-14: Comparison of the highest DF (HDF) site for one window of subject 5 after ablation on both inverse solutions.

In Figure 5-15, the HDF sites for one window of subject 3 before ablation are compared. Here, a strong variation in the position and value of the HDF is observed, which cannot be allocated directly to the effect of harmonics. In this image, The UoL inverse appears to find distinct HDF areas in both the left and right pulmonary veins. The EnS solutions seems to only locate a HDF area at the right pulmonary veins. For many windows, similar behaviour could be observed, leaving further (statistical) analysis of the HDF location seemingly irrelevant.
5.4 Discussion

Much variation exists in the applied models for solving the inverse problem of electrocardiography (Cheng et al., 2003a, van Oosterom, 2012c). Unfortunately, this has led to some confusion and difficulties in comparing results from previous work, and also explains in part the strong variation that has been found in the accuracy of the models (Barr et al., 1970, Brooks and Ahmad, 1999, Cheng et al., 2003a, Colli-Franzone et al., 1985b, Cuppen and van Oosterom, 1984, Huiskamp and Greensite, 1997, Rudy and Burnes, 1999, Tilg et al., 2003) as well as the appropriate choice of regularisation function and choice of regularisation parameter (Cheng et al., 2003a, Zhang et al., 2005).

According to the current knowledge of the author, only one research group has attempted comparing several inverse solutions on the same data (Cheng et al., 2003a).

The use of the mono- and double layer model could be considered an evolution from the inverse solutions based on dipoles or multipoles (Barr et al., 1966,
Frank, 1956, Geselowitz, 1964), which were based on the original works of Einthoven (Einthoven, 1913, Einthoven et al., 1913). The idea of considering layers of dipoles was first suggested by Wilson and co-workers (Wilson et al., 1933). This Uniform Double Layer (UDL) model suggested the reconstruction of cardiac sources based on activation wave fronts. Afterwards, the development of a multiple dipole source model by Miller and Geselowitz (Miller III and Geselowitz, 1978) allowed reproduction of the activation wave front during ventricular depolarisation. Using this model, the ventricular activation sequence for a healthy heart as described by Durrer et al. (Durrer et al., 1970) could be reconstructed. The development of the Equivalent Double Layer model by Cuppen and van Oosterom (Cuppen and van Oosterom, 1984) as suggested theoretically by Salu (Salu, 1978) allowed for an improved reconstruction of repolarisation wave fronts. These methodologies have been improved over the years and allow accurate reconstruction of atrial depolarisation and repolarisation in healthy circumstances (van Dam and van Oosterom, 2003). The major limitation for these types of models is that a direct comparison of the source estimation with real cardiac sources is impossible, meaning that these types of sources should be considered equivalent sources (van Oosterom, 2012a). The major advantage is that these equivalent sources can closely resemble the exact behaviour of the cardiac activation wave front, whereas potential-based models cannot always be straightforwardly linked to the electrophysiological background of a cardiac disease (van Oosterom, 2012c). However, different inverse solutions should be able to reconstruct almost identical isopotential maps, if the correct approximations are used and under ideal circumstances (e.g. no geometric errors, no noise on data).

The current study provides an opportunity to compare an inverse solution based on current density sources to a commercially available inverse solution based on potential sources. Although this commercial system is not necessarily the “best” inverse solution available, its use in clinical practise can be deemed sufficient to be considered the current gold standard.
5.4.1 UoL Inverse Solution

Figure 5-5 shows the most optimal spatiotemporal correlation that could be achieved between the EnS and UoL inverse solution. A spatiotemporal correlation was considered, as it does not only provide an indication of the temporal agreement between the inverse solutions, but also takes into account spatial variation. In this way, variations in activation wave fronts over space can be accounted for. Of major concern in the comparison was the high amount of smoothing that had to be applied to the UoL inverse solution to achieve these correlations (median $\lambda = 45.555$, $IQR \lambda = [45.555; 64.4245]$). This leads generally to a smoother endocardial inverse solution for the UoL solution isopotential maps (e.g. Figure 5-4). Apart from the knowledge that the EnS solution might not be the gold standard, and therefore differ from the real (endocardial contact-mapping) signals, other reasons might be the difference in regularisation. The EnSite system allows application of a spatial filter, which was disabled during the extraction of the balloon and virtual data. This spatial filter might work as a low-pass spatial filter and would therefore induce smoothing on the EnS inverse solution isopotential maps. The EnSite system also appears to only allow exporting temporally filtered virtual electrograms. The type of filtering used is unknown, which makes further exploitation of reasons behind the difference in UoL and the EnS inverse solution challenging. Geometrical aspects do not provide a reason for the difference, as the coordinates of the points which were correlated were the same for both solutions. Besides this, their position with respect to the balloon was identical.

From the temporal correlation distribution of Figure 5-6, it can be further observed that for subjects with low spatiotemporal correlation, a higher spread in the temporal correlation between the individual nodes can be observed. This variation might be partially related to the strong smoothing in the UoL inverse solution, from which the effects can be seen on the electrograms of Figure 5-4. Although the general shape of the electrograms is the same, the UoL inverse solution has lost the capacity to identify small fluctuation in the signal. The loss of these fluctuations will not only affect the temporal correlation, but also the spatiotemporal correlation. There was however no direct link between the reduction of the correlation and higher regularisation of the UoL inverse
solution, suggesting that other aspects related to the inverse solution model can impact this relationship.

Figure 5-7 shows the average correlation between the UoL and EnS inverse solution for each node over all volunteers before and after ablation. A pattern can be observed for each 8 nodes. This is due to the allocation of the node positions onto the endocardial wall. The nodes could be considered a representation of the EnSite elliptical balloon Array on the endocardium. For this reason, some of the nodes are at a large distance from the balloon, which leads to the well-known reduction of accuracy of the inverse solution (Schilling et al., 1998). These results should always be taken into account when analysing data obtained from inside-out inverse solutions, even more so as it seems that different inverse problem algorithms appear to deal differently with this distance effect.

As the temporal data show variation, it was considered to perform a further comparison of the UoL and EnS inverse solution based on frequency analysis. As frequency analysis works with longer time intervals (4 second windows in this project), it can be considered as a means to summarise cardiac behaviour over these intervals. Previous work looking at atrial fibrillation frequency analysis has shown that the correlation between the dominant frequency of inversely solved and direct contact mapping electrograms is higher than the temporal comparison (Jarman et al., 2012).

### 5.4.2 AF Dominant Frequency

A comparison between the frequency spectra for two subject datasets is provided in Figure 5-8 and Figure 5-9 over all nodes and for a single node over all windows, respectively. These subjects were chosen as the first (top images) shows a general behaviour found for most subjects and the second (lower images) showed a particular result for well-organised AF. As was stated in chapter 2, a stable AF activity could be observed for subject 5 after ablation, with a main frequency of 3.95 Hz. The UoL inverse solution seems to be able to reconstruct this behaviour very similarly to the EnS solution. The only difference appears in the power of this dominant frequency, possibly due to the strong smoothing applied to the UoL solution. For the other subjects, some of
the morphology of the EnS spectra remained visible with the UoL solution. This can be observed for subject 3 on Figure 5-10, where slight variations in the dominant frequency can be found on the nodes to which the EnS solution is directly calculated (i.e. variation not due to the interpolation). Furthermore, it could be observed that when higher spatiotemporal correlation existed between the EnS and UoL solution, a better relation between the DF distribution could be observed (see Figure 5-11). Although most of the spectral variation could be allocated to the high smoothing, additional noise artefacts from the signal or possibly induced by QRST cancellation might have influenced these DF distributions.

The variation in the frequency spectra between both solutions also gives rise to variations in dominant frequency median and highest DF values. Figure 5-12 shows the variation in DF median between the inverse solutions for all datasets. For some cases, significant variation in the DF median distribution could be found. This was not related to the strength of the temporal correlation between the solutions. From Figure 5-13, significant variations in the highest DF (HDF) values can be observed for all subjects. As in most cases the HDF values of the UoL inverse solution appear lower in overall distribution than those of the EnS solution, the strong smoothing seems to be causing this effect, as this would set up a low-pass filtering effect to avoid the influence of high-frequency noise component on the final solutions (Hansen, 2010). Higher UoL HDF values can probably be caused by the differences in inverse solution algorithms for both solutions, e.g. in dealing with auto solid angles (Meijs et al., 1989). These influences together with the effect of interpolation also lead to a different position of the HDF areas on the left atrium as shown in Figure 5-14 and Figure 5-15. Although part of the variation in HDF area could be due to the differences in the mesh setup, the variation in smoothing and inverse solution algorithm, as well as the general accuracy of the inverse solution, can have major influences on the temporal and frequency-based analysis of AF, and therefore on the success of ablation procedures based on these analyses. More robust understanding of the differences in the inverse solutions algorithms, as well as a comparison to a true gold standard (e.g. contact electrograms) should be considered. Future studies might also look at
achieving a better correlation based on frequency analysis between the EnS and other inside-out solutions.

5.5 Study Limitations

The two major limitations of this work are the small size of the study group and the lack of a gold standard to compare both inverse solutions. This latter limitation is partly solved by the results from other studies comparing the inverse solution of the EnSite system to contact mapping data, and the fact that the simulations studies for the UoL inverse solution as discussed in chapter 4 showed the possibility to accurately reconstruct dipole sources on a spherical volume conductor. Future studies could however provide a better gold standard and allow measurements for additional subjects to improve the quality and significance of the current data. The studies should also have the possibility to export inverse solutions from raw data from the EnSite system.

5.6 Clinical Relevance of Findings

As the EnSite technology has been verified and widely accepted as a tool for estimating endocardial signals from non-contact electrodes, one could find the clinical relevance of this chapter doubtful. The main argument presented is that the EnSite system provides one possible inverse solution out of a pool of many alternatives. One of these alternatives is the suggested current-layer based model described in this and the previous chapter (UoL model).

The most important reason why the current-layer based inverse algorithms are of interest is that a direct relationship can be achieved the theoretical model and electrophysiology, which is not the case for the potential-based solution of the EnSite system (van Oosterom, 2012c). In their most advanced status of the equivalent double layer model, current-based source models can be constrained by including aspects of local cardiac transmembrane potentials, which reflect local action potential behaviour (van Oosterom, 2014a). Alterations in action potential duration and depression in the action potential plateau have been suggested as major contributors to AF and ventricular fibrillation (Allessie et al., 2001, Riccio et al., 1999). An accurate implementation of current source models could therefore provide clinicians
directly with relevant information regarding the complexity and underlying phenomena of (atrial) fibrillation, rather than having to derive this information from a “closer look” of cardiac activity as provided by potential-based solutions.

Combined with the previous chapter, it is also shown that further attention needs to be given towards optimisation of inverse algorithms in clinical environments. This can be deduced from the strong regularisation that had to be used to reach maximal correlation between the potential- and current-based solutions. Although part of this could be partly explained by the difference in source model, artefacts such as high ventricular far-field signals, suboptimal atrial meshes as well as technical aspects such as the EnSite filter settings could have influenced this relationship. To minimise far-field signal artefacts, technological considerations could be investigated to optimise non-catheter mapping arrays towards atrial signal detection. One suggestion could be to reduce the distance between the measurement location and atrial muscle wall. Another alternative could be to implement software for QRST cancellation within the system. A protocol for optimisation of the mesh has been provided in this chapter. Lastly, the effect of pre-processing signals on the accuracy of the inverse solution could be established. For the moment, clinicians should be made aware of these issues and the fact that the inverse solution remains an estimation of the cardiac signal. Both previous and current chapters attempt to provide this information such that clinicians can shape their interpretation of the data taking into account these technical aspects.

5.7 Conclusion

This study investigated the effect of two different inverse problem algorithms for estimating endocardial data from a non-contact balloon Array. The EnSite (EnS) inverse solution is a commercially available tool providing a potential-based source estimation, whereas the University of Leicester (UoL) solution provides an inverse solution from current density equivalent sources, based on equations (4-1), (1-17) and (1-19). The EnS solution was considered to be the gold standard.

Results suggest that a high regularisation (smoothing) parameter needed to be included to allow good spatiotemporal correlation between the EnS and UoL
solution based on isopotential maps. This is mainly due to the unknown effect of the EnS filtering and regularisation of the virtual electrograms. In most subjects, the spatiotemporal correlation was only considered good to reasonable (0.73±0.17 before, 0.75±0.15 after ablation, represented as mean±SD). Besides this, temporal correlation was affected by the distance between the measurement point and balloon. In cases of larger distance between the balloon Array electrodes and the endocardial surface, a lower correlation existed between both inverse solutions. This further proves the effect of geometrical error as shown in previous literature. It also shows that different inverse solutions will treat this error differently.

The spatiotemporal effects were of major influence on the differences in (dominant) frequency analysis between both inverse solutions. Alternative inverse problem algorithms can thus have significant impact on the temporal and frequency aspects of cardiac signals. This should be taken into account for comparing different studies and during clinical practise.
6 The Outside-In Inverse Problem: a Path towards Investigating Atrial Transmurality

6.1 Introduction

One of the main interests of this project is to further understand the mechanisms behind atrial fibrillation by combining outside-in and inside-out solutions. Although both types of solutions have their limitations in accurately reproducing endocardial and epicardial signals, it is believed that the study of certain characteristics of the atrial electrograms, such as (highest) dominant frequency behaviour, could lead to a better understanding of the behaviour of both muscle layers during advanced atrial fibrillation. The main objective is to provide further knowledge regarding the possible transmural behaviour during atrial fibrillation.

6.1.1 Experimental Evidence of Atrial Transmurality

One major study in AF subjects has been conducted to provide evidence of atrial transmural dyssynchrony as a possible driver of fibrillation. In 2010, de Groot et al. found that transmurality, and especially endo-epicardial decoupling could be a relevant trigger for persistent AF (persAF) (de Groot et al., 2010). Comparing 24 AF subjects with structural heart disease to 25 Wolff-Parkinson-White syndrome subjects with induced AF, they showed that a higher number of epicardial breakthroughs occurred in persAF. These breakthroughs were not repetitive in space. The authors argued that this behaviour could be related to multiple wavelet re-entry circuits where the wave would rotate throughout the myocardium, with one limb in the endocardium and one in the epicardium. This would provide an understanding for the failure of catheter ablation in some of the persAF subjects. In these subjects, the AF trigger would not be localised ectopic foci or a single re-entry wave, as suggested by different works (Haïssaguerre et al., 1998, Narayan et al., 2012), but many wandering wavelets. The burning of small sections in the atrium would be insufficient to remove all wavelets and therefore terminate AF (de Groot et al., 2010).

The underlying aspect of transmurality as a possible trigger of AF could be an increase in endo-epicardial electrical dissociation. Eckstein et al. (Eckstein et
al., 2011) confirmed the existence of this dissociation in goat hearts by comparing goats that were exposed to acute AF, persAF for 3 weeks and persAF for 6 months. Measurements were taken from the epicardium and endocardium. They showed that endo-epicardial decoupling (EED) is a prerequisite for breakthroughs to occur. Due to the structural and electrical remodelling of AF with longer AF exposure, they showed a significant increase in the dissociation. Due to this progressive increase, fibrillation becomes a more three-dimensional process within the heart, giving rise to complex 3D multiple wavelet re-entries.

One study by Everett et al. has looked at the variation of DF and highest DF in a canine model on epicardial and endocardial data (Everett et al., 2007). Here, 4 different cardiac disease models were compared to controls to determine the effect of atrial remodelling. LA endocardial data were mapped with the EnSite 3000 system, whereas epicardial data were collected with a contact electrode sock for both atria. Signals were first band-pass filtered between 40 to 250 Hz (2nd order Butterworth) after which the absolute value of the signals were low-pass filtered at 20 Hz. Frequency analysis was performed on 2 s windows (50% overlap, Hamming window). Their work showed that for most cases, the highest DF occurred on the endocardium. A good correlation could be established between the type of atrial remodelling (i.e. structural or electrical) and the AF characteristics or mechanism. With electrical remodelling, AF appeared as multiple wavelets and showed high disorganisation. For structural remodelling, ectopic foci with stable DFs were found. A major issue with the methodology is the allowance of DF values up to 20 Hz. Not only is any relevant atrial behaviour at these rates highly unlikely for humans, as the low-pass filtering was set at 20 Hz, a filtering effect could occur at the higher end of the DF spectrum, thereby significantly altering the temporal and frequency behaviour of the signal. This would make the correct interpretation of these high frequency peaks challenging. Other studies measuring epicardial and endocardial data simultaneously on the extracted right atrium have shown that the activation of both layers can be dyssynchronous due to the heterogeneity of the RA architecture, leading to complex activation sequences (Schuessler et al., 1993).
6.1.1.1 Atrial Transmurality in Simulations

Gharaviri et al. found atrial transmural behaviour in a 3D dual-layer model (Gharaviri et al., 2012). Here, a combination of two layers was used to represent the atrial membrane (endocardium and epicardium). AF electrophysiological behaviour was modelled using an adapted Courtemanche Model to describe atrial fibrillation action potentials and a Monodomain model to describe atrial signal propagation. Results showed that transmural activity could significantly enhance the stability of the AF signal. Due to induced stimulations, dyssynchrony occurred between the epicardial and endocardial method, inducing breakthroughs. A good correlation could be found between the amount of dyssynchrony and breakthroughs. Interestingly, breakthroughs tended to reduce dyssynchrony.

Some studies have further showed an effect of anisotropy on atrial conduction. They also showed that atrial wall thickness heterogeneity significantly increased AF stability (Harrild and Henriquez, 2000, Yamazaki et al., 2012). However, further investigations are needed to confirm the existence of transmural drivers in AF. As the direct mapping of epicardial and endocardial data in humans is challenging, an alternative is to make use of inverse estimations.

6.1.2 Current Standards of Outside-In Inverse Solutions

As this study focussed on the detection of atrial epicardial and endocardial dyssynchrony using inverse problems, a short summary of the clinical implementations of outside-in (OI) inverse solutions is provided.

A current commercially available OI inverse solution is based on a potential-source. This type of source is the most known form of inverse problems in electrocardiology, and is sometimes referred to as electrocardiographic imaging (ECGI). This technology can indeed be seen as an imaging technology as it attempts to estimate the potentials at a circumference enclosing the heart from body surface measurements. It therefore can be seen as providing a closer look at the heart (van Dam et al., 2009). As the potentials on the body surface can be considered a blurred version of the potentials on this circumference, the
methodology becomes a sort of deblurring technique to reveal cardiac activation (van Oosterom, 2012c).

The possibility of reconstructing these "epicardial" potentials from body surface maps was suggested by Zablow (Zablow, 1966) and theoretically described by Martin and Pilkington (Martin and Pilkington, 1972). The methodology is valid on the theory that a unique relationship exists between the potentials around the heart and those on the torso, assuming noise-free circumstances (van Dam et al., 2009). A first complete worked-out methodology in torso tank models can be found in the work of Colli-Franzone and co-workers (Colli-Franzone et al., 1985b). An implementation on spherical and realistic torso models can be found in the works of Messinger-Rapport and Rudy (Messinger-Rapport and Rudy, 1990, Messinger-Rapport and Rudy, 1985, Messinger-Rapport and Rudy, 1988). These models simulate the various effects of the volume conductor and possible measurement and geometrical errors on the inverse solution.

First experiments on volunteers were performed to estimate cardiac activity under healthy and pathological conditions on small-sized groups. Ramanathan and co-workers communicated the possibility to reconstruct activation and repolarisation sequences for a healthy volunteer as well as during right bundle branch block, ventricular pacing and chronic atrial flutter (Ramanathan et al., 2004). In a later study they showed the reproducibility of reconstructing cardiac activation and repolarisation in 7 healthy volunteers, showing the possibility to accurately identify epicardial breakthroughs (Ramanathan et al., 2006). A first study on reconstructing atrial activity during AF was conducted by Cuculich et al. (Cuculich et al., 2010). After showing the possibility of reconstructing the location of pacing sites with high accuracy, they showed the possibility to estimate the location of possible AF triggers. Multiple wavelets were found in most of the 26 subjects. Besides this, more than half of the subjects showed signs of ectopic foci. Rotor activity was only found in a low number of cases.

Haïssaguerre et al. showed the possibility to use ECGI as a tool to guide AF catheter ablation based on re-entry circuit (rotor) detection (Haïssaguerre et al., 2013). A more elaborate study was performed on 103 subjects with persAF.
Using specific algorithms for rotor detection, a high number of re-entry circuits and foci could be detected using non-invasive imaging. It was also shown that the number of driver regions increased with the AF severity. These rotors were mostly unstable, but would occur repetitively in the same area (Haïssaguerre et al., 2014).

Other clinical studies have also used potential-based inverse problem techniques for detection of ventricular activity. Using a standard torso model, Navarro et al. were successful in improving the detection of acute myocardial infarct with an inverse model compared to standard 12-lead ECG or BSM mapping (Navarro et al., 2003), albeit with a reduced specificity. In a further study, McClelland et al. showed the possibility to reconstruct epicardial activity after ventricular pacing (McClelland et al., 2006).

Alternatively to the ECGI methods, activation time imaging has emerged as a possible means to estimate cardiac potentials. This imaging modality is based on current density layer sources which, in most cases, represent the border between depolarised (repolarised) cell and cells in rest (active) (Cuppen and van Oosterom, 1984). As these activation time models are non-linearly related to the body surface potentials, an initial estimate has to be provided. For atrial activity, good reproducibility could be achieved by a propagation wave based on the Huygens principle (van Dam et al., 2009).

The method was first theoretically described by Wilson (Wilson et al., 1933), assuming a uniform double layer model. As this model only allows accurate estimation of ventricular activation (Plonsey and van Oosterom, 2012), an equivalent double layer was suggested theoretically by Salu (Salu, 1978) and later implemented in model studies by Cuppen and van Oosterom (Cuppen and van Oosterom, 1984). This EDL model allows an accurate reconstruction of cardiac activation and repolarisation times (van Oosterom, 2001), which can be converted into isopotential maps (van Oosterom, 2012b).

A first implementation of the activation-based UDL model on healthy volunteers was performed by Huiskamp and van Oosterom (Huiskamp and Van Oosterom, 1988). Here, ventricular activation was estimated from a 64-lead body surface map for 3 healthy volunteers. Results showed that, with appropriate Surface
Laplacian regularisation, activation patterns similar to those measured by Durrer et al. (Durrer et al., 1970) could be obtained. With the forward solution from these activation patterns, 12-lead standard ECGs could be reproduced with high accuracy. A later study on a healthy volunteer and a volunteer with Wolff-Parkinson-White syndrome using a higher advanced model and regularisation technique based on the critical point theorem reproduced these results (Huiskamp and Greensite, 1997).

In a series of studies, the EDL model was further assessed for its performance in clinical data. Tilg et al. (Tilg et al., 2002) showed the possibility to estimate initial endocardial breakthrough points within 15 mm accuracy for right ventricular signals. In this work, the activation-time based inverse solution was compared with contact mapping data. In a later study by the same group on 4 volunteers, it was shown that atrial activation-based imaging using the EDL model was feasible, albeit the inverse solution being more ill-conditioned than for ventricular activity due to the smaller signals provoked by atrial activity on the body surface map (Modre et al., 2003). Good correlation between measured ECG data and forward solutions was also found in a study on a healthy volunteer, and two individual with Wolff-Parkinson-White and Brugada syndrome respectively (van Dam et al., 2009). However, large cohort studies implementing these activation-based imaging modalities are currently lacking.

6.1.3 Inverse Algorithm: Current Study

The methodology applied for the OI inverse solution in this thesis is based on a representation as suggested in chapter 5, where the endocardial activity to be estimated is replaced by the epicardial activity, and the balloon signals by the body surface signals. The volume conductor model will take into account the variation in conductivity by the lungs. Results will be compared with the EnSite solutions only, as only for these a full interpretation of the right and left atrial activity were provided. With this methodology, it is expected that variations in atrial epicardial and endocardial activity can be explored, possibly leading to a better understanding of the transmural behaviour of atrial fibrillation.
6.1.3.1 Combining Inside-Out and Outside-In Inverse Problems

As far as the author’s knowledge, the only study attempting to compare non-contact balloon array data with epicardial potentials reconstructed from body surface signals was conducted by Shannon and co-workers (Shannon et al., 2007). Here, left ventricular isochrones and isopotential maps were qualitatively and semi-quantitatively compared for 3 volunteers undergoing LV pacing. Results showed correlation between the endocardial data reconstructed with an EnSite 3000 system and the epicardial potentials. An exception to this was found when pacing was performed in the septal area of the left ventricle. Both inverse solutions were based on potential sources, with the EnSite system reconstructing the volume conductor using boundary element methods. The epicardial potential was reconstructed using finite element methods. Agreement in pacing spike localisation was performed by fitting the centroid of the endocardial 3D mesh onto the centroid of the mesh obtained from a male torso model. A line was then created between this centroid and the point of earliest epicardial activation. The distance between the intersection of this line with the endocardium and the endocardial site of earliest activation was then used to measure agreement. Besides the low number of recordings, the study was limited by the use of non-specific torso models, as acknowledged by the authors, and the lack of invasive right ventricular data, which could have aided in further understanding the activation propagation.

6.1.4 Research Aims and Objectives

This chapter aims at comparing the inverse solution from body surface maps (outside-in inverse solution) with the EnSite inside-out inverse solution. The EnSite solution was used as it provided details of the virtual endocardium of both atria, whereas only left atrial data are provided for the UoL solution. By comparing the virtual epicardial data from the outside-in (OI) inverse solution and the virtual endocardial data, a first attempt to better understand the possible transmurality of the atria is provided based on frequency analysis. This type of research could share new lights on AF pathology and might help in diagnosis and setting up treatment strategies (e.g. assessing the chance of ablation success). Focus will be on the dominant frequency (DF) and highest
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DF (HDF) behaviour between the inside-out and outside-in solution. Further research is underway in our research lab to investigate transmurality based on temporal (isopotential and isochronal) analysis.

6.2 Methods

For reasons mentioned in chapter 5, the data of the first five volunteers described in chapter 2 were used only to set up the OI inverse solution. Data from these solutions could only be compared directly to the EnSite inside-out inverse solution due to the lack of right atrial data for the home-made inside-out solution. However, the variations in the analysis between the EnS and UoL inside-out inverse solution were taken into account in the discussion below.

6.2.1 MRI Acquisition and Processing

MRIs were taken for each subject prior to their ablation procedure. Landmark positions were indicated with Vitamin A capsules attached to the front and back of the torso prior to the MRI study. A photograph was taken to further aid in locating the correct position of the BSM electrodes. Transverse torso MR images ranging from the lower neck to the umbilicus (30-45 slides per subject) were obtained according to the HASTE (Half Fourier Acquisition Single Shot Turbo Spin Echo) protocol on a 1.5 T scanner with a 6 channel phased array cardiac coil (Avanto, Siemens, Erlangen, Germany). Images were extracted as DICOM (Digital Images and Communication in Medicine) files and converted using the Matlab image processing toolbox (Version 8.3, The Mathworks Inc) into uint16 (16-bit unsigned integer) greyscale images. This file type allows separation of greyscale intensities into 65536 values (16-bit precision) (Yates, 2009). Images were further processed using a 2D median filter (5x5 matrix) to remove noise. For individual images, an upscaling to the full uint16 range of intensities was performed by calculating the factor between the maximum intensity value for uint16 file types and the highest intensity found in the original image and multiplying each image pixel in the image by this factor. Image stacks were then exported from Matlab as DICOM files. Manual segmentation and 3D modelling was performed in ITK-SNAP (Version 2.4.0) (Yushkevich et al., 2006). A 3D surface mesh was developed for the lungs, atrial muscle and torso. Meshes were exported as .vtk files and imported into Matlab for
developing the transfer matrix. Prior to this, the torso model was remeshed to reduce the number of nodes and ensure co-localisation of nodes with the electrode positions. For this, the position of each image in the 3D torso model was identified. Per image, a transverse torso circumference consisting of 200 nodes was constructed using a continuous 2D Fourier interpolation technique (van Oosterom, 1978). For each reconstructed circumference, 20 nodes were selected, which were allocated to an electrode position were necessary. In total, each torso model consisted of maximally 450 nodes. Lung meshes would consist of up to 200 nodes, whereas atrial muscle meshes would consist up to 1400 nodes.

6.2.2 Transfer Matrix Setup

For the OI inverse solution, an inhomogeneous volume conductor containing the lungs was considered. The conductivity of the lungs was set at one third of the conductivity of the atrial muscle. A monolayer and double layer were used to represent the sources on the lungs, atrial muscle and torso. According to the superposition theorem, inhomogeneities can be included as follows (van Oosterom and Oostendorp, 1992a):

\[
\Phi(x^t) = \Phi_\infty(x^t) - \frac{1}{4\pi} \sum_{m=1}^{M} \frac{\sigma_m^- - \sigma_m^+}{\sigma_m^-} \int_{S_m} \Phi(x) \, d\omega(x, x^t) - \frac{1}{4\pi \sigma_m^-} \int_{S_m} \frac{I_n}{R} \, dS
\]

(6-1)

Here, \(\sigma_m^-\) represents the conductivity just inside the surface \(S_m\) and \(\sigma_m^+\) the conductivity just outside the surface. The value of \(\sigma_m^-\) is the conductivity of the surface in which \(x^t\) resides.

Following a similar methodology as in chapter 4, a numerical variation from this formula can be obtained:

\[
\Phi_{x^t} = \Omega_{xx^t} \Phi_{x^t} + \frac{1}{\sigma_{x^t}} \sum_{m=1}^{M} \Gamma_{mx^t} I_{x^t} + \sum_{m=1}^{M} \frac{\sigma_m^- - \sigma_m^+}{\sigma_m^-} \Omega_{xm} \Phi_m
\]

(6-2)

From this, a forward inverse solution can be set up after defining matrices \(B\) and \(G\) accordingly:
\[ b_{ij} = \frac{\sigma_m^m - \sigma_m^p}{\sigma_{x'}^m - \sigma_{x'}^p} \Omega_{ij} \]  
\[ g_{ij} = \frac{1}{\sigma_{x'}^m - \sigma_{x'}^p} \Gamma_{ij} \]  

(6-3)

Here, \( \Omega_{ij} \) represents the solid angle related to node \( j \) as seen from node \( i \) and \( \Gamma_{ij} \) is the distributed monolayer weight for element \( j \) as seen from node \( i \). This leads to the matrix formulation (van Oosterom and Oostendorp, 1992a):

\[ \Phi_{x'} = B\Phi + GJ \]  

(6-4)

This provides the relationship between equivalent atrial muscle potentials and the potentials on the different interfaces considered in the torso volume conductor. The formulation is therefore the basis of the OI inverse solution considered here. Equation (6-2) can be used in numerical implementations.

The OI inverse solution was calculated from the 131 measurement points on the torso (128 BSM and 3 limb leads) to all nodes on the atrial muscle after applying a zero-mean reference. As the second-order Tikhonov regularisation showed improved reconstruction of analytical solutions in chapter 4, this type of regularisation was chosen to smooth the data. As no direct comparison with epicardial atrial contact mapping data was possible, the strength of the regularisation parameter was fixed between 0 and 3. The optimal inverse solution \( (\Phi_{opt}) \) was chosen to minimise the normalised relative difference between the forward solution \( (A\Phi_{est}) \) and the observed data \( (\Phi_{obs}) \):

\[ \Phi_{opt} = \min \left( \frac{\|A\Phi_{est} - \Phi_{obs}\|_F}{\|\Phi_{obs}\|_F} \right) \]  

(6-5)

### 6.2.3 Outside-In vs Inside-Out Inverse Solution: Frequency Analysis

As most interest during this PhD project was focussed on the frequency analysis of atrial fibrillation, atrial signals were estimated BSM signals aligned with the EnSite data. The inverse algorithm was applied before QRST subtraction as this would maintain the chronological order of the procedure similar to AF frequency analysis on the EnSite data. After subtraction, AF
frequency spectra were generated as described in chapter 2. Further analysis focussed on comparing the dominant frequency (DF) and highest DF (HDF) behaviour between the EnSite inside-out inverse solution (4096 nodes), the BSM data and the OI inverse solution. For this purpose, a Friedman Analysis of Variance (ANOVA) test with Dunn’s correction for multiple comparisons was used to allow for an overall analysis as well as a paired comparison between the three systems (EnSite vs. OI, EnSite vs. BSM and BSM vs. OI).

6.3 Results
An example of the isopotential maps on the body surface and atrial muscle after applying the inverse solution is given in Figure 6-1. An atrial electrogram before QRST subtraction shows the moment at which the isopotential maps were taken (red dot). For this particular subject, the regularisation strength was 1.35, giving a normalised relative difference of 9.46%. Over all volunteers, the average regularisation used was 1.53±0.43 (mean±SD), with an average relative difference of 13.2%±11.1% between the BSM data and the forward solution.
Figure 6-1: Example of an outside-in isopotential map on the atria. Top: atrial activity. Middle: body surface map taken at the time of the atrial isopotential map; dots indicate electrode positions. Bottom: atrial electrogram; the red dot indicates the moment at which the isopotential map was given.

6.3.1 Outside-In vs Inside-Out Inverse Solution: Frequency Analysis

Figure 6-2 and Figure 6-3 show a top view of the frequency spectra for subject 3 before ablation and 5 after ablation. The spectra are shown for all atrial nodes during one 4s window and for all windows on 1 node, respectively. For the EnSite data per window, the left 2048 nodes represent the left atrium. Nodes 2049 to 4096 represent the right atrium.
Figure 6-2: Comparison of the frequency spectra for 1 window for subject 3 (top, before ablation) and 5 (bottom, after ablation).
Figure 6-3: Comparison of the frequency spectra for node 1 for subject 3 (top, before ablation) and 5 (bottom, after ablation) over all windows.
Figure 6-4 compares the 3D dominant frequency map for one window of subject 3 before ablation. It shows the EnSite right atrial (left) and left atrial (middle) virtual electrogram representation as well as the OI inverse solution (right). The accompanying body surface DF map is shown in Figure 6-5.

As significant difference could be observed between the EnSite and OI inverse solution, statistical analysis was performed to describe these differences. Results for the ANOVA test are represented in Figure 6-6. It could be shown that for all volunteers, significant variance existed between the BSM, OI inverse and EnSite inverse solution ($p < 0.001$). The results for the individual comparisons between groups is represented in Table 6-1. In most cases, significant to very significant differences could be found between the three modalities.

**Table 6-1: Results of the multiple comparison tests (p values) between DF values of the three different modalities. >0.05 represents not significant, <0.05 borderline significant, <0.01 significant and <0.001 very significant differences.**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Multiple Comparison Results (p values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EnSite vs. BSM</td>
</tr>
<tr>
<td>1</td>
<td>Pre</td>
</tr>
<tr>
<td></td>
<td>Post</td>
</tr>
<tr>
<td>2</td>
<td>Pre</td>
</tr>
<tr>
<td></td>
<td>Post</td>
</tr>
<tr>
<td>3</td>
<td>Pre</td>
</tr>
<tr>
<td></td>
<td>Post</td>
</tr>
<tr>
<td>4</td>
<td>Pre</td>
</tr>
<tr>
<td></td>
<td>Pre</td>
</tr>
<tr>
<td>5</td>
<td>Post</td>
</tr>
</tbody>
</table>
Figure 6-4: Comparison of the DF map for the EnSite right (left) and left (middle) atrium and Outside-In inverse solution (right) for one window.
Figure 6-5: Body surface DF map for the same window as the atrial DF maps shown in Figure 6-4.

Figure 6-6: Comparison of the DF behaviour between the BSM, EGM and outside-in inverse solutions for all subjects before and after ablation. Asterisks indicate statistical significance at $p$ values equal to 0.05 (*), 0.01 (**) and 0.001(***).

Similarly, comparisons were made for the highest DF (HDF) behaviour between both inverse solutions and the BSM data. One example for subject 3 after ablation is given in Figure 6-7. The HDF area on the body surface appears to the left side of the torso. On the OI inverse, the HDF seems to reside around the septum. The EnSite data show a small HDF area in the right atrium, and a left atrial HDF in the right pulmonary veins. The left atrial HDF has a lower value than the right atrial HDF.
Figure 6-7: Comparison of HDF areas on the body surface (top), OI inverse solution (middle) and EnSite meshes (bottom).

A comparison of the HDF behaviour per subject was performed between the inverse solutions and the body surface maps. Results of the Friedman ANOVA test are given in Figure 6-8. It can be observed that the OI inverse solution HDF values appear higher than those found on the body surface maps. The variance between the three modalities is considered very significant ($p < 0.001$).

Figure 6-8: Comparison of the HDF behaviour per subject for the three modalities. Asterisks indicate statistical significance at $p$ values equal to 0.05 (*), 0.01 (**) and 0.001(***).
Table 6-2 represents the results of the individual comparisons between the three modalities. For most cases, the results between the inverse solutions and the body surface data appear very significant, whereas the difference is less significant between both OI and EnSite inverse solutions.

**Table 6-2: Results of the multiple comparison tests (p values) between the HDF values of the three different modalities. >0.05 represents not significant, <0.05 borderline significant, <0.01 significant and <0.001 very significant differences.**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Multiple Comparison Results (p values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EnSite vs. BSM</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Post</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Post</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>&gt;0.05</td>
</tr>
<tr>
<td>Post</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Pre</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Post</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

**6.4 Discussion**

The work presented here offers an alternative inverse solution compared to the well-known potential-based inverse solution and the activation-time based imaging. It can be considered as an advanced version of the dipole and double layer models suggested in early literature (Barr et al., 1966, Geselowitz, 1964). Its benefit, compared to the potential-based inverse solution, is that it takes into account equivalent sources for the cardiac activity, rather than giving a closer look to pericardial potential. The advantage compared to activation-time based
algorithms is that easier validation can be performed, as the solution results in a potential field which can be compared with direct contact mapping data. Besides this, there is no need for an initial estimate of the activation propagation. Its disadvantages are that the equivalent source model might not be sufficiently accurate to represent cardiac behaviour, a problem that is avoided with potential-based transfers. A disadvantage compared to activation-time based imaging is that this methodology needs the inclusion of regularisation which might not be directly related to cardiac electrophysiology.

6.4.1 Inverse Algorithm

Figure 6-1 provides an example of an isopotential map on the atrial muscle after inversely solving from the body surface. From these observations, it proved difficult to qualitatively or quantitatively assess the accuracy of the inverse solution. From the average relative difference between the forward solution and body surface map, it can be considered that additional steps have to take into account to further improve the inverse solution. Most improvements can possibly be made in avoiding measurement and geometrical noise. The manual segmentation of the atrial muscle proved rather challenging, as well as correctly allocating body surface nodes to electrode positions.

Some possibilities to improve 3D tissue segmentation can be considered. One possibility is the use of computed tomography (CT) images rather than MR images. This would allow the images to be taken whilst the subject is wearing the BSM electrodes, thereby providing an exact location of the BSM measurement positions (Ramanathan et al., 2004). The use of CT was avoided in this work due to radiation exposure. Alternatively, a standard model could be set up to which the subject’s geometry is morphed. Jamison et al. showed the possibility to use a standard female torso for acquiring accurate inverse solutions of different volunteers. This standardisation did not provide sufficient accuracy for subjects with a torso varying strongly to the standard model, however (Jamison et al., 2011). Other groups have also indicated the significant effect of geometric error in the cardiac position on the inverse problem (Hoekema et al., 1996, Messinger-Rapport and Rudy, 1986).
However, a similar morphing technique for the heart in a standard torso might be sufficient to provide accurate results.

Besides this, the inclusion of other torso tissues and organs besides the lungs might improve the current inverse solution. Studies have focussed on the inclusion of various tissues in the volume conductor model, showing that some tissues have significant effect on the forward and inverse solution (Klepfer et al., 1997, Messinger-Rapport and Rudy, 1990). Further investigations are needed in this field however, especially regarding what conductivity should be allocated to the various tissues, and if anisotropy of muscle layers should be taken into account.

Further to this, a comparison between the EnSite inside-out and the current OI solution was challenging. One source of variation would be the variation in the approach to the source of the cardiac potentials. The use of a potential-based transfer model compared to the double layer and monolayer equivalent source model will induce variation in the inverse solution which, as far as the author knows, has not been investigated in clinical trials. However, the evidence from the previous chapter shows that remarkable difference exists, as it took strong regularisation to make a double layer inverse solution appear similar to the EnSite solution for the left atrium. This effect could not be further investigated here due to the lack of a potential-based OI inverse solution. The lack of a double-layer based inverse solution for the right atrium made a comparison of the outside-in with the home-made inside-out inverse solution difficult. Further studies are underway to tackle both issues.

As it was difficult to assess this variation, evidence of transmurality could not be provided with certainty based on isopotential maps. Possible further evidence was therefore sought from frequency analysis.

**6.4.2 Outside-In Frequency Analysis**

From Figure 6-2 and Figure 6-3, it can be observed that, in cases of organised AF (bottom figures) the current inverse solution was able to correctly determine the dominant frequency of the AF cycle. With more complex AF behaviour, the relationship between the EnSite endocardial and the outside-in inverse solution...
was less pronounced. One problem that did arrive with the outside-in inverse solution was a difficulty in appropriately removing the QRST interval. This could be the reason why in most cases, a significant variation existed between the EnSite and OI inverse solution DF distribution. The influence of ventricular activity can also provide some explanation for the similarity between body surface maps and the OI inverse solution DF distributions. Future work might therefore opt to perform QRST subtraction prior to the inverse solution. Other reasons might be an effect of atrial transmurality, and the fact that frequency measurements were taken from different locations. The effect of transmurality can only be assessed after ensuring a proper QRST subtraction has been performed, and when the node locations on the endocardial site of the atrial muscle are aligned with the atrial cavity nodes as accurately as possible. Research has been performed to link electro-anatomical mapping system meshes (such as the EnSite mesh) with MR images with relatively good success (Knowles et al., 2010). Further research is ongoing in the group to merge meshes of different modalities.

As for the HDF behaviour, the results show that the OI HDF results are significantly different from the BSM data, but in some cases show similarity with the EnSite data. Taking into account the issues with QRST subtraction, these results do seem to indicate that the OI inverse solution can take into account the filtering effects of the volume conductor, and reproduce high frequency signals from smoothed, blurred images. Reasons for the variation in HDF behaviour between the OI and EnSite inverse solution are similar as those discussed for the DF behaviour. Reasons for similarity could mean that both systems indeed show the same behaviour, or could be due to the fact that the HDF values are close to the physiological range of 10 Hz for relevant AF signals, as suggested in this work. The 3D visualisation of the HDF areas seems to relate more to the latter, as no direct correlation between the EnSite HDF location and OI HDF location could be observed in many cases. However, as the effect of transmurality could not be clearly assessed in this work, further research might indicate that this effect is an important cause of the lack of co-localisation of HDF areas.
6.5 Study Limitations

One of the major limitations in the study is the small study size. Current research is underway in the group to increase the number of subjects for which endocardial maps and body surface maps are available. For these subjects, also balloon data for the right atrium will be available, which will make it possible to not only perform the home-made inside-out inverse solution on the right atrium but also to compare the results of this inside-out inverse solution with the outside-in inverse solution presented in this chapter. This would allow a direct comparison of inverse solutions that assume the same source model.

Besides this, no direct epicardial contact mapping data were available to compare the inverse solution with. Although our inverse solution was validated using a simple model, a further validation in torso-tank models could be beneficial to assess the quality of the inverse solution and provide better understanding of the effects of noise on the inverse solution. Lastly, further optimisation of the 3D models should be considered. It would be of interest to work on an automated segmentation modality that can develop patient-specific models accurately, reducing image processing time compared to the current, manual approach.

6.6 Clinical Relevance of Findings

As discussed in the previous chapter, current-based source models provide an alternative view on the inverse estimation of cardiac signals compared to potential-based solutions. Optimised versions of current-based algorithms can be set up to take into account local effect of transmembrane potential distributions. Equivalent double layer models would provide means to estimate atrial cell depolarisation (and repolarisation) sequences, which could provide clinicians with information to directly interpret the relevance of local atrial activation phenomena with possible AF drivers. Previous work has shown the successful use of the EDL model estimating cardiac activity (van Oosterom, 2014a), also with specific focus toward atrial activity (van Dam and van Oosterom, 2005). The suggested inverse solution algorithm would be able to provide more electrophysiologically relevant information compared to potential-based source models that have started to emerge as clinical tools (Cuculich et
al., 2010, Haïssaguerre et al., 2014), once further optimisation is provided in segmenting the volume conductor as well as the process of collecting and processing cardiac signals.

As inverse problems are an estimation of cardiac behaviour, the combination of inside-out and outside-in inverse solutions for relevant interpretation of atrial transmurality might remain challenging. The relation between this estimation and true cardiac behaviour will be dependent on the accuracy of the source model. Besides this, effects of volume conductor, geometrical errors and signal artefacts will further complicate this interpretation. Verification of the inverse solutions with measured data would help in determining the clinical relevance of the transmurality analysis, but complete clinical evaluation of this phenomenon based solely on the inverse solution will remain cumbersome.

### 6.7 Conclusion

This chapter attempted in combining the EnSite inside-out inverse solution with a home-made OI inverse solution based on a double layer model to assess the possible transmural behaviour of the atrial muscle during atrial fibrillation. From isopotential maps, no evidence of this transmurality could be concluded due to difficulty in comparing the inverse solutions. This comparison was hampered by the difference in source models from which both solutions originate, as well as possible geometrical errors from suboptimal MRI segmentation. Similarly, it was difficult to make any strong conclusions on the variation in DF behaviour and the effect of atrial transmural dyssynchrony on this behaviour. On the positive side, the OI inverse solution seems to be able to reconstruct simple AF behaviour in the frequency spectrum, and is able to reproduce high-frequency behaviour on the atrial muscle which might have been smoothed on the body surface. Further investigation in optimising the OI inverse solution and linking the results with endocardial data is however required.
7 Project Summary and Future Perspectives

Atrial fibrillation (AF) is the most occurring cardiac arrhythmia in the world. Although not lethal, it increases the risk of stroke by fivefold and has been linked to increased risks of myocardial infarct. These consequences can be lethal, or inflict serious reductions in quality of life. As the susceptibility for AF increases with age, current data suggest a significant increase of AF patients over the coming decades. Current treatment methods are based on drugs, cardioversion or catheter ablation. Although well-developed, these treatment techniques are not always successful, and AF relapse occurs frequently. Further understanding of the triggers and maintainers of AF is therefore sought.

An interesting approach to investigate AF behaviour in clinic is by the use of body surface mapping and electrophysiological studies (contact or non-contact endocardial mapping). Electrophysiological studies are invasive and therefore carry risk to the patient. This risk can be avoided using body surface mapping, but the data from these torso surface measurements are relatively distant from the cardiac source, and therefore only provide blurred images of AF behaviour. By combining BSM signals with a volume conductor model representing the torso, atrial signals can be estimated taking into account variations in conductivity for different torso organs. The location of these organs can be obtained from medical images (e.g. MRI scans). This estimation of cardiac potentials can be called the outside-in inverse problem of electrocardiography. Similarly, the estimation of endocardial electrograms from non-contact mapping catheters can be called the inside-out inverse problem of electrocardiography.

In this work, AF analysis was performed on body surface signals, virtual endocardial signals from a non-contact mapping system and virtual atrial muscle wall signals from an outside-in inverse solution. As data for both inverse solutions were taken simultaneously, an analysis of the possible transmural dyssynchrony between the endocardial and epicardial wall of the atria was investigated. Most attention was paid on the frequency analysis of the AF signal, and how variations in the frequency results could be deduced from the different measurement modalities.
7.1 Project Novelties

The main novelties of the current work are:

- The simultaneous frequency analysis of bi-atrial non-contact mapping and body surface data, showing a spatiotemporal filtering effect of the volume conductor on the BSM highest dominant frequency value under clinical condition, similar to simulation studies described in previous literature.
- The development of inverse algorithms by using the analytical formulas for double layer and monolayer sources. This avoids the use of numerical implementations for the boundary element model, and can therefore reduce errors.
- A representation of the effect of different source models on non-contact inside-out inverse solutions in a clinical situation. Previous work has shown some of these effects in simulation studies only. A further implementation of this work could be of high significance in improving inverse solution algorithms.
- The comparison of an inside-out and outside-in inverse solution for atrial fibrillation as a starting point to further understand the drivers behind AF. Although further investigations are needed for this, first results indicate that simple AF behaviour can be traceable with an outside-in inverse solution based on frequency analysis.
7.2 Main findings

From chapter 2, the most striking results could be found in the variation of the highest dominant frequency (HDF) distribution between the body surface signals and virtual electrograms on the endocardium obtained from non-contact mapping data (EnSite Balloon Array). HDF values appear to be lower on the body surface map than on the endocardium. An exponential curve could be fitted between the difference of the HDF value on the body surface and on the endocardium versus the endocardial HDF value. This behaviour shows strong similarity to previous simulation studies assessing the effect of the volume conductor as a spatio-temporal filter. Our results suggest that this filtering effect can be seen on clinical data for cardiac measurements, and should be taken into account in case body surface signals are used for assessing AF behaviour and treatment strategies.

In chapter 3, an indication of the effect of reduced lead systems on body surface maps was investigated using Lomb Spatial Spectral analysis. Although this methodology does not allow developing accurate reduced-lead systems, it can provide an idea of the number of electrodes needed to represent a body surface map assuming the electrodes are uniformly positioned over the body surface. The results indicated that our current 131 lead system is sufficient to represent full body surface maps in healthy volunteers, and therefore could be considered appropriate and useful in estimating cardiac sources from inverse solutions.

The feasibility of using inverse solutions based on monolayer and double layer sources was investigated in chapter 4. The forward and inverse solution for a cardiac source surrounding the heart was compared to the analytical solution for both an inside-out and outside-in inverse solution. Results suggest that the forward and inverse solutions could accurately reproduce the analytical solutions on the spherical model. For endocardial inverse solution, the volume conductor effect was investigated, and it appeared that better solutions could be obtained when including heterogeneities in this volume conductor model. For the outside-in inverse solution, the effect of reduced leads and measurement noise was assessed. Noise levels of low amplitude appear to be
allowable for accurate reproduction of signals, with the necessary smoothing. Generally, however, care must be taken to avoid noise. Also, reduced-lead inverse solutions should be carefully assessed.

A comparison between a commercially available potential-based inverse solution and a home-made double layer-based inside-out inverse solution was investigated in chapter 5. It could be observed that different source models in the inverse problem provide different solutions for the virtual electrocardiograms, which could be of importance for the correct clinical interpretation of these inverse solutions. Other aspects that could affect the final electrograms are different ways of filtering the original balloon signals, the type of regularisation used (as shown in chapter 4) and geometrical variation (3D meshes). For this particular comparison, a high regularisation parameter had to be used on the double-layer based inverse solution to obtain high similarity with the potential-based solution. This high smoothing affected the frequency analysis of the former inverse solution drastically, indicated by the significant differences in DF and HDF behaviour between both inverse solutions.

Chapter 6 provided an analysis of the DF and HDF behaviour from an outside-in inverse solution based on a double layer model. Results were compared with an inside-out inverse solution based on a potential source. This chapter provided a first step towards analysing possible dyssynchrony between atrial epicardium and endocardium during atrial fibrillation. As both inverse solutions were based on different source models, it remained difficult to provide any conclusions regarding the existence of this transmurality. Besides this, possible errors in QRST subtraction and cardiac position will have affected the outside-in inverse solution. Bearing these issues in mind, it could still be shown that simple AF behaviour could be reproduced accurately in the frequency domain.

### 7.3 Future perspectives

Several ways forward can be seen from the current thesis project. On one hand, the further identification of DF and HDF as possible representations of AF drivers can be further explored. Future research could consider including the effect of harmonics and dominant frequency organisation on the
identification of HDF sites. This could provide a more true analysis of the highest dominant frequency, and it might provide further indications of the strength of the filtering effect of the volume conductor. This latter could be assessed by comparing the amplitude (or power) of a frequency peak in the spectrum of atrial data, be it with contact or non-contact mapping, endocardial or epicardial, with those on the body surface map.

For the inside-out inverse problem, further analysis could be performed by comparing the virtual electrograms of both the EnSite as the home-made inverse solution with contact mapping data, preferably taken at sites to which the EnSite system performs a direct inverse solution. This could indicate better how different inverse solutions affect the clinical interpretation, and how realistic these interpretations are to the signals seen immediately on the endocardial wall. For the home-made inverse solution, balloon data of both the right and left atrium could be made available to test a more complete inverse solution, which could also be further investigated in clinic as well as using experimental simulations, such as torso tank models. A potential-source based inverse solution could also be created for comparison with the EnSite system, as it would provide further understanding of how this system interprets data and estimates endocardial signals.

For the outside-in inverse solution, a further optimisation of setting up the volume conductor model needs to be investigated, as the current methodology appears prone in errors and is highly time-expensive. Further analysis on the effect of filtering and other signal processing steps could be performed. One interesting approach would be to first subtract QRST segments from the body surface maps and use these atrial signals to perform the inverse solution towards the atria. Once a double-layer based inverse solution for the right atrial endocardium becomes available, research can pay attention to merge the endocardial cavities onto the MRI or CT derived torso model for a more feasible assessment of the correlation between epicardial and endocardial data. As with the inside-out inverse solution, new algorithms based on a potential source or activation-based imaging could be set up to compare the differences in inverse solutions and assess their performance. Lastly, performing outside-in inverse solutions with reduced-lead systems and comparing their accuracy to a full
electrode set could prove useful not only in reducing computational time and memory but especially in setting up body surface maps and outside-in inverse algorithms in clinical environments.
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