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Abstract

Identification of critical areas for successful ablation in persistent atrial fibrillation (persAF) patients remains a challenge. Atrial electrograms (AEGs) with high dominant frequency (HDF) are believed to represent atrial substrates with periodic activation responsible for maintaining persAF. Phase is a descriptor that tracks the progression of the action potential through atria and has been demonstrated to be effective in analysing spatiotemporal changes during persAF. DF has been used as a way to express local atrial activation rate of the AEGs during AF. HDF sites were analysed consecutively to produce HDF density maps and its spatiotemporal behaviour during persAF was investigated. An algorithm based on topological charge index was also implemented to obtain phase singularity points (PSs). This algorithm’s performance was compared with two other PS detection techniques for detecting PSs and has been demonstrated to have more accurate results with reduced processing time (near-real time) to calculate targets. Additionally, the effect of varying filter type and settings on the detection of PSs was also studied. From this it is understood that filter settings could affect PS detections, which result in misleading identification of the atrial substrate and hence ablation targets. Furthermore, the spatiotemporal dynamics of the PSs was also investigated by tracking them in space and time to identify 'rotors'. Rotors were not seen very often and were associated with higher atrial rate as well as disorganised AEGs. Finally, the combination of frequency and phase analysis was studied to elucidate the mechanism of wave propagation and to identify potential drivers perpetuating persAF. There is some evidence of a
cause-effect relationship between the HDF and PS density maps which leads to the spatiotemporal organization in the activation patterns during sustained A. Consequently, analysing the behaviour of the two parameters can help clinicians to develop strategies for ablation.
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Figure 13: (a) (i) Scatter graphs (for one patient) showing different directions and strengths of correlation of HDF density maps (produced using several segments of VEGM recording) when compared to the HDF density map created using 300 seconds of VEGM recording. (ii) The histogram and distribution of the similarity indices (for one patient) comparing the similarity of every HDF density map (produced using 75 seconds) with each other. The histogram at this site exhibited high kurtosis with a sharp peaked distribution and negative skewness. This site exhibited a high similarity index with a mean of 0.71. (b) Incidence of HDF dense regions – before ablation – in the different LA regions, namely: MV, PVs, roof, posterior wall, anterior wall, LAA, MVI, septum and floor. (c) The mean and SD of the HDF of MVR (occurrences of the HDFSs > 80%) and LVR (occurrences of the HDFSs ≤ 80%). The mean ± SD of frequency in MVR nodes is 6.32 ± 0.49 Hz, significantly different from 5.87 ± 0.95 Hz of LVR (p<0.001). (d) The frequency organization of the electrograms of HDF regions as measured with OI and RI in the nodes of MVR is significantly lower (0.36 ± 0.13 vs 0.39 ± 0.14, 0.432 ± 0.13 vs 0.437 ± 0.14, p<0.0001) than that of LVR.
Figure 14: (a) Location of CoGs (pink dots) in LA of two persistent AF patients obtained for a specific time window. In this case the CoGs are located outside the HDF cloud’s (red region) boundaries. The position of the CoGs is not a true representative of the HDF ‘cloud’. (b) Comparison of HDF density maps with CoG distribution in order to compare the spatiotemporal distribution of the two techniques.

Figure 15: The mean and SD of the global HDF and spatiotemporal coverage area of the VEGMs for both pre- and post-ablation.
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Figure 17: An overview of PS illustration in 2D LA and how it is detected using the topological charge technique. (a) Phase map at an instance of time of a persAF patient. b) A map displaying arrows representing the phase vector (size indicating the magnitude and orienting representing the direction of activation. (c) & (d) A plot of the topological charge in 3D and 2D to identify the location of the PS, where the topological charge equals +1 or -1.

Figure 18: Schematic representation of two different methods (triangulation mesh technique and image processing technique) of PS detection and steps.

Figure 19: Schematic representation of tracking PSs. Each PS is considered as the same PS if it is between the maximum spatial (Δdmax ≤ 3 nodes) and temporal separation (Δtmax ≤ 10 ms) between the detected PS. If conditions are met, the tracking continues, else it stops tracking and reports the lifespans of the PS.

Figure 20: (a) An example of the PS detection using 3 methods with a series of phase gradient thresholds. (b) PS histograms of 8 s VEGM using 3 methods with different phase gradient thresholds. (c) the effect of changing the phase gradient thresholds on the number of PSs for each patient.
Figure 21: (a) Box plots illustrating the effect of adjusting the phase threshold on the number of PSs per frame for the TCT. (b) The processing time of TCT, TMT and IPT using default thresholds (mean ± SD: 0.9 ± 0.2 s vs. 335.4 ± 14.4 s vs. 596.6 ± 144.0 s (P < 0.0001), respectively). (c) i) A frame of the phase clip and the region selected as the ‘gold standard’; ii) The PS histogram generated with the manual annotation (red rectangular region); iii) The shortest path/distances on the surface of 3D atrial mesh between PSs using manual annotation and the PSs using each method with revised thresholds; iv) The PS histogram generated using each method.

Figure 22: Box plots showing number of PSs identified for all patients using the raw signal and the three filters. Mean highest number of PS were found within the raw signal (97784 ± 12768) followed by the EF signals (30580 ± 12835), BF (26985 ± 13691) and finally the ICF (17476 ± 8904).

Figure 23: Comparison of 3D scatter plots of all PSs found in BWF patient data (left) and only rotors (right). The reduction of total number of points makes comparison of relevant PS locations which is of more interest.
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Figure 25: Scatterplots of rotors identified from one patient without any filtration (left) and with BF filter applied (right) showing on the XY plane. Unfiltered scatter plot shows a greater area of the atrium covered compared to the BWF scatterplot.
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Figure 27: The location of the PSs were identified in 3D and 2D and tracked spatiotemporally to detect rotors. Its X, Y coordinates were also recorded and each LA was reshaped into 2D block for observing its behaviour. The chirality of each PS was also recorded.

Figure 28: Shows the VEGM of a persAF patient, its frequency spectrum and the phase data extracted from it. The spectra and the phase are further analysed to study the atrial activity and dynamics of the rotor behaviour in the LA.

Figure 29: (a) Shows a representative example of one such plot where the cumulative distribution of PSs is shown. (b) Evolution of PSs (and their chirality) over time. In both (a) and (b) complex clusterings of PSs were seen in some instances when several PSs were detected close to each other (highlighted in red).

Figure 30: Shows the VEGM and the corresponding HDF value in presence of rotor(s). For the mother rotor fibrillation, the mean HDF is $8.24 \pm 0.33$ Hz significantly different from short lived PSs window $7.95 \pm 0.42$ Hz ($p< 0.0001$) (see figure 33 (a)). The complexity of the FFT spectra as represented by the OI for mother rotor and short lived PSs window were significantly different as well (OI: $0.732 \pm 0.05$ vs $0.76 \pm 0.05$, $p< 0.0001$) (see figure 33 (b)).

Figure 31: (a) Density maps of short lived PSs vs. rotor. For short lived PSs, a broad distribution of PSs can be seen. (b & c) Locations of rotors in the anatomical regions of the LA for both (b) pre vs. (c) post ablation data. From our results, prior to ablation, rotors were observed in several regions, with the septum having the highest incidence. (LUPV: Left upper pulmonary vein; LLPV: Left lower pulmonary vein; RUPV: right upper pulmonary vein; RLPV: right lower pulmonary vein; POS: posterior wall; ANT: anterior wall; LAA: left atrial appendage; Sept: Septum).

Figure 32: (a) The number of PSs observed (Pre vs Post) at any instant for all 10 persAF patients’ cases. (b) The lifespan of tracked PSs (Pre vs. Post) in milliseconds.

Figure 33: The mean and SD of the (a) HDF and (b) OI of rotor vs short lived PSs (for both pre vs. post ablation data).
Figure 34: The figure shows the relative importance of factors that maintain the paroxysmal, persistent and permanent AF (pAF, persAF and permanent AF respectively). For pAF, it is the triggers; for persAF, it is combination of both triggers and substrate modification; for permanent AF, it is only the substrate modification which is sustaining AF.

Figure 35: Illustration of the parameters characterising the atrial substrate. For one patient corresponding (a) phase, (b) PSs, (c) HDF and all the parameters combined for three different instances are shown in order to study the spatiotemporal relationship between among them.

Figure 36: Illustration of corresponding 3D and 2D HDF maps for one patient for several windows. It can be seen that the HDF regions are not consistent in every window and that sometimes they reoccur in the same region after a certain while.

Figure 37: Illustration of how K-Means clustering algorithm. The algorithm depends on the assignment of information to a given set of partitions also known as cluster centres or the K centroids. In this study, it was defined as 2 (clockwise and anticlockwise centroids). At every step of the algorithm, each data value is assigned to the nearest centroid based on some similarity parameter that is calculated using Euclidean distance measurement. Then, the centroids are recalculated based on these hard assignments. With each successive pass, a value can change the centroid it belongs to, thus altering the values of the centroid at every pass.

Figure 38: The illustration shows the colour bar of the density map with threshold set at 100 %, 75 %, 50 % and 25 % (from left to right). The cumulative history colour bar is the same except the bottom colour will be the trace background colour.

Figure 39: (a) shows box plot of the cumulative number of PSs (for all 10 patients) appearing over time in the septum of the LA. (b) Summary showing the mean and SD of the number of PSs appearing at each region every two seconds. (c) Shows the best fit line for all the regions and the corresponding slope (m) value of the best fit.

Figure 40: Comparison of the density maps of HDF and PSs to understand the overall summary of the spatiotemporal behaviour for three different patients, a, b and c.
Figure 41: Shows HDF and PS detection in several regions of LA in corresponding frames.

Figure 42: (a) shows an example of the PSs clustering appearing around a HDF cloud in a consecutive interval of time. The arrows indicate the propagating waves travelling across the atria giving rise to fibrillatory conduction and (b) they seem to be related to the drift direction of the HDF ‘clouds’ (see chapter 8).

Figure 43: The mean and SD of the OI value for HDF and PS density map with change in density threshold set at 100 % ($T_{100}$), 75 % ($T_{75}$), 50 % ($T_{50}$) and 25 % ($T_{25}$).

Figure 44: (a) 3D map of the left atrium showing the centre of a high DF area in black. The circles with the corresponding sign indicate clockwise and counter-clockwise PSs respectively. (b) Schematic diagram defining the direction of PSs with opposite chirality. We examine the situations when HDF channels through these PSs (arrows in the middle).

Figure 45: Representation of phase vector plots with the phase value in the background in 2D and 3D human LA. The color represents a phase in the excitation recovery cycle and the arrows representing the corresponding magnituse and direction the phase.

Figure 46: Representation of the cumulative HDF clouds stacked on the 3D LA (left-hand side) of 2 human persAF patients.
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<td>Conduction velocity</td>
</tr>
<tr>
<td>DF</td>
<td>Dominant Frequency</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>EAM</td>
<td>Electro-anatomical mapping (system)</td>
</tr>
<tr>
<td>ECG</td>
<td>Electrocardiogram</td>
</tr>
<tr>
<td>EF</td>
<td>Elliptical</td>
</tr>
<tr>
<td>EP</td>
<td>Electrophysiology procedure</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIRM</td>
<td>Focal impulse and Rotor Modulation</td>
</tr>
<tr>
<td>HDF</td>
<td>Highest DF</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>HT</td>
<td>Hilbert Transform</td>
</tr>
<tr>
<td>ICF</td>
<td>Inverse Chebyshev</td>
</tr>
<tr>
<td>IPT</td>
<td>Image processing based technique</td>
</tr>
<tr>
<td>LA</td>
<td>Left atrium</td>
</tr>
<tr>
<td>LAA</td>
<td>Left atrial appendage</td>
</tr>
<tr>
<td>LLPV</td>
<td>Left lower pulmonary vein</td>
</tr>
<tr>
<td>LUPV</td>
<td>Left upper pulmonary vein</td>
</tr>
<tr>
<td>LV</td>
<td>Left ventricle</td>
</tr>
<tr>
<td>LVR</td>
<td>Least visited regions</td>
</tr>
<tr>
<td>MEA</td>
<td>Multi-electrode array</td>
</tr>
<tr>
<td>MV</td>
<td>Mitral valve</td>
</tr>
<tr>
<td>MVR</td>
<td>Most visited regions</td>
</tr>
<tr>
<td>NCM</td>
<td>Non-contact mapping</td>
</tr>
<tr>
<td>OI</td>
<td>Organization index</td>
</tr>
<tr>
<td>PA</td>
<td>Pulmonary artery</td>
</tr>
<tr>
<td>pAF</td>
<td>Paroxysmal AF</td>
</tr>
<tr>
<td>PersAF</td>
<td>Persistent AF</td>
</tr>
<tr>
<td>PS</td>
<td>Phase Singularity point</td>
</tr>
<tr>
<td>PV</td>
<td>Pulmonary Veins</td>
</tr>
<tr>
<td>PVI</td>
<td>Pulmonary Veins isolation</td>
</tr>
<tr>
<td>$r^2$</td>
<td>Linear regression coefficient</td>
</tr>
<tr>
<td>RA</td>
<td>Right atrium</td>
</tr>
<tr>
<td>RFA</td>
<td>Radiofrequency ablation</td>
</tr>
<tr>
<td>RI</td>
<td>Regularity index</td>
</tr>
<tr>
<td>RLPV</td>
<td>Right lower pulmonary vein</td>
</tr>
<tr>
<td>RP</td>
<td>Refractory period</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>RUPV</td>
<td>Right upper pulmonary vein</td>
</tr>
<tr>
<td>RV</td>
<td>Right ventricle</td>
</tr>
<tr>
<td>SA node</td>
<td>Sino-Atrial (node)</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SSIM</td>
<td>Structural similarity index</td>
</tr>
<tr>
<td>SVC</td>
<td>Superior vena cava</td>
</tr>
<tr>
<td>TCT</td>
<td>Topologic charge technique</td>
</tr>
<tr>
<td>TMT</td>
<td>3D triangulation mesh technique</td>
</tr>
<tr>
<td>VEGM</td>
<td>Virtual unipolar electrogram</td>
</tr>
<tr>
<td>(\tau)</td>
<td>Time constant</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Why is atrial fibrillation important?

Atrial fibrillation (AF) is the most common type of cardiac arrhythmia (abnormal heart rate and/or rhythm). AF produces a rapid and irregular heartbeat, during which the atria quiver (or fibrillate) instead of beating normally. Coronary or rheumatic heart disease, hypertension, obesity and diabetes have all been identified as major risk factors of AF (Abed et al. 2013). It affects approximately 33.5 million individuals around the world as per 2010 (Chugh et al. 2014). More than 0.5 million of people in the UK had AF in 1995 (Stewart et al. 2004) and 2 million people in the United States (Fuster et al. 2006) are affected by it. It is estimated to affect 15 million individuals by 2050 in US (Natale and Jalife 2008). Moreover, evidence is emerging that not only is AF associated with increased mortality and morbidity, but also it can be considered an independent risk factor as well. In some specific individuals, the triggers initiate AF, and in other individuals it does not induce, regardless of having the similar signs and symptoms. Therefore, despite the intensive knowledge we have today regarding AF, the research to find ultimate treatment is ongoing. The main underlying reasons causing AF are still being researched. AF also accounts for approximately one-third of hospitalizations for cardiac rhythm disturbances. The cost of clinical care of AF includes hospital costs, medication, follow-up, disability and emergency measures, adding up to 1% of the National Health Service budget in the United Kingdom and around US$ 20 billion of annual expenses in the United States of America (Chugh et al., 2014). The pursuit of efficient and successful treatment for AF is, therefore, important.
1.2 Research objectives

AF is a serious problem as it can lead to stroke and heart failure, with increased mortality. To further complicate the problem, the precise electrical mechanisms underlying AF are still, despite intensive research, not well understood. The number of individuals affected with AF is increasing rapidly, and there is considerable debate regarding which treatment strategy is best for patients with AF. Pharmacological therapy is typically preferred as the first line of treatment for ventricular rate control and to avoid clot formation in most patients with AF, but it is usually followed by strong side effects, such as increasing the probability of heart failure, bradycardia or heart block (Calkins et al. 2012).

One effective, as well as most accepted interventional procedure treatment for AF, is radiofrequency catheter ablation (RFA), whereby areas in the atria and/or nearby locations are targeted and ablated (or ‘burned’). Triggers in the pulmonary veins (PVs) have been shown to be important in the initiation and perpetuation of the arrhythmia in early stages (Haïssaguerre et al. 1998). Consequently, PV isolation (PVI) performed by RF ablation became the standard treatment for paroxysmal AF (pAF), with success rates as high as 80% (Oral et al. 2002). PVI is, however, less effective in patients with persistent AF (persAF), with success rates varying from 20% to 90% of the cases using different ablation strategies (Lim et al. 2015). This inconsistency in persAF ablation outcomes is possibly due to extensive atrial substrate remodelling induced by long-term AF and little knowledge of the mechanisms involved in the perpetuation of AF (Oral et al. 2002). Hence, short term results are variable, with a significant number of patients requiring repeated procedures if AF recurs. Long term results are even less encouraging. One of the main issues with ablation is the decision on where to ablate for maximum efficacy and safety. Improving understanding of the precise electrical mechanisms underlying AF is crucial to minimising the amount of ablation and maximizing the results. There are several parameters that help to identify the abnormal atrial substrates and that can guide clinicians to perform the ablation procedure. Different parameters target different atrial regions. Therefore the work done in this study mainly
focused on studying two different parameters, the Dominant Frequency (DF) and Phase, in order to characterise the changes of the electrical signals during AF and tracking the activation patterns.

**1.2.1 Main development of the thesis**

It is important that clinicians thoroughly understand the indications for treatment, the latest technologies, the fundamental physiological principles, the epidemiology, and the pathogenesis of AF so that patients can be optimally managed and so that more approach can be made toward preventing and eradicating AF. Improving our knowledge of the underlying AF conduction is an important contribution towards enhancing patient results for AF.

DF mapping has been used to identify the excitation frequency distribution and phase mapping has been used to represent the electrical activation-recovery cycle of cardiac tissue and for the identification of re-entry during AF. For DF analysis, this work focussed on demonstrating a comprehensive understanding of the spatial and temporal behaviour of the DF of the cardiac waves and for phase analysis, phase maps were computed as well as points with ambiguous activation known as Phase Singularity points (PSs) are also located. The behaviour of DF regions along with PS points was also analysed by combining DF, phase and PS maps. The work tracked persistent PS points, also known ‘rotors’, in order to locate the tip of functional re-entry activity during AF. Overall the work in this report is a contribution to the identification of abnormal atrial substrate during AF, as well as to providing information that can be used to aid ablation strategy either before or during the ablation procedure.
1.2.2 Study design

The section discusses patients' recruitment and electrophysiology procedure (EP) system used to treat persAF patients during catheter ablation procedure.

1.2.3 Patient recruitment and ethical approval

A cohort of 10 volunteers with symptomatic persAF were recruited at Glenfield General Hospital, Leicester, UK. They were undergoing first time ablation for drug-refractory persAF and, prior to study, were asked for permission for using their data which includes blood sampling and electrical recordings of the atria during the RF ablation for research. The study was approved by the local ethics committee and all procedures were carried out after informed consent. Clinically relevant information of the cohort is given in Table 1-1.

<table>
<thead>
<tr>
<th>Table 1: Overview of the patient’s database.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Patients</td>
</tr>
<tr>
<td>Age (mean ± SD) (years)</td>
</tr>
<tr>
<td>Male/Female</td>
</tr>
<tr>
<td>Height in cm (mean ± SD)</td>
</tr>
<tr>
<td>Weight in kg (mean ± SD)</td>
</tr>
<tr>
<td>Smokers</td>
</tr>
<tr>
<td>Current (%)</td>
</tr>
<tr>
<td>Never (%)</td>
</tr>
<tr>
<td>Ex (%)</td>
</tr>
<tr>
<td>Ablation Procedure:</td>
</tr>
<tr>
<td>Radiation Time in min (mean ± SD)</td>
</tr>
<tr>
<td>Radiation Dose in μGy (mean ± SD)</td>
</tr>
</tbody>
</table>

1.2.4 Electrophysiological set-up

All antiarrhythmic drugs, apart from amiodarone, were stopped for at least five half-lives before the procedure. Subjects were under general anesthesia during the entire procedure and were anticoagulated with heparin to maintain an activated clotting time above 300 seconds. For all patients, bi-atrial three dimensional (3D) electro-anatomical mapping (EAM) was performed. First, a noncontact multi-electrode array (MEA) (EnSite Velocity, St. Jude Medical, USA) and a conventional deflectable ablation catheter were deployed into the right
atrium (RA) with an anchoring point in the superior vena cava (SVC). Similarly, an EnSite array was positioned transseptally into the left atrium (LA) with an anchoring point at the left upper pulmonary vein (LUPV). Further to this, a 7F coronary sinus (CS) catheter (Inquiry, St Jude Medical) was deployed from the left femoral vein to support pacing protocols. A fluoroscopic image of the setup with both balloons in place is shown in Figure 1.

![Image](image)

**Figure 1:** Intra-procedural fluoroscopy image showing the presence of LA and RA non-contact arrays (white asterisks), electrodes (white arrow heads) and ablation catheter (white arrow). *Picture taken at Glenfield General Hospital before a catheter ablation procedure.*

For the cohort, detailed atrial geometries were reconstructed with EAM software (EnSite, St Jude Medical) using the ablation catheter and anatomical landmarks including PV ostia, left atrial appendage (LAA), roof, septum, anterior, PVs and mitral valve (MV) annulus were annotated. After mapping, both arrays were kept in position to avoid distortion of the reconstructed isopotential maps (Chinitz and Sethi 2006). Electrocardiogram (ECG) leads were positioned on the extremities to allow for QRST segmentation and cancellation.

Following this, AF ablation proceeded as per standard practice. The primary highest DF (HDF) site was identified, its centre of gravity (CoG) (Salinet *et al.* 2013c) was determined and ablation started by targeting the CoGs and their trajectory. A post procedure recording was collected for up to 5 minutes. The MEA was removed and that was followed by standard PVI by targeting the PVs ostia, aimed at the electrical isolation between the potential firing triggers localized in the PVs (Jais *et al.* 1997) and the LA.
1.3 Outline of the thesis

AF is a complex disorder. To understand AF and to decide the best ablative therapy for each patient, it is necessary to understand the nature of AF from as many angles as possible. This work provides a multi perspective look at the disease using different characterising tools. Each chapter of this thesis deals with a different analysing tool of AF which is widely being used/recognized by experts in the evolving field of cardiac electrophysiology.

The next chapter (chapter 2) focusses on the clinical perspective of the human cardiology, describing the physiology and electrophysiology of a normal heart and how it differs during AF. It also consists of detail information on the anatomy of the atrium, physiology of the atrium, characteristics of the cell membrane and channels, factors affecting the cell membrane, action potential and atrium electrical propagation, epidemiology of AF, highlights the economic aspects, classification, mechanisms of AF, signs and symptoms, underlying risk factors and finally the current clinical treatments.

Chapter 3 discusses the mapping and engineering/mathematical techniques that are currently used for this study. It provides information regarding the type of software used for this study, electro anatomical mapping systems, spectral analysis of the signals, filter settings, AEGs, and the methodology for removal of ventricular influence.

Chapter 4 assesses the stability of DF during persAF as well as mainly focusses on the development of density maps to analyse the spatiotemporal behaviour of the HDF in the LA of patients with persAF while using non-contact mapping (NCM). This chapter also investigates the post ablation effect on the virtual unipolar electrograms (VEGMs) using the HDF density maps.

Chapter 5 describes phase analysis of the cardiac waves. In this chapter the study of how different types of filtering techniques on the intracardiac signals affect the phase data is also reported. Furthermore, the chapter compares and discusses three different methods for identifying PSs as well as the technique for tracking PSs with time.
Chapter 6 analyses the behaviour of long-standing PSs utilizing a novel non-contact methodology and compares this to real time DF analysis. In this chapter, the complexity of the atrial activity dynamics as observable using NCM in persAF patients is investigated and the dynamics of the long-standing PSs after DF guided ablation is studied.

Chapter 7 investigates the relationship between PSs and HDF density maps and a thorough analysis and careful interpretation of atrial dynamics is incorporated.

And finally, Chapter 8 summarizes the main findings from this thesis and highlights potential future investigations.
Chapter 2

Introduction to cardiovascular system and atrial fibrillation

2.1 The need for a circulatory system

All known living organisms are made of up of cells. All cells require metabolic substrates (e.g. oxygen) and a mechanism by which they can remove waste (e.g. carbon dioxide). Single cell organisms, such as amoeba, allow oxygen into them and carbon dioxide out by diffusion with the environment. However, multicellular organisms require a larger surface area for the exchange of gases and nutrients to occur and hence they have a circulatory system. The circulatory system carries nutrients, dissolved gases and hormones to body cells as well as waste products away from the body cells (Klabunde 2011). Most multicellular animals such as mammals have a heart which pumps fluids around the body. The basic components of a circulatory system are,

- Fluid: such as blood, to carry materials around the body
- Blood vessels: spaces for fluids to move
- Heart: the pump that pushes fluids through the body.

This is known as the cardiovascular system. This system ensures the adequate blood flow is delivered to the organs in order for the exchange to take place (Klabunde 2011).
2.2 The structure of human heart and the arrangement of the cardiovascular system

2.2.1 Anatomy of the heart

The heart is located in the middle of the chest (Schneek 1999). It is medial to both lungs and rests on the superior surface of the diaphragm. The heart is enclosed within a fibrous and serous membrane known as the pericardium. The fibrous pericardium firmly clamps the heart in position as well as restricts its excessive movement. The serous membrane is a slippery layer that reduces the friction and lubricates the region facilitating the beating of the heart. The heart is cone shaped with a broad base at the top and a narrow apex at the bottom.

The heart wall is made up of layers. Each layer has a different function that primarily aids its pumping action, allowing blood to flow around the body (Schneek 1999). There are three layers which are known as,

- Epicardium- A thin membrane that outlines the heart. It is a visceral layer of the serous pericardium. It consists of fatty tissues known as adipose tissues, connective tissues (such as collagen, elastics tissue and fibres) and mesothelium tissues (Van Wysnberghe et al. 1995, Tortora and Derrickson 2011).

- Myocardium- This layer is the middle muscular layer of the heart walls. It forms the thickest layer of the heart wall and is full of cardiac muscles that enable cardiac conduction. It also consists of blood vessels. The myocardium has three functions: providing a scaffolding for the heart chambers, assisting in contraction and relaxation of the cardiac walls so that blood can pass between the chambers and conducting electrostimulation through its tissues into the epicardium (Van Wysnberghe et al. 1995, Tortora and Derrickson 2011).
- Endocardium: This layer lines the entire inner surface of the heart. It consists of endothelium, subendothelial connective tissues and subendocardial layer (Van Wynsberghe et al. 1995, Tortora and Derrickson 2011).

The heart consists of 4 chambers that are connected by heart valves (Schneek 1999) (Figure 1). The upper two chambers are called atria. The atria are separated by a septum into the LA and the RA. The lower two chambers of the heart are called ventricles. They are separated by a septum into the left ventricle (LV) and right ventricle (RV) (Schneek 1999). The atria receive blood returning from the body and the lungs whereas the ventricles pump blood from the heart to the body and lungs. Due to their function, the atria and ventricles have their specific criteria of the heart walls. The LA and RA have thinner walls as they receive the blood compared to the LV and RV who have thicker walls as they have to pump blood to a further distance (Klabunde 2011). The right side of the heart receives deoxygenated blood whereas the left side of the heart receives oxygenated blood. The blood flows in one direction (atria to ventricles) in the heart. In order to prevent back flow of the blood, valves are present between the upper and lower chambers known as atrioventricular (AV) valves. The AV valve between the RA and RV is known as tricuspid valve (as it has three cusps/flaps) and the AV valve between LA and LV is known as bicuspid/mitral valve (Sherwood 2011). The two main blood vessel emerging from the RV and LV are pulmonary artery (PA) and aorta they also have valves known as pulmonary and aortic semilunar valves, which also prevent backflow of blood (Klabunde 2011).

2.2.2 Blood supply to the heart

The heart pumps almost 5.7 litres of blood per minute and beats more than 100,000 times a day (Winner 2007). The heart itself requires blood supply to get nutrients to pump blood efficiently. Two branches exit from the base of the aorta known as the left and right coronary arteries and supply oxygenated blood to the left and right side of the heart respectively.
The deoxygenated blood is removed by the coronary veins. The coronary veins are made up of two subgroups, the greater and smaller cardiac venous system. All the veins collect together and form a large blood vessel known as coronary sinus. The coronary sinus drains the deoxygenated blood to the RA. This circulation of supplying oxygen and removing carbon dioxide from the myocardium cells is known coronary circulation (Klabunde 2011).

The cardiovascular system is comprised of two types of circulation: systemic circulation and pulmonary circulation (Klabunde 2011). The systemic circulation is between the heart and the whole body. It carries blood from the heart to rest of the tissues of the body and then returns it to the heart (Sherwood 2011). Oxygen rich blood is pumped from the left ventricle into the aorta. The aorta then makes an inverted U-turn to form the aortic arch, which gives rise to branches that supply the head, neck and upper limbs. The aorta continues posterior to the heart travelling through the thoracic and abdominopelvic cavities. It supplies the organs of these cavities and lower limbs. In the systemic capillaries, oxygen is exchanged for carbon dioxide, resulting in deoxygenated blood (Klabunde 2011, Sherwood 2011). The deoxygenated blood enters the RA via the superior and inferior vena cavae. The pulmonary circulation carries blood from the heart to the lungs for gas exchange and then returns it to the heart. Deoxygenated blood is pumped from the RV into the pulmonary trunk. The large pulmonary trunk divides into right and left PA. These arteries transport blood to the right and left lungs. In pulmonary capillaries, carbon dioxide is exchanged for oxygen. This result in oxygen-rich blood that then flows through the PV and enters the LA (Klabunde 2011). Pulmonary circulation is the circulation between the lungs and the heart.
2.2.3 Junctional tissues of the heart

There are some specialized fibres in the cardiac muscles which can generate cardiac impulses and transmit them to all parts of the myocardium. They are called junctional tissues or conduction system of the heart. The junctional tissues are as follows (Sherwood 2011):

- SA node (Sino-Atrial node)
- The inter-nodal pathways:
  - Anterior
  - Middle
  - Posterior
- AV node
- AV Bundle or the Bundle of His and its right and left branches
- Purkinje fibres

Rate of generation of their impulses are shown in the table below:
Table 2: Rate of generation of impulses of various tissues of the heart (Modified from Sherwood 2011).

<table>
<thead>
<tr>
<th>Junctional Tissues</th>
<th>Impulse/minute</th>
<th>Conduction Speed (m/s)</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA node</td>
<td>70 – 80</td>
<td>0.05</td>
<td>Generates the normal cardiac impulse</td>
</tr>
<tr>
<td>AV node</td>
<td>40 – 60</td>
<td>0.05</td>
<td>Delays the passing of the impulse from the atria to the ventricles</td>
</tr>
<tr>
<td>AV bundle</td>
<td>30 – 36</td>
<td>1</td>
<td>Transmit impulse from atria to ventricles</td>
</tr>
<tr>
<td>Purkinjie fibres</td>
<td>15 – 40</td>
<td>4</td>
<td>Transmit the impulse to all parts of the ventricles</td>
</tr>
</tbody>
</table>

2.3 Electrical conduction system of the heart

Various parts of the conduction system and the myocardium are capable of spontaneous discharge. The SA node discharges most rapidly and the impulses generated from it are transmitted to the AV node and other parts of the conductive system (Van Wynsbergh et al. 1995). As a result these parts are triggered by the SA node and discharge at the rate commanded by the SA node. The impulse is transmitted to the myocardium, which also discharges at the rate of SA nodal discharge. Thus, normally the rate of impulse discharges of the SA node determines the rate at which the heart beats (Sosnowski et al. 2011).

The depolarization/cardiac impulses from the SA node spread radially through the entire atrial muscle. The impulses then reach the AV node through the cholinergic pathways and then the AV bundle and its branches. The AV node is normally the only conducting pathway between the atria and the ventricles. There is a delay in transmission of the cardiac impulse from the atria to the ventricles, caused by the AV nodes, due to the inter-nodal delay, which
is about 0.09 seconds. The causes of AV node delay is due to (Van Wynsberghe et al. 1995, Sherwood 2011, Sosnowski et al. 2011):

- the very small size of the junctional fibres of the AV node
- very few gap junctions between the successive muscle cells of the AV node which is a great resistance to conduction of excitatory ions from one cell to the next
- prolonged refractory period of the AV nodal fibres.

The advantages of such delay are that it allows time for the atria to empty their blood into the ventricles before the ventricular contractions begin.

A special characteristic of the AV bundle is the inability, except in abnormal states, of action potential to travel back from the ventricles to atria (Sherwood 2011). This prevents re-entry of cardiac impulses and allows only forward conduction from atria to the ventricles. Furthermore, the atrial muscle is separated from the ventricular muscle by a continuous fibrous barrier (Van Wynsberghe et al. 1995, Sherwood 2011, Sosnowski et al. 2011). This barrier normally acts as an insulation that prevents passage of cardiac impulses between atrial and ventricular muscle through any other route.

After crossing the AV bundles and its branches, the cardiac impulse reaches the Purkinje fibres. The Purkinje fibres arise from the branches of the Bundle of His, spread from the interventricular septum directly into the papillary muscles and directly into the lateral walls of the ventricle, ending ultimately with the sub-endocardial network (Sherwood 2011). Its fibres spread to all parts of the ventricular myocardium. The functions of the Purkinje fibres are to initiate impulse and conduct the impulses quickly to every part of ventricular muscle at a rate of 15-40 impulse/minute (Sherwood 2011).

Finally, the cardiac impulse reaches all the ventricular muscles. Depolarization of ventricular muscle therefore starts at the side of the interventricular septum and the septal activates from left to right (Sherwood 2011). This is then followed by the activation of anteroseptal region of the ventricular myocardium and major portion of ventricular myocardium from
endocardial surface. Finally, the last stage of the electrical conduction of the heart is the late activation of the posterobasal portion of the left ventricle, the pulmonary conus and the upper portion of the septum (Sherwood 2011).

2.4 Cardiac cycle

The cardiac events that occur from the beginning of one beat to the beginning of the next are called the cardiac cycle. A cardiac cycle usually takes 0.7-0.8 seconds. The events of cardiac cycles are (Sherwood 2011),

- Mechanical events;
- Pressure changes in ventricles, atria, aorta, pulmonary artery and jugular veins;
- Changes in volume of ventricle and atria;
- Production of heart sound and apex beat;
- Production of pulse and appearance of pulse wave;
- Electrical changes in the heart;
- Systematic, coronary and pulmonary circulation.

The mechanical events comprise of the 2 phases of a cardiac cycle: Systole and Diastole (Sherwood 2011). The phases occur in both the atria and ventricles known as atrial systole, atrial diastole, ventricular systole and ventricular diastole.

Atrial systole lasts for only 0.1 second. It initiates the cardiac cycle as the pacemaker is in the RA. About 30% of ventricular filling occurs actively during atrial systole. It has two phases,

- Dynamic phase (0.05 second): During the first half of the atrial systole, there is maximum contraction of the atrial muscles and inter-atrial pressure rises. This part is known as dynamic phase (Sherwood 2011).
- Adynamic phase (0.05 second): The second half of the atrial systole is known as the adynamic phase because during this period force of contraction of atrial muscles decrease and the inter-atrial pressure decreases (Sherwood 2011).

Atrial diastole begins after atrial systole and lasts for 0.7 seconds. During the first half of the atrial diastole, the atria collect blood from venae cavae and pulmonary veins and the AV valves remain closed. During the second half, the AV valves open and blood passes from the atria to the ventricles. About 70-80% of the ventricular filling occurs passively in diastole (Sherwood 2011).

Ventricular systole begins after atrial systole and this phase lasts for 0.3 seconds. It has three phases:

- Isometric contraction phase: It is the interval between the closure of the AV valves and opening of the semilunar valves. At the onset of ventricular systole, the AV valves close and produce the first heart sound (Sherwood 2011). The ventricular muscles contract but muscle length does not shorten which is called isometric contraction. The ventricles contract as a closed cavity and no blood gets out. The intraventricular pressure rises sharply as the myocardium presses on the blood in the ventricle. When intraventricular pressure exceeds the pressure in the aorta and the pulmonary trunk, the semilunar valves open and this phase ends. The importance of this phase is that in this period there is a sharp rise of intraventricular pressure, which helps large amounts of blood to be pumped out of the ventricles in the next phase;

- Maximum ejection phase: In this phase, ventricles pump about 80% of the blood (Sherwood 2011);

- Slow ejection phase: In this phase, ventricles pump about the remaining 20% of the blood (Sherwood 2011).

Ventricular diastole starts at the end of ventricular systole and lasts for 0.5 seconds. It has 5 phases,
- Protodiastolic phase: It is the interval between the onset of diastole and the closure of the semilunar valves. In this phase, ventricles relax, however some blood still gets out of the ventricle due to the momentum of the blood. So the intraventricular pressure falls. When intraventricular pressure falls below the pressure in the aorta and the pulmonary trunk, the semilunar valves close producing the second heart sound and thereby ending this phase (Sherwood 2011);

- Isometric relaxation phase: It is the interval between the closure of the semilunar valves and the opening of the AV valves. In this phase, the ventricles relax as a closed cavity and no blood enters the ventricles. So the intraventricular pressure falls sharply. When the intraventricular pressure falls below the atrial pressure, the AV valves open and this phase ends (Sherwood 2011);

- First rapid filling phase: It begins with the opening of the AV valves. Blood rushes rapidly from the atria into the ventricles and produces the third heart sound (Sherwood 2011);

- Diastasis or slow filling phase: The amount of filling in this phase is minimum. The filling is slow as (Sherwood 2011)
  - Ventricles are already filled unto a large extent;
  - Atrial pressure falls and ventricular pressure slowly rises;
  - The AV valves remain in a flattering condition.

- Last rapid filling phase: It coincides with the atrial systole. Due to atrial contraction, blood rushes into the ventricles in this phase and produces the fourth heart sound (Sherwood 2011).
2.5 The electrical activity of the heart

The main function of the myocardial cells is to contract. The heart has four key properties that allow it to conduct and generate electricity (Sherwood 2011):

- **Automaticity**: the ability of the myocardial cells to spontaneously generate an electrical impulse without being stimulated by other sources;
- **Excitability**: the ability of the myocardial cells to respond to this impulse;
- **Conductivity**: the ability of the cells to propagate the stimuli to the next cell and so on;
- **Contractility**: the cells’ ability to contract when triggered by an impulse.

2.5.1 Cell membrane potential

The myocardial cells use electrical signals to function. Therefore they have an electrical potential across the cell membrane. Specialised protein channels are present in the cell membrane that allows the ions to flow between the external environment and inside of the cell. Two types of gradient, chemical and electrical, determine the direction of flow of ions. Conventionally, the external environment of the cell is considered to be at 0 mV (Hall and Guyton 2011). Therefore, comparatively, the interior of the cell is negatively charged with respect to the external environment. The difference in charge between the inside of a cell
and its environment is known as the membrane potential. The difference in inside of a cell and environment is maintained by various types of ion channels or pumps, such as the Na⁺/K⁺ that pumps three Na⁺ out of the cell and two K⁺ ions into the cell. Although all cells (such as muscle cells) have a membrane potential, neurons have the unique ability to actively change their membrane potential (Hall and Guyton 2011, Klabunde 2011). The membrane potential is established due to a difference in the concentrations of ions in the cytosol of the cell, and the external environment. K⁺ is the most concentrated inside the cell, and Na⁺ is most concentrated outside the cell (Klabunde 2011, Sherwood 2011). Cl⁻ ions are also present both in inside the cell and external environment, however the membrane potential only changes based on the change of concentration of Na⁺, K⁺ and Ca²⁺ only. This creates the chemical gradient in the cell membrane (Klabunde 2011).

When K⁺ moves out from the cell, a potential difference arises between the external and internal environment of the cell. This potential difference itself drives the K⁺ back into the cell as the concentration of positive ions is high in the external environment. An equilibrium state is then reached and the potential difference between the external and internal environment is called equilibrium potential for K⁺ (Klabunde 2011). In order to quantify the equilibrium potential, Nernst equation can be used (equation 1.1).

\[
E_x = \frac{RT}{ZF} \ln \left( \frac{[X]_1}{[X]_2} \right) \tag{1.1}
\]

Where,

- \(R\) = Gas Constant (8.314 JK⁻¹ mol⁻¹)
- \(T\) = Absolute Temperature (K)
- \(Z\) = Charge number of the ion (+2 for Ca ions, +1 for Na ions)
- \(F\) = Faraday Constant (96,500 C mol⁻¹)
- \([X]_1\) = Concentration of ions in the external environment of the cell
- \([X]_2\) = Concentration of ions in the internal environment of the cell
Na* plays an important role in changing the membrane potential of the cell. The equilibrium potential for any ion can be found using the Nernst equation. Therefore, at 37 °C the Nernst potential for K* is -96 mV. Similarly, the Nernst potential for Na* and Ca²⁺ are +52 mV and +134 mV respectively. Membrane potential is very important and is the basis for action potentials (Hall and Guyton 2011, Klabunde 2011).

2.5.2 Maintenance of ionic gradient

The cell membrane is selectively permeable, that is, it allows only certain types of molecules to pass into and out of the cell. The concentrations of some ions outside the cell are different from those in the cytosol of the cell (Klabunde 2011). The resultant charge or the overall potential of a cell should be neutral. Therefore, the number of positive and negative ions should be balanced between the internal and external environment of the cell. Membrane potential is highly dependent on the ionic concentration across the membrane (Klabunde 2011).

The maintenance of ionic gradient across the membrane is an example of active transport process. This process can move the ions against the concentration gradient and requires energy expenditure in the form of the breakdown of ATP (adenosine triphosphate). The Na*/K* exchange pumps moves Na* out of the cell and K* into the cell. The carrier protein for the Na*/K* exchange is embedded in the cell membrane. Three Na* and an ATP molecule combine with the carrier protein on the inside of the cell membrane. The ATP is broken down into ADP (adenosine diphosphate) and phosphate. Simultaneously the carrier protein changes shape and Na* ion are transported across the membrane and released on the outside. In its new configuration, the carrier protein can now bind K* in the outside of the cell (Hall and Guyton 2011). Two K* are attached to the carrier protein and phosphate attached to the carrier protein is released. The carrier protein changes its shape again reverting into its original configuration and delivering the K* across the membrane to the inside of the cell (Hall and Guyton 2011, Klabunde 2011).
In the case of Ca$^{2+}$, its concentration is higher in the external environment than the internal environment. During action potential, there is an influx of Ca$^{2+}$ into the cell. There is also a slight leakage of Ca$^{2+}$ when the cell is in resting potential (Klabunde 2011). Accumulation of higher concentration of Ca$^{2+}$ may lead to cell dysfunction. Hence, there are two methods that enable the removal of Ca$^{2+}$ ions from inside the cell and therefore also maintain an equilibrium of the Ca$^{2+}$. The two methods are (Hall and Guyton 2011):

- ATP dependant Ca$^{2+}$ pump: that uses energy to transport Ca$^{2+}$ out of cell;
- Sodium calcium exchanger.

### 2.5.3 Action potential of a cardiac cell

The coordinated contractions of the heart result from electrical changes that take place in the cardiac myocytes. Cardiac myocytes can contract as a result of stimulus. This stimulus can generate from: a neuron, nearby cardiac muscle cell or due to its auto rhythmicity property. This allows the system to generate action potentials that spread throughout the heart, triggering contractions in the contractile cells. An action potential is a short lasting electrical event on the plasma membrane of the cell. An action potential can be divided in up to five different phases (Hall and Guyton 2011):

- **Phase 0**: Depolarisation, due to influx of Na$^+$ by Na$^+$ channels;
- **Phase 1**: Early repolarisation, due to closure of Na$^+$ channels;
- **Phase 2**: Plateau, due to Ca$^{2+}$ influx through slower but prolonged of voltage-gated channels;
- **Phase 3**: Late rapid repolarisation, due to closure of Ca$^{2+}$ channels and K$^+$ efflux through various types of K$^+$ channels;
- **Phase 4**: Resting membrane potential.

The plateau phase greatly prolongs the period of depolarization and causes the contraction of the heart muscle to last for this same relatively long period. Hence, as a
result of the prolonged period of contraction of heart muscles, heart can pump all its blood (Hall and Guyton 2011).

Figure 4: Action potential of the cardiac (ventricular) muscle cells.

2.5.4 Measuring the cardiac electric activity

The very first test clinicians perform on a patient is an ECG to examine the heart’s electrical activity and rhythm. For an ECG small electrodes are placed in specific places on the arms, chest and legs of the patient. When the heart beats, the electrodes pick up voltage signals and the ECG is the record of these voltages. The differences in electrical activity (by looking at ECG’s morphology) are clearly distinguishable in a healthy heart and in altered heart structure. The morphology of the ECG wave comprises of the P wave, QRS complex and T wave. The regions (atria, AV node, bundle of HIS, Bachman’s bundle, Purkinje fibres,
ventricles) through which the electric impulses travel at each stage of the action potential and the P-QRS-T wave of the ECG are shown in Figure 5.

![Diagram of an action potential of the cardiac muscle cells illustrating the atrial and ventricular depolarisations (P and QRS interval), followed by the ventricular repolarization (T wave) as well as highlighting the region through which the impulse is travelling. (SN: sinus node, AV: atroventricular, BB: Bachman's bundle, PF: Purkinje Fibre).](image)

2.6 Arrhythmias caused by abnormal action potential generation

An arrhythmia is a disturbance in the electrical activity of the heart. In some cases, the SA node could be slowed or the action potentials could be absent. Often it could be due to receiving less or more sympathetic or parasympathetic nervous system impulses as a result of which the number of action potentials generated vary accordingly and the heart gets out of rhythm. The arrhythmia can also arise due to the damage of the SA node which slows down the action potentials or even, in severe cases, stops acting as the pacemaker of the heart.
Blockage of the conduction from SA node could also lead to arrhythmia (Klabunde 2011). The most common blockage is the AV node region and this could be caused by ischemia or fibrosis from myocardial infarction, myocarditis from viral infection or other factors that damages the tissues of the AV node. The pathway of the action potentials can also be disrupted, for example due to scar tissues, as a result of which the action potentials travel around it and often creates a circuit as it travels completely in a circular manner in order to depolarize the rest of the tissues (Klabunde 2011). By the time the circuit ends, the tissues start repolarizing again and the circuit continues. People get more prone in developing arrhythmia with age as scar tissues form and damages myocardium over time. Other pathological issues such as anxiety, fever, pregnancy, anaemia, heart failure, drugs, etc. affects both the anatomy and physiology of the heart as well.

2.7 Atrial fibrillation

2.7.1 What is atrial fibrillation?

AF is a heart condition that causes the heart to race and beat in an irregular rhythm (Fuster et al. 2006). It is the most common type of arrhythmia (Cottrell 2012). In AF the electrical impulses do not originate in the SA node but from all over the atria. These abnormal electrical signals become rapid and disorganised radiating through the atrial walls and therefore the atria are stimulated very fast, at a rate of 300-600 beats per minute (Nattel 2002, Cottrell 2012) and quiver in an uncoordinated manner. Usually the ratio of atrial activity (P-wave) to the ventricular activity (QRS wave) of a normal heart in sinus rhythm is 1:1 whereas in AF, the ratio of P: QRS wave is irregular. Therefore, AF is characterised by disorganised atrial deflections and an irregular AV conduction sequence, resulting in a grossly irregular pattern of the QRS complex. The distances between R-waves vary beat to beat, with no discernible pattern and there is no fixed relationship between episodes of ventricular depolarisation (Camm et al. 2010). Furthermore, there are no identifiable P-waves (Bellet 1963).
Due to this irregular pattern, the atria do not coordinate with the ventricles and the heart gets out of rhythm. Since in AF the atria do not contract regularly, blood does not empty efficiently into the ventricles and might pool in the atria especially in the atrial appendages. This pooling of blood causes clot formation, and the dislodged clots can travel in the bloodstream eventually reaching the brain. The clot can potentially obstruct narrow blood vessels, often the middle cerebral artery, and prevent the normal flow of blood. The reduced supply of blood and oxygen to a particular part of the brain can result in tissue death leading to ischaemic stroke (Miller et al. 1993, Fuster et al. 2001, Hart and Halperin 2001, Kimura et al. 2005).

2.7.2 Epidemiology of AF in UK

AF is the commonest heart disease and influences around 8.8 million adults in the European Union (Krijthe et al. 2013) and up to 800,000 people in the UK (NHS 2013). It accounts for approximately one-third of the hospitalizations for cardiac rhythm disturbances and in UK, consuming up to 1% of the National Health Service budget in the UK (approximately 2500 per patient annually (Chugh et al. 2014)). For each patient the total clinical cost can be broken down into hospital expense (52%), drugs (23%), follow up and further examination (17%) and miscellaneous (8%) (Fuster et al. 2006).

2.7.2.1 Projected prevalence of AF through 2060

AF is a pandemic type of disease where incidents have been increasing over decades and is expected to double from 2010 to 2060 (Krijthe et al. 2013) in the European Union. The number of AF patients is expected to rise due to patients developing congestive heart failure, which is a risk factor for AF (Flaker et al. 1992) as well as due to increase in life expectancy. As the prevalence of AF increases with age, men are more prone to AF than women at any age group (Flaker et al. 1992). Along with AF prevalence, the proportion of strokes attributable to AF also increases (Kimura et al. 2005) with age by up to 5 times (Camm et al. 2006).
From Framingham study (Wolf et al. 1991) it is seen that 20% of strokes are attributable to AF, so this is a major public health threat.

2.7.3 Risk factors for AF

There are many risk factors that indicate the high incidents of AF. Such possible risk factors include increasing age, family history, smoking, hypertension (high blood pressure) and obesity. Also, if the patient has other conditions such as heart failure, diabetes and coronary artery disease (atherosclerosis) then the patient has a higher risk of developing AF.

2.7.4 Related arrhythmias

AF arises secondary to many different disease states, both intrinsic and extrinsic to the heart. AF may occur alone or along with different arrhythmias including atrial flutter (AFL) and atrial tachycardia (Jais et al. 1997, Wyse and Gersh 2004). AFL arises by a very specific mechanism. In this arrhythmia a loop of depolarizing activity circulates constantly within the wall of the diseased RA discharging depolarizing current into the LA in a re-entrant loop which rotates discharging into the LA at approximately 300 discharges per minute. If the ventricular electrical activity for this moment from the ECG is viewed, the discharge of the depolarizing current from the re-entrant loop produces large negative deflections in the electrograms which are known as the flutter waves (f-waves) creating a ‘saw-tooth’-patterned characteristic of AFL. AFL may degenerate into AF and AF may improve to AFL. Identification of elements of this underlying pattern is the key for diagnosis of this arrhythmia and distinguishing it from AF (Fuster et al. 2006). Whereas in case of atrial tachycardia, a condition when the atria is beating abnormally fast, a recent study by Youshida et al. (Yoshida et al. 2009) suggested that the presence of atrial tachycardia during ablation period could be the drivers of AF.
2.7.5 Classification of AF

When patients are first diagnosed, a period of AF is experienced which can be momentary or even last for days. AF gets more critical with time. It is important to detect it early because the longer the heart is out of rhythm, the harder it is to return to normal rhythm. AF can be classified in three types (Camm et al. 2010, Cottrell 2012):

(1) pAF - is characterised by small episodes which last less than 7 days and that can terminate spontaneously;

(2) persAF - is characterised by episodes that last more than 7 days. It could also last less than 7 days if pharmacologic or electric cardioversion is performed;

(3) Permanent AF - is characterised by AF persisting for more than a year. In this case the heart may not restore its normal rhythm at all.

AF occurring in the absence of structural heart disease is called lone AF. Therefore AF can be classified by its clinical relevance and temporal patterns.

2.7.6 Signs and symptoms of AF

There are many signs and symptoms of AF. Patients usually describe uneven or racing heartbeat. Due to such irregular pulses of the heart the patients usually feel shortness of breath, light headedness, dizziness, as well as fatigue, increased sweating, chest pain and discomfort such as palpitations (Shea and Sears 2008, MacRae 2009, Cottrell 2012). In some of the cases patients usually do not realise having AF episodes. In rest, the symptoms might be mild or severe or could vary in lasting period and may even discontinue on their own (Association 1995).

2.7.7 Consequences of AF

As mentioned previously, if the patient does not have symptoms of AF, the heart could still be out of rhythm and is still at risk of other complications such as:
- Stroke risk: The clot formations in the atria could travel to the brain and cause stroke. A person in AF is 5 times more likely to have a stroke than a person who does not have AF;

- Remodelling: If AF is left untreated, it can change the size and shape of the heart by a process called remodelling. This is a permanent change in the heart that can occur in a very short time. Since in AF the heart beats more often, the cardiac tissues can be damaged. The atria increases in size and its wall thickens. (Kabra and Jagmeet, 2010);

- Others: AF patients may feel weak and exhausted as the heart is not pumping properly. In some cases the condition can keep the person from enjoying exercise and everyday activities (Shea and Sears, 2008).

### 2.7.8 AF management and treatment

There is a comprehensive approach in treating the risks of AF. AF management prioritises three treatment goals: rate control, stroke prevention and maintenance of the sinus rhythm.

There are several ways AF can be treated:

- For managing rate control of AF, the clinicians prescribe medications (such a beta blockers or calcium channel blockers) to slow down the rate at which the heart beats (Markides and Schilling 2003). Rate control medications reduces the heart rate and do not concentrate on the irregular rhythm or pattern of AF;

- Clinicians prescribe specific anti-arrhythmic medications targeting the rhythm of the heart in AF. Rhythm treatment regulates the heart rhythm but has very small or no effect on the rate the heart beats. Combination of rate and rhythm control medications may be recommended to slow the heart rate down and when rhythm control is added the goal is to retain heartbeat at normal rhythm. (Heist et al. 2011);

- If medications are not effective, the clinicians may perform ‘cardioversion’ in which electric current is used to restore a normal heart rhythm. (Waktare 2002);
- Radiofrequency catheter ablation is a procedure that stops the heart from generating the ‘faulty’ electrical signals that cause the chaotic heartbeats of AF;

- Surgical ablation is a surgical procedure to destroy the cardiac cells that causes abnormal heart rhythm. It may be used when other treatments have not worked. The surgeon treats the surface of the heart directly rather than relying on catheters and X-rays to reach the heart. Such an example is Cox-Maze procedure. (Damiano and Bailey 2007);

- For some patients atrial pacemakers may be implanted under the skin to generate electrical signals to regulate heartbeat. (Waktare 2002)

### 2.7.9 Mechanisms of AF

Standard therapy for AF still remains suboptimal since the precise electrical mechanisms causing AF are still not well understood (Aliot et al. 2008, S.M. Narayan et al. 2012). Recent advances from ongoing researches of human AF propose three classical mechanisms for human AF (Van Gelder and Hemels 2006) (as shown in Figure 6):

![Mechanisms underlying atrial fibrillation](image)

**Figure 6**: Mechanisms underlying atrial fibrillation. Electrical impulses that propagate throughout the cardiac tissue in a disordered way can be maintained through a variety of
- Initiating Mechanism: It describes the source that triggers AF. Ectopic foci have been highlighted as one of the sources from which electrical signals spread as a ripple-type effect throughout the cardiac tissue which increases its automaticity along with the independent activity of the SA node (Winter and Crijns 2000). Forty years later, it has also been proven by AF modelling by Scherf and his group in 1947 (Scherf 1947). Usually, ectopic foci alone leads to tachyarrhythmia (Pak et al. 2006).

Haïssaguerre et al. (1998) (Haïssaguerre et al. 1998) studied patients in whom they found 94% of the ectopic foci located at the PVs. Since then other researchers also shown that focal sources have been indicated to be common in the PVs that are initiating pAF (Haïssaguerre et al. 1998) as well in the other areas of the atria as AF develops. Mines (Mines 1913) introduced the concept of single re-entry circuits and concluded that the cardiac cells that have been depolarised earlier are reactivated due to the revisit of the wave fronts.

This thereby creates a circuit where wave fronts re-enters and thus maintains a self-sustaining AF (Allessie et al. 1973, Mandapati et al. 2000). This phenomenon of circus movement of re-entry circuits is illustrated in the schematically in Figure 7b. Mines (Mines, 1913) also stated that the product of the refractory period (RP) and conduction velocity (CV) gives the wavelength of the propagating wavelets. This explains that the shorter the RP and CV are, the shorter would be the wavelength of the wavelets. As a result this would lead to the formation of re-entry circuits and AF by reducing the size of the minimum circuit (Uetake et al. 2013). Since RP duration limits the frequency of action potentials, based on this theorem, many medicines
have been developed for suppressing the arrhythmia by increasing the RP of the cardiac cells.

- Maintaining mechanism: In 1962, Moe et al. (Moe 1962) have shown, using a computer simulation, that localized re-entry circuits and focal impulse sources describe the complex AF behaviour poorly and that meandering waves exists which might be sustaining the AF. Therefore by performing experimental work on animal models, Allessie and his group (Allessie et al. 1985) demonstrated the presence of multiple re-entry circuits existing which causes continuous activation of the cardiac

Figure 7: Illustrates the schematic diagram of excitation of cells during (a) normal rhythm and (b) arrhythmia. In (a), the recirculation cannot take place because when the stimulation completes a cycle (excitation in red), the cells at that point are still in the refractory period (dotted region) and hence cannot re-trigger. Whereas during arrhythmia (b), the cells might re-trigger with shorter refractory period. Modified from (Mines, 1913).
tissues due to the random propagation of the several wavelets in the atria. Though pAF is believed to be induced by focal ectopic sources (Haïssaguerre et al. 1998, Aliot et al. 2008), the multiple re-entry circuits are believed to be responsible for persAF (Aliot et al. 2008).

- Other Mechanisms: Schuessler et al. (1992) (Schuessler et al. 1992), using canine RAs have shown that with increase in concentrations of acetylcholine, the behaviour described by various re-entrant circuits changed over to a particular high frequency re-entrant circuit that remained fixed in position and brought about fibrillatory conduction. Subsequent advances in the understanding of useful re-entrant rhythms have prompted the idea of "rotors", defined as excitable spiral waves propagating around an unexcited core (Jalife et al. 2002). Narayan and Krummen (Narayan and Krummen 2012) defined rotors as isochrones around a focal point where wavelets radiate outwards that help sustaining AF. These rotors are self-sustained, are understood to be either stationary or if not, and they may meander around preferential anatomical heterogeneities in the tissue (Jalife et al. 1998). Narayan and colleagues (Narayan et al. 2012) also recently demonstrated in a trial known as CONFIRM (Conventional ablation with or without focal impulse and rotor modulation) that AF is maintained by a small number of such stable localised rotors and the results stated that ablating such rotors will terminate AF.

Therefore, the combination of these mechanisms leads to various forms of AF and hence the complexity of finding the correct treatment for curing AF.
Mapping and signal processing tools to analyse cardiac signals

Electrophysiological testing and radiofrequency ablation have evolved as curative measures for a variety of rhythm disturbances (Saxon et al. 1996, Earley et al. 2006). For the prevention of AF, an effective drug treatment is yet not available. Catheter ablation has been widely accepted as a strategy to treat AF (Kirchhof and Eckardt 2010). In addition, recent studies showed that the use of catheter ablation to maintain the sinus rhythm was more efficient than the use of antiarrhythmic drugs (Kirchhof and Eckardt 2010, McCarthy et al. 2010, Calkins et al. 2012).

The abnormal heart rhythms during AF arise from multiple different locations. Mapping the atria allows us to find the problematic areas and analyse them. The fundamentals before intervening arrhythmia treatment require understanding the arrhythmia, targeting the atrial substrate for ablation and finally ablating those critical areas (Hing 2009). In order to achieve that, the main steps include a) achieving an accurate atrial map and b) characterising the abnormal tissues. In this chapter the electro anatomical mapping system, as well as the signal processing and analytical tools used to extract features of the atrial EGMs to characterise the behaviour of the cardiac waves of AF patients are discussed.

3.1 Mapping systems

Electro anatomical mapping systems allow the acquisition of a high resolution 3D map of the chambers of the heart. The 3D maps of the heart are created when the physician carefully guides a catheter through the blood vessels until it is inside the heart’s cavity. It uses non-fluoroscopic methods for endocardial mapping to generate a 3D anatomical map of the heart’s chambers (Rolf et al. 2014a, Rolf et al. 2014b). The image is colour coded to show different regions of the heart and other electrical activity (Sra and Akhtar 2007, Hing 2009,
The advantage of using such a system is that it allows rapid acquisition of the maps, automatic and continuous annotation of the mapped regions and most importantly, it allows simultaneous collection of electrical and anatomic data from many data points. The maps generated have a high definition and enhance the arrhythmia visibility. The mapping systems employ an optimal blend of magnetic and impedance location technologies to generate validation map such as activation or voltage maps that help to plan the ablation for successful termination of the disease. In addition to the electro anatomical mapping system, cardiac anatomy maps can also acquire either using computed tomography or magnetic resonance image. With recent advancement in technologies, such images can also be achieved real time, simultaneously with electro anatomical mapping systems (Ahmed and Reddy 2009). The advantages of using conventional mapping technique are that more comprehensive anatomy of the cavity can be achieved and also that it is more likely to accrue with accurate view of the heart’s cavity as it is not dependant on the catheter or the operator (Burkhardt and Natale 2009). Using such images simultaneously along with the electro anatomic maps allows more accuracy due to the exact identification of the anatomical positions (Ahmed and Reddy 2009, Piorkowski and Hindricks 2009, Sy et al. 2012, Tsuchiya 2012). The advantages of using electro anatomical mapping are that it leads to reduced fluoroscopy time, radiation dose, procedure time and reduced expenses (Macle et al. 2003, Estner et al. 2006).

The technology of electro anatomic mapping can be of two types a) contact mapping (CM) and b) non-contact mapping (NCM) system. As the NCM system is the used mapping system used in this study, it will be the focus of the following discussion.
**Contact mapping system**

The two most common types of CM technique are point-by-point mapping and using a contact basket catheter in order to record the endocardial electrical activity during the arrhythmia. In point-by-point mapping systems, voltage maps are achieved by collecting sequential data over many cardiac cycles by the catheters that are in contact with the intracardiac chamber as well as the endocardial surface. In the latter technique, the catheter is also in contact with the endocardial surface which allows collection of up to 32 simultaneous atrial electrograms. The two most common CM systems used for electrophysiological study are the Ensite NavX® system (St Jude Medical, St. Paul, MN, USA) and the CARTO® system (Biosense Webster, Baldwin Park, CA, USA) (Scherr et al. 2007, Aizer et al. 2008).

### 3.1.1 Non-contact mapping system

The noncontact mapping system used in this thesis utilizes a MEA catheter (Ensite, Endocardial Solutions Inc., St. Paul, MN, USA) to simultaneously record multiple areas of cardiac chambers. The MEA is a high resolution mapping catheter that has a balloon with 8 splines with a 64 electrodes design that facilitates rapid collection of intracardiac signals (Bhakta and Miller 2008). The basket design and bidirectional steer ability allows manoeuvrability throughout the heart chambers. It is a 7.5 mL cylindrical balloon type array in which the 64 electrodes are located at equidistant from each other. It has the ability to collect electrical activity of the cardiac surface simultaneously as well as to interpolate the electrical activity of neighbouring cardiac cells (Gojraty et al. 2009). For this study, up to 2048 points (a matrix of 32 × 64 spatial points) along the geometric coordinates \((x, y, z)\) of the inner wall of the atrium have been exported (Friedman 2002). This is of a great advantage since electrical potentials of the cardiac surface can be collected without the presence of the physical contact of the electrodes (Friedman 2002) unlike CM. Such recordings are also known as VEGM. Therefore NCM allows continuous monitoring of all the electrograms from the endocardial surface of the atrium simultaneously and thereby helps...
the clinicians to develop an efficient strategy before RF ablation is performed. Advantages of using the MEA catheter over CM are that: a) it does not require remapping of the atrium after ablation (Andrikopoulos et al. 2009), b) the whole intracardiac chamber can be mapped, unlike CM where only the region of interest could be mapped, c) it is suitable for non-sustained, polymorphic or hemodynamically unstable arrhythmias (Tsuchiya 2012), d) it is faster compared to using single catheter, e) it is not dependant on the contact or pressure of the catheter (Sy et al, 2012) and hence ability to collect accurate signals and f) does not require a positional reference catheter in order to align the geometry map of the chambers. Some limitations of the MEA are that it is expensive, that it occupies a good amount of space in the cardiac chamber due to its size (18mm x 40mm) and is restricted to only movement in two axes. In 1998-9 the validation of NCM was carried out by Schilling et al. (Schilling et al. 1999) and Kadish et al. (Kadish et al. 1999) who concluded that the accuracy of VEGMs is high and that it produces high-resolution potential maps for regions within 40mm from centre of the balloon array.

3.1.1.1 Virtual unipolar electrograms

A unipolar catheter records the electrical activity of the cardiac cells surrounding the electrode and unipolar electrograms are obtained by the potential difference between this single electrode and the reference electrode which is at a distant position (intravascular but outside the heart). It contains both local and remote information and provides information about the directionality of the wave fronts (R wave- coming towards the electrode; QS- emanating away from electrode). Hence, it can be understood that it contains the information of the ventricular influence as represented by the QRS complex in the electrograms. Therefore, unipolar signals provide localization of abnormal sites for ablation and a characteristic morphology at specific regions inside the heart. However, low-amplitude local signals might get concealed (Eckardt and Breithardt 2009) as a result of which it is not so helpful in cases where low signal amplitude is necessary, for example, scar-based arrhythmias.
3.2 Spectral analysis

Determining the frequency content of a waveform is termed spectral analysis, in which a waveform is decomposed into its frequency components (Semmlow 2004). Spectral analysis has been widely used to study the physiological cardiovascular system behaviour in both normal and arrhythmic intracardiac signals. This analysis is advantageous as it is able to detect the periodicities in the data.

3.2.1 Spectral analysis and arrhythmia

Studies have shown that the time duration of the wave front during fibrillation correlated with the DF of the intracardiac electrograms (Skanes et al. 1998). DF mapping was used to identify the excitation frequency distribution during AF (Berenfeld et al. 2000). This study concluded that this technique provides accurate sites of the activity, gives stable demonstration for AF maintenance and that different parts of the atria have different frequency characteristics when studied in an isolated sheep heart. In a study by Jalife et al. (Jalife et al. 2002) they concluded that atrial regions harbouring high DF may represent sites with fast periodic activation, driven by either ectopic activity or re-entry circuits. Husser et al. (Husser et al. 2004) reviewed a study about the usefulness of spectral analysis in AF and confirmed that it is helpful for guiding AF therapy. Therefore, frequency domain representation of a waveform has been extensively studied on model as well as real human and animal data to provide more useful information.

Many researches in AF employing DF study concluded that AF has significant periodic elements with different degrees of regularity and that certain areas may show higher activation frequencies. This might indicate the drivers of AF and could be the potential targets during ablation (Skanes et al. 1998, Mansour et al. 2001, Lazar et al. 2004, Pachon et al. 2004, Sahadevan et al. 2004, Sanders et al. 2005, Huang et al. 2006). Ablation strategies based on targeting DF of the intracardiac signals resulted in successful termination of AF (Sanders et al. 2005). Other studies also suggested DF analysis to estimate the atrial activation rates (Ng and Goldberger 2007). It is also experimentally
observed by Matsou and his colleagues (Matsuo et al. 2012) that ablating the PVs with high DF lead to termination of pAF. Recently, Uetake (Uetake et al. 2013) analysed the frequency characteristics in persAF patients and examined the correlation of the DF between the intracardiac signals and surface ECGs. The study concluded that DFs from the intracardiac signals of whole LA showed good correlation with the ECGs and also that it is an important indicator of AF termination. Though it may show strong correlation between the intracardiac signals and surface ECGs, Jarman et al. (Jarman et al. 2012) stated that the DF generated in the left atrium is not spatiotemporally stable when analysed using NCM. The ability of DF analysis to show the true atrial rate is highly dependent on how the intracardiac signals are processed. In spectral analysis the frequency of the VEGMs are approximated by sinusoidal function with a frequency equal to the activation rate. The VEGMs may be incorporated with undesired frequencies. These electrograms need to be filtered in order to remove the noise and improve the signal to noise ratio. The following section discusses about the signal processing techniques and the technique for estimation of the DF of the VEGMs.

3.3 Signal processing

3.3.1 Digital filters

The VEGMs exported from the intracardiac chamber of the persAF patients might be contaminated by the interference, noise, or other signals, including voltages associated to ventricular activation. Digital filtering can be used in order to eliminate or reduce some of these artefacts. Mathematical software, such as MATLAB® (The Mathworks Inc., MA, USA, version 2015a) has been used for the whole processing of getting rid of the unwanted signals. There are many filter configurations and designs that also affect the way the signal is filtered (more discussed on chapter 5). For this study, 2048 VEGMs and surface ECG were collected with a sampling frequency of 2034.5 Hz. The signals were band-pass filtered (1-150 Hz), exported and analysed further. For each patient, 8 s of VEGMs were resampled to 512 Hz using a cubic spline interpolation method to reduce processing time. Ventricular
far-field activity was removed from the recorded VEGMs using a QRST subtraction technique described in the following section.

3.3.2 Removal of ventricular influence

The unipolar VEGMs are significantly influenced by the far-field ventricular activity as a result of which the power spectrum produced after spectral analysis will not reflect only the atrial activity of the heart (Traykov et al. 2012). Therefore, the ‘far-field’ ventricular influence needs to be removed before the unipolar VEGMs are processed further. Husser et al. (Husser et al. 2004) concluded that subtraction of the QRST complexes from an intracardiac signal allows the power spectral analysis to show larger inter-individual variability and also that this measurement correlates well with intra-atrial cycle length.

There are several techniques developed to perform the ventricular template subtraction including blind source separation methods (Rieta et al. 2000), principal component analysis (Langley et al. 2000) and spatiotemporal ‘QRST cancellation’ methods (Stridh and Sornmo 2001). These methods have some limitations that do not preserve the true atrial activity corresponding to the QRS-T interval (Salinet et al. 2013a).

In our research group, Salinet et al (2013) (Salinet et al. 2013a) have implemented an effective method to allow subtraction of ventricular far-field influences from unipolar electrograms to allow realistic DF mapping analysis in patients with persAF. The technique, prior to the subtraction, performs the segmentation of the QRS-complex and detection of T-wave in the ECG by using Madeiro et al. (Madeiro et al. 2012) and Qinghua et al. (Qinghua et al. 2006) techniques respectively. Then the corresponding time of the QRST-complex were marked accordingly in the VEGMs. A QRST-pattern with highest cross-correlation was located from the VEGMs and is used as a template to subtract from the intracardiac signals (Salinet Jr et al., 2013). This method allows to investigate atrial EGMs with reduced presence of ventricular activity and consequently
performing it prevents the signals hampering the analysis and possibly distorting results (Gojraty et al. 2009, Ahmad et al. 2011, Salinet et al. 2013a).

Figure 8: General block diagram illustrating QRS-T subtraction

3.3.3 Frequency domain analysis

To analyse signals in the frequency domain, a mathematical transformation called Fourier transform (FT) is applied to transform signals between time domain and frequency domain due to continuous signals can be represented as a sum of weighted sinusoid functions.

3.3.3.1 Continuous Fourier transform

FT is applied which transforms signal between time domain and frequency domain, and determines the complex sinusoids of that signal (Smith 1997). The continuous notation for
the FT considers infinite cycle duration. The continuous Fourier transform of a continuous signal, \( f(t) \), can be expressed as

\[
F(jw) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} \tag{3.1}
\]

The absolute value of the FT of above equation is denoted as the frequency spectrum of \( f(t) \). The spectrum components correspond to the energy of the particular frequency component in the signal.

### 3.3.3.2 Discrete Fourier transform and fast Fourier transform

The Discrete Fourier Transform (DFT) is the equivalent of the continuous Fourier transform for signals known only at \( N \) instants separated by sample times \( T \) (i.e. a finite sequence of data). Each sample can be regarded as \( f[k] \) and the DFT of the signal, \( f(t) \) mentioned above, can be expressed as

\[
F[n] = \sum_{k=0}^{N-1} f[k] e^{-j\frac{2\pi nk}{N}} \tag{3.2}
\]

\((n = 0 : N - 1)\)

For this study, to analyse signals in the frequency domain another mathematical transformation called Fast Fourier Transform (FFT) is used. The DFT is a slower algorithm approach for spectral estimation as it depends principally on the number of multiplications involved, since these are the slowest operations. The FFT is a more efficient method to obtain the DFT. For the DFT of \( N \) points, the complexity is proportional to \( N^2 \), while for the FFT the complexity is proportional to \( N\log_2(N) \) (Ingle and Proakis 2012).

There are also some factors that need to be considered during FFT such as:

- Total length of the time window: reflects the frequency resolution.
- Total number of samples in the time domain- determines the number of frequencies in the frequency domain.
- The Nyquist sampling theorem states that the sampling rate has to be at least larger than twice the maximum frequency component of the signal. (Smith 1997).
- Spectral “leakage”- for a waveform that is not periodic in time, the temporal effect of the sample window becomes visible in the Fourier transform by showing undesirable effects in the frequency spectrum domain due to abrupt discontinuities in the beginning or in the end of the segment (Harris 1978). “Windowing” amplitude modulates the input signal so that the spectral leakage is evened out and thereby, reduces the amplitude of the samples at the beginning and end of the window, altering leakage. Windowing is implemented by multiplying the input signal with a windowing function.

- Zero padding- refers to increasing the number of samples with zero elements to improve spectral estimation representation. It provides a smoother spectrum by interpolation without affecting spectral resolution. (Ingle and Proakis 2012, Traykov et al. 2012).

3.3.4 Dominant frequency and organisation index

DF is defined as the frequency of the signal at which the power spectrum has the maximum value. DF can summarise the behaviour of the arrhythmia over short time segments and provide further understanding about AF drivers. In the present work, DF was defined as the frequency with highest amplitude within the physiologically relevant range (4 to 10 Hz) (Salinet et al. 2013b). This range was defined as it considers the expected physiologically range of AF (240-600 beats/minute) (Nattel 2002).

Everett and collaborators introduced the study of organization index (OI) (Thomas H. Everett et al. 2001) and Rosenbaum and Cohen introduced regularity index (RI) (Rosenbaum and Cohen 1990) for measuring AF organization. The indices give a measure of how ‘dominant’ the DF is within the AF physiological relevant range. OI represents the ratio of the area under the DF peak and its harmonics to the area of all the frequency spectrum. Low OI represents high variability of frequency and, consequently, lower organization of the electrograms (Takahashi et al. 2006). Whereas RI represents the ratio of the area only under the DF peak to the areas of all the power of the frequency spectrum. High RI indicates high
influence of that particular frequency in the signal as it exhibits its dominance since no other peaks including the harmonics are 'competing' with it. The equation for OI and RI are as follows:

\[
OI = \frac{\text{Area} \ (DF \text{ peak + Harmonics})}{\text{Area below the frequency spectrum}} \tag{3.3}
\]

\[
RI = \frac{\text{Area} \ (DF \text{ peak})}{\text{Area below the frequency spectrum}} \tag{3.4}
\]

### 3.4 Phase analysis

In the late eighties, phase analysis was introduced to study cardiac fibrillation (Winfree 1997). In this work, phase analysis has been performed on the VEGMs of persAF patients. The phase data of the electrograms tells us about the activation of a particular region. Analysing phase data of the persAF signals over time can provide information about the activation patterns. The waveform of each signal during fibrillation can be considered as a series of sinusoids that are at the same frequency as, or multiples of, the waveform frequency.

Mathematically, phase can be expressed as the different stages within 1 cycle of a signal divided into 360° or \(2\pi\) radians. Each signal can be represented on a complex plane at different stages around a unit circle known as phasor plots (Figure 9). The position of the vector in a phasor plot can be represented in angle “\(\theta\)” in polar coordinates or “\(a + j \ b\)” in Cartesian coordinates, where, ‘j’ represents the imaginary part of the complex number. Another signal at a constant phase difference or having a delay (\(\theta\)) can be understood as another activation, therefore, this can be interpreted as an activation wave front that is travelling in the cardiac tissue.
Therefore phase analysis allows to capture the wave dynamics which exhibits the activation-recovery cycle of the intracardiac tissues by elucidating the sequence of the activation, which is not directly available from the morphology of the signal (which is in voltage over time) (Roney et al. 2016).

### 3.4.1 Extraction of phase data

A phase space plot shows the trajectories of a dynamical system in the phase plane. The idea was developed by Ludwig Boltzmann in late 19th century. In a phase space plot, the signal is plotted against the signal with a ‘θ’. Therefore the phase space plot appears as one circle-shaped trajectory with one fixed centre if the delay is constant. The instantaneous phase of each instant could be extracted by applying inverse tangent calculation of the 2 coordinates. However, if the signal is irregular and chaotic (such as AF signal), the phase plot is comprised of many circle-shaped trajectories which are dispersed yet fixed around one centre (Figure 10(b)). As a result of its complex trajectory, choosing an ideal value for ‘θ’ is difficult.

Another mathematical tool, the Hilbert Transform (HT) can also be used for phase analysis. It was first used in 1905 concerning analytical functions. The basic property of the HT is to

---

*Figure 9: Phasor Diagram of a Sinusoidal Waveform (blue) and a delayed version of that waveform (red).*
generate a phase-shifted signal by 90°. For this study, HT have been used to extract phase
of the intracardiac signals of the persAF patients. It is applied to the VEGMs to produce an
analytic signal in the form of (Umapathy et al. 2010a, Clayton and Nash 2015, Ortigosa et al.
2015)

\[ z(t) = x(t) + jH[x(t)] \] (3.5)

where H is the HT operator and is defined as,

\[ H[x(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{x(\tau)}{t-\tau} d\tau \] (3.6)

This complex signal enables the instantaneous phase to be extracted using the inverse
tangent calculation of the imaginary and real part of the analytic signal:

\[ \text{Phase, } \phi(t) = \arctan \left( \frac{\text{Im} \{ z(t) \}}{\text{Re} \{ z(t) \}} \right) \] (3.7)

Figure 10 shows phase calculation in a single VEGM. For each sample, the calculated
phase was limited between -\( \pi \) and +\( \pi \) and the colour scale of an activation is also illustrated.
Once phase analysis was applied to all 2048 VEGMs, sequential 2D and 3D phase maps
were developed.
3.4.2 Phase analysis and arrhythmia

As mentioned earlier, phase analysis aids the visualisation of the progression of an action potential through a defined region of cardiac tissue. It is very useful in analysing spatiotemporal changes during AF (as the electrograms are not periodic and exhibit time-varying cycle) and allows observation of the activation patterns. Studying phase maps gives an understanding into the fibrillatory dynamics and helps clarify its mechanisms (Gray et al. 1998, Samie et al. 2001, Bray and Wikswo 2002, Umapathy et al. 2010b, Pandit and Jalife 2010).
2013). From phase maps, identification of the regions where the phase progresses through a complete cycle from $-\pi$ to $+\pi$ is important in fibrillation. At these points, the phase becomes indeterminate and the activation wave fronts hinge on these points and rotate around them in an organized fashion forming re-entrant circuits (Samie et al. 2001, Umapathy et al. 2010, Pandit and Jalife, 2013). These points are called phase singularity points (PSs) in the phase map. Re-entry has been understood as one of the mechanisms of AF (as discussed in chapter 2). In early 20th century, Sir Thomas Lewis (Lewis 1909, Lewis 1921) first introduced this concept. Fifty years later the leading circle theory of re-entry was suggested by Allessie and his group (Allessie et al. 1973) and soon another concept of ‘rotors’ was proposed. In 1990, Davidenko et al. provided the very first evidence of rotors (Davidenko et al. 1990). The rotor concept widely got accepted as more evidence was gathered from experimental and modelling studies (Davidenko et al. 1990, Gray et al. 1998).

Phase mapping provides in depth understanding of re-entry in AF by the identification of PSs. PSs can be formed when a wave breaks and can form the centre of the re-entry circuits. Tracking PSs in space and time can identify rotors (Umapathy et al. 2010b). Pak et al. (Pak et al. 2003) reported ablation of PSs can terminate ventricular arrhythmia. Recent studies by Jalife and colleagues (Jalife et al. 2002, Pandit and Jalife 2013, Berenfeld and Jalife 2014) also stated that a stable rotor is known to induce fibrillatory conduction, and thereby is a key for sustaining AF. Rotors are believed to passively activate the surrounding regions thereby allowing to ‘control’ the tissues. As a result wave fronts collide creating fibrillatory conduction and hence contributing to the appearance of global disorganization in the cardiac chamber. Narayan et al. (Narayan et al. 2012), identified rotors using near-real-time mapping in AF patients and hypothesized that human AF may be sustained by rotors whose elimination could lead to the outcome of AF ablation (Sanjiv M. Narayan et al. 2012, Narayan et al. 2013a, Narayan et al. 2013b).

Therefore analysing the complex spatiotemporal patterns and identifying the sites about where all phases of the depolarization/repolarization cycle exist simultaneously can be
greatly simplified by identifying the PSs. PSs can lead to the analysis of the arrhythmia and improve understanding of its electrophysiology. In this study, further investigations of PSs (chapter 5, 6 and 7) have been performed in more detail in human persAF data in order to understand the clinically important implications and to develop effective ablative strategies.
Chapter 4

Using High Dominant Frequency Density Maps to Understand Spatiotemporal Behaviour of Atrial Electrograms in Persistent Atrial Fibrillation

4.1 Introduction

AF is the most common rhythm disorder seen in clinical practice (Calkins et al. 2012). Catheter ablation is a well-established therapy for AF (Dagres et al. 2015). PVI electrically isolates the region around PVs in wide encircling lesion and destroys the tissue and causes scar tissue to form. This scar tissue blocks the extra electrical signals from the PVs so the area can no longer generate or conduct the impulses. PVI has proven to be effective in patients with pAF (Haïssaguerre et al. 1998), but less so in persAF (Tan et al. 2009) due to electromechanical remodelling and structural changes in the atrial tissue that leads to sustained AF (Dagres et al. 2015). Hence, an effective ablation technique for patients with persAF is subject of intense discussion (Nademanee and Oketani 2009, Narayan et al. 2014, Rolf et al. 2014b).

DF analysis has recently gained interest as a means for studying the pathophysiology of AF (Ng et al. 2006). Studies suggest that AF can originate from a single source (Jalife et al. 2002, Jalife 2003) and that this source activates at the fastest rate. To identify the region containing this source, DF mapping has been used in animals and humans. Studies have reported that DF mapping identifies localized sites of high frequency activity (Sanders et al. 2005, Ng et al. 2006) and that it offers potential advantages for the substrates mapping of AF episodes (Goldberger 2000, Sanders et al. 2005). Another study (Haberl et al. 1988) also found frequency analysis to be more specific than time-domain analysis without loss of
sensitivity in patients with arrhythmia. Due to the chaotic nature of AF (Ng and Goldberger 2007), consistency with DF findings is necessary as its spatiotemporal organization has previously been demonstrated to be unstable (Schuessler et al. 2006).

Therefore, in order to assess the stability of DF during persAF, this study mainly focussed on producing density maps to analyse the spatiotemporal behaviour of the HDF in the LA of patients with persAF while using NCM and to understand the post ablation effect on the unipolar virtual electrograms VEGMs using HDF density maps.

4.2 Materials and methods

4.2.1 Patients
Ten persAF patients undergoing catheter ablation for the first time were included. All antiarrhythmic drugs were stopped at least 5 half-lives before the procedure. The study protocol was approved by the Glenfield General Hospital’s Ethics Committee, and all procedures were carried out after obtaining written informed consent. The patients’ characteristics are detailed in Table 1 (see chapter 1).

4.2.2 Electrophysiological set-up
Prior to the electrophysiological study, patients were given heparin to reduce the risk of blood clot formation. Under fluoroscopic guidance, a quadripolar catheter and steerable decapolar catheter were placed at His position and CS, respectively via femoral access. Following trans-septal puncture, anticoagulant drugs were given and repeated doses were administered to maintain an activated clotting time between 300 – 350 seconds. Electroanatomical mapping was performed in all patients to achieve detailed 3D LA geometry (which includes RUPV, RLPV, LUPV, LLPV, atrial roof, LAA, septum, mitral valve isthmus (MVI), lateral, anterior, floor, posterior and CS).
4.2.3 Signal analysis

For all the patients, the non-contact MEA (Ensite Velocity, St. Jude Medical, USA) recorded 2048 points of VEGMs simultaneously from the endocardial surface of the LA during AF and up to five minutes of VEGM segments were analysed offline using MATLAB (Mathworks, USA). Data were resampled to 512 Hz to reduce computational costs, and QRST subtraction was applied to remove the ventricular influence using a previously described method (Salinet et al. 2013a).

4.2.4 Frequency domain analysis

The mean of all data values was subtracted before windowing in order to eliminate the strong component at the lowest frequency. A Hamming window was applied to the VEGMs to minimize spectral leakage effects. FFT was applied to every 4 seconds window with 50% overlap (in order to produce a smoother animation of the DF maps to help in tracking the movement of several frequency zones in the atrium) for all the 2048 points in the LA to derive an estimate of the power spectrum and find the DF, defined as the frequency component with highest power in the frequency range between 4 - 10 Hz (physiologically relevant to fibrillatory activity in the human atrium) (Salinet et al. 2013a). Fivefold zero padding was applied, resulting in a frequency step of 0.05 Hz in order to increase the density of the frequency spectrum, making it appear smoother.

The RI and OI were calculated for each VEGM. RI is defined as the area under the curve of the DF peak divided by the area under the curve of the entire power spectrum, whereas OI is calculated by identifying the area underneath the DF as well as its harmonics and then dividing by the total area within the frequency spectrum (Everett Iv et al. 2002, Sanders et al. 2005).
4.2.5 HDF density maps

HDF regions in the 3D LA geometry for each individual window were defined as any node in the mesh where the calculated DF was within 0.25 Hz of the maximum DF for that window. A colour-scaled map of HDF distribution across the LA was constructed, with the HDF from each site displayed on the 3D LA geometry.

HDF density maps were created using the counting of the occurrences of HDF for each LA node. Accordingly, the atrial areas with HDF were delimited in each frame for all 2048 VEGMs. The number of times that the HDF clouds super-imposes each other were recorded and represented onto the 3D LA geometry. The size of the HDF-dense regions varies as the HDF maps are plotted over time. Figure 11 (a) shows a methodological illustration for producing a HDF density map. Here, red and grey areas are the sites that were visited the most and the least often by the HDF clouds, respectively. Figure 11 (b) shows HDF density maps of one patient. Each map reflects the HDF dense regions when using different lengths of VEGM recordings (in total 20 maps with incremental time duration of 15 seconds).
Figure 11: (a) Illustration of accumulation of HDF clouds in order to produce a density map. The region HDF visited more or less often is indicated by the colour bar. (b) HDF density maps of one patient. Each map reflects the HDF dense regions when using different lengths of VEGM recordings.
4.2.6 HDF temporal behaviour

To assess the temporal stability of the HDF clouds, the number of nodes in the LA mesh which did not host any HDF from the beginning of the mapping time was determined for every window by counting the number of nodes that did not contain HDF values in the first time window and comparing with the subsequent windows. In addition, consecutive VEGM segments were assessed to understand VEGM temporal behaviour. For each subject, VEGMs were divided into 20 segments which increased in time duration with 15 seconds to obtain segments of 15, 30, 45 s and so on, until the full duration of the segment was considered. For each segment, a HDF density map was produced, as illustrated in Figure 11 (b). A total of 200 HDF density maps of the LA were produced and every HDF density map was compared to the ultimate HDF density map (produced using the whole five minutes recording), allowing the investigation of the minimum time needed to produce a representative density map. The comparison between the HDF density maps was performed based on Pearson’s correlation (CORR), structural similarity (SSIM) index (method for measuring the similarity between two images) and linear regression coefficient ($r^2$).

Consecutive VEGM segments of the chosen optimal time with every 50% overlap were obtained to infer about similarity of the density maps when any different EGM interval is chosen. The similarity of each map was therefore also compared to each other using all the three indices and the distribution of the similarity index was analyzed using kurtosis (shape of the distribution) and skewness (asymmetry of the distribution).

To investigate further the underlying dynamics of local atrial activation of the dense regions of the HDF, the 2048 nodes in the LA were divided into two groups according to their density, most visited regions (MVR, occurrences of the HDFs $> 80\%$) and least visited regions (LVR, occurrences of the HDFs $\leq 80\%$) and their HDF, OI and RI features were obtained.
4.2.7 Radiofrequency ablation

Radiofrequency catheter ablation guided by DF was performed on all patients. Once the primary HDF site was identified, its centre of gravity (CoG) was determined (Salinet et al. 2013c) and ablation started targeting the CoGs and their trajectory. A post procedure recording was collected for up to 5 minutes. The MEA was then removed and that was followed by standard PVI.

4.2.8 Statistical analysis

Nonparametric paired multiple data were analysed using the Wilcoxon matched-pairs signed rank test, while nonparametric unpaired data were analysed using the Mann–Whitney test. Linear regression and correlation coefficients were computed between different time segments of VEGMs in order to identify the minimum time segment required to reach spatiotemporal consistency of the HDF density maps. P-values less than 0.05 were considered statistically significant.

4.3 Results

4.3.1 Temporal stability of HDF regions

The number of nodes not visited by HDFs out of 2048 nodes decreased with time in an approximately exponential behaviour (Figure 12 (a)). Logarithmic curves were fitted for each patient and the average time constant (τ) of the exponential curves was (mean ± standard deviation (SD)) 12.6 ± 8.5 seconds.

Although the gross atrial fibrillatory pattern, as represented by the HDF density maps, is reproducible with any particular time segments of VEGMs, consistency of the locations of the dense regions is important. Longer recordings can provide more accurate consistency of the density map as the activities of the drivers can be captured more with cumulative increase in the number of windows. Thus, increasingly longer recordings of VEGMs result in a convergence towards the spatially dense regions. However, for practical reasons, using
recordings that are too long is not feasible, as this leads to the patient being exposed to radiation for longer as well as resulting an increase in the risk to the patient and the cost of the procedure.

Figure 12: (a) Temporal behaviour of the HDFs of one persistent AF patient. For this case, the exponential fit has a time constant of 9.81 seconds. Results measure the stability of the behaviour of the HDF clouds. (b) Summary of indices for all patients comparing the HDF density map produced using a particular time segment with the ultimate HDF density map produced using 300 seconds. (c) SD plots of the indexes comparing the HDF density maps.

From the results, for all patients, the temporal segment of VEGMs up to 60 seconds had mean CORR, SSIM index and $r^2$ value less than 0.70 when compared with the 300 seconds recording. The maps obtained for 75 seconds of recording had a good mean correlation (CORR = 0.71 ± 0.12, $r^2 = 0.73 ± 0.09$, SSIM= 0.70 ± 0.13) (Figure 12 (b)). A trend in
decrease of the variation in data could be observed (Figure 12 (c)). Hence, from 75 seconds of VEGM recording the locations of the dense region seemed to remain consistent and therefore the density maps ought to have a predictable convergence.
Figure 13: (a) (i) Scatter graphs (for one patient) showing different directions and strengths of correlation of HDF density maps (produced using several segments of VEGM recording) when compared to the HDF density map created using 300 seconds of VEGM recording. (ii) The histogram and distribution of the similarity indices (for one patient) comparing the similarity of every HDF density map (produced using 75 seconds) with each other. The histogram at this site exhibited high kurtosis with a sharp peaked distribution and negative skewness. This site exhibited a high similarity index with a mean of 0.71. (b) Incidence of HDF dense regions – before ablation – in the different LA regions, namely: MV, PVs, roof, posterior wall, anterior wall, LAA, MVI, septum and floor. (c) The mean and SD of the HDF of MVR (occurrences of the HDFSs > 80%) and LVR (occurrences of the HDFSs ≤ 80%). The mean ± SD of frequency in MVR nodes is 6.32 ± 0.49 Hz, significantly different from 5.87 ± 0.95 Hz of LVR (P < 0.0001). (d) The frequency organization of the electrograms of HDF regions as measured with OI and RI in the nodes of MVR is significantly lower (0.36 ± 0.13 vs 0.39 ± 0.14, 0.432 ± 0.13 vs 0.437 ± 0.14, P < 0.0001) than that of LVR.
An example of the convergence between several lengths of recordings compared to the 300 seconds recording for one patient is shown in Figure 13 (a(i)). The density maps using 75 seconds were similar to the HDF density map produced using 300 seconds. Figure 13 (a(iii)), shows the histogram and distribution of the all three index coefficients (for one patient) comparing the similarity of every HDF density map (produced using 75 seconds) with each other. From the histogram, the skewness value resulted in -0.36 (negative skewed value indicating the “tail” of the distribution points to the left) and kurtosis value resulted in 2.93 (positive kurtosis value indicating that the distribution has heavier tails and a sharper peak than the normal distribution). The combined distribution of all three indexes results in -0.49 and 2.31 for the values of skewness and kurtosis respectively. Therefore, any random segment of VEGM recording of 75 seconds exhibited higher index with a mean of 0.69 (median= 0.71 and mode= 1). Hence, it could potentially suggest consistent locations of the dense regions which could be an indicative of fixed drivers of persAF.

4.3.2 Spatial distribution of HDF regions

For all the patients, the HDF dense regions were observed to be spatially unstable. The HDF dense regions seemed to have the highest incidence at the posterior wall of the LA, followed by the RUPV, roof, other PVs, floor, anterior wall, septum, LAA and the MVI. For all the patients, it was observed that only 5.30 ± 4.06 % of the area of the HDF dense regions were the MVRs and the mean frequency in these area was 6.32 ± 0.49 Hz, significantly different from 5.87 ± 0.95 Hz of LVR (P <0.0001, Figure 13 (c)). For every density map of each patient, the SD of HDF regions of the MVR was observed to be lower when compared with that of LVR (0.41 ± 0.32 Hz vs 0.55 ± 0.39 Hz). In addition, the frequency organization of the electrograms of HDF regions as measured with OI and RI in the nodes of MVR is also
significantly lower (0.36 ± 0.13 vs 0.39 ± 0.14, 0.432 ± 0.13 vs 0.437 ± 0.14, P <0.0001) when compared with the frequency organization of LVR (Figure 13 (d)).

4.4 Discussion

FFT analysis has been shown to be a powerful analytic method for signal processing in the frequency domain (Cain et al. 1984, Haberl et al. 1988, Cain et al. 1991). DF analysis of atrial electrograms has been used to characterise AF, more specifically as an estimation of local atrial activation rates in AF (Ng et al. 2007). The HDF sites could be understood as the sites representing the main activation wave front of the VEGM that might also represent the atrial regions hosting ectopic activities or re-entry circuits driving the arrhythmia.

Ablation strategies based on targeting DF of the intracardiac signals resulted in successful termination of AF (Sanders et al. 2005, Atienza et al. 2009, Uetake et al. 2013). It was observed experimentally by Matsou et al. (Matsuo et al. 2012) that ablating the PVs with high DF led to termination of pAF. Sanders et al. (Sanders et al. 2005) demonstrated that ablation at a high DF site was more likely to prolong the AF cycle length. Recently, Uetake et al. (Uetake et al. 2013) analysed the frequency characteristics in patients with persAF undergoing radio frequency catheter ablation and examined the correlation of the DF between the intracardiac signals and surface ECGs. They concluded that DFs from the intracardiac signals of the whole LA showed good correlation with the ECGs and also that a significant decrease of its value when the patient is in sinus rhythm (compared to when in AF) is an important indicator of AF termination. Though there might be strong correlation between the intracardiac signals and surface ECGs, both Jarman et al. (Jarman et al. 2012) and Salinet et al. (Salinet et al. 2013c) concluded that the DF generated in the LA is not spatiotemporally stable when analysed using NCM data. It has been reported that the DF is temporally variable and that HDF regions can be transient in clinical experimentation (Habel et al. 2010, Kogawa et al. 2015). In a study based on personalized AF simulation modelling, it was also shown that the spatiotemporal behaviour of the DF was highly unstable and that this may preclude the development of effective ablation strategies (Li et al. 2016). Therefore,
targeting sites of HDF from a single time frame is unlikely to be a reliable ablation strategy (Salinet et al. 2013c). Hence, analysis of the temporal variability from the decay curves proves to be a useful tool to describe the stability of persAF content.

A previous study suggested the use of CoG of the DF clouds and their trajectory (by tracking the CoGs from several frames) to assess the spatiotemporal behaviour of the atrial substrate (Salinet et al. 2013c). In order to create the HDF area trajectory map, Salinet et al. (Salinet et al. 2013c) determined the CoG for the DF cloud by averaging the coordinates of each point in the cloud weighted by their particular DF values (Salinet et al. 2013c). This approach led to CoGs being occasionally outside the HDF cloud as in case of convex (e.g. horseshoe) shaped clouds or clouds with non-uniform spread of DF value (e.g. Figure 14 (a)).

Figure 104: (a) Location of CoGs (pink dots) in LA of two persistent AF patients obtained for a specific time window. In this case the CoGs are located outside the HDF cloud’s (red region) boundaries. The position of the CoGs is not a true representative of the HDF ‘cloud’. (b) Comparison of HDF density maps with CoG distribution in order to compare the spatiotemporal distribution of the two techniques.
Therefore, HDF density maps (based on a histogram of occurrences) were constructed in this study in order to understand a wider perspective about the movement of the HDF clouds as these identify the regions that are being revisited most often despite the unstable dynamic behaviour. Density maps also summarise the spatiotemporal distribution of DF better than the CoGs (Figure 14 (a) and 14 (b)).

4.4.1 Characterisation of high-density HDF sites

Despite the unstable temporal nature of HDFs, the reappearance of HDFs in certain regions of the LA has provided evidence that persAF might be spatially organized. From our results, the areas of MVR have been observed to be small when compared to the total area of the HDF dense regions. Other studies have also demonstrated that despite sources being spatially and temporally stable, they exist in small regions (Davidenko et al. 1992, Zlochiver et al. 2008). Furthermore, the VEGMs from MVR of the HDF density maps are characterized by significantly higher values of HDF and lower OI and RI. This can be understood as MVR regions having higher atrial rate and showing a lower degree of organisation, thereby indicating non-dominant or multiple peaks at the VEGM's spectra which could be due to collision of uncoordinated fibrillatory waves. Previous studies reported that certain areas of the atria can have higher activation rates which could suggest the sources of the drivers maintaining AF and hence the potential targets of ablation (Skanes et al. 1998, Mansour et al. 2001, Berenfeld et al. 2002, Lazar et al. 2004, Sahadevan et al. 2004, Sanders et al. 2005).

4.4.2 Effect of LA ablation on the HDF density maps

The study also analysed the HDF density maps of the VEGMs for both pre- and post-ablation in order to assess the effect of catheter ablation on their spatial and temporal variability. From the results, DF guided ablation (prior to PVI) significantly affected the global HDF value of the LA (6.421 ± 0.67 Hz before ablation to 7.38 ± 0.67 Hz after, p<0.05) (Figure 15 (a)). That could be understood as a post-ablation beneficial outcome (despite the
patients still being in AF) considering the spatiotemporal coverage of the HDF dense regions decreased from 80.8 ± 22.2 % to 65.83 ± 25.7 % of the LA thereby highlighting the more ‘dominant’ regions of the LA that could be the sources sustaining the AF (Figure 15 (b)).

![Figure 15: The mean and SD of the global HDF and spatiotemporal coverage area of the VEGMs for both pre- and post-ablation.](image)

Patients 4, 5 and 10 converted to AFL immediately after DF-guided ablation. Interestingly, analysing their post-HDF density maps, the spatiotemporal coverage of the LA of these patients decreased significantly from 89.0 ± 7.8 % to 45.7 ± 9.7 % (p<0.05). In AFT, unlike AF, electrical activity in the atria is coordinated (Winter and Crijns 2000). The post HDF density maps of the AFL patients identified localized regions of high-frequency activity. These confined sites could indicate the presence of the self-perpetuating macro re-entrant circuits causing the propagation of electrical impulses maintaining AFL (Waldo 2002). This result also supports the idea that HDF density maps could also be used as an important tool that can be used to analyse the effect of ablation.

### 4.5 Conclusion

HDF sites have been reported to be related to the centre of a focal-firing rotor or local re-entry circuit, based mainly on both animal studies and human studies. They have been shown to be effective targets for AF termination, thus suggesting their importance in the maintenance of AF. However, these sites change over time as a result of which
characterization of HDF spatiotemporal distribution and stability are critical to their relevance as targets for catheter ablation. HDF density map is an interesting method to investigate the spatiotemporal behaviour of HDF and to identify the occurrences of recurrent activities in patients with persAF. Spatial distribution of HDF density suggests potential sources that may reflect mechanisms driving and maintaining the fibrillatory process of AF. We suggest that HDF density maps should be considered for HDF targeted ablation rather than the centre of gravity of the HDF ‘clouds’.
Chapter 5

Phase analysis and Phase Singularity detection

5.1 Introduction

Analysis of the atrial electrical activity plays an important role to reveal the underlying electrophysiological mechanisms responsible for AF’s initiation, maintenance and perpetuation. In early 19th century, experiments showed that the chambers of the heart could support a circulating excitation (Mines 1913, Garrey 1914), and later studies in intact hearts found activation sequences were consistent with this re-entrant mechanism (Lewis 1920, Wiggers 1940). During re-entry, electrical activity propagates repeatedly along a closed path, forming a spiral wave of activation in 2D. With time, many experimental studies on animals and humans and computational simulation studies illustrated that this arrhythmia is sustained by re-entrant activity, and that each re-entrant wave rotates around a PS as discussed in chapter 3. Therefore, PSs could lead to characterizing arrhythmias and might provide mechanistic strategies in modulating cardiac fibrillation. The behaviour of the action potential of the cells (where its phase progresses through the activation-recovery cycle) can be visualized by transforming activation into phase maps as previously discussed in chapter 3.

Models offer replicated fibrillation data sets as they allow choosing the best set of parameters to achieve the signals and hence can simulate the principal features of critical patterns sustaining AF. They offer to investigate conditions which are difficult to deal with experimentally and that they can be controlled by parameters (Sörnmo and Laguna 2006). However, whether the signal produced is highly realistic are often associated with high complexity and therefore highly dependent on parameter estimation (Sörnmo and Laguna 2006). On the other hand, analysing fibrillation signals collected from animals and human
can provide with more ‘truth’ as it is real. Therefore, data collected in vivo requires pre-signal processing before phase analysis is performed. In cardiac research, filtering of the signals in time domain is becoming an increasingly important research tool. In our study, the signals undergo time domain filtering in order to enhance certain frequencies (corresponding to atrial activity) and to attenuate other frequencies that may be present (for example noise) (the term ‘noise’ is here used in a wide sense which includes physiological activities other than the one under study which may interfere with the desired signal). It is, therefore, important to understand how the signal is processed and also how different filtering affects the signals accordingly as this will also affect the detection of PSs.

In this chapter, we performed a comparative examination of several pre-processing techniques for persAF signals and illustrated how it affects the PSs quantification. Also, different investigators have used different approaches to identify the location of PSs, and little is known about the differences between these methods (Fenton and Karma 1998, Bray et al. 2001, Iyer and Gray 2001, Bray and Wikswo 2002). Three methods for detecting PSs have been discussed, among which one of them is the technique that was proposed by Bray et al. (Bray et al. 2001) based on topological charge index and which is the main basis of the algorithm that has been used to identify PSs in this study. This algorithm has been applied on fibrillation data collected from optical signals of animal’s heart (Gutbrod et al. 2015), simulation studies of acute AF and persAF (Bray and Wikswo 2002, Bayer et al. 2016, Hornung et al. 2017), simulated bipolar AF electrogram (Roney et al. 2014), VF model (Bray and Wikswo 2002), contact mapping of persAF (‘The Boston AF Symposium 2016 Abstracts’ 2016), etc. Therefore, this technique is routinely applied to simulated fibrillation electrograms as well as unipolar/bipolar electrogram data from animals and human data, to the author’s knowledge, not particularly to non-contact VEGMs collected from human persAF database. The algorithm was implemented and parameters were adjusted accordingly to track PSs. Additionally, in this chapter we also compare the implemented topological charge technique with two other PS detection techniques and performs a comparative study.
5.2 Methods

Phase analysis of atrial electrograms has become an important method in characterizing AF. Phase maps of the cardiac signals may show different patterns according to the way they are processed (Guimarães and Santos 1998). PS detection methods have been proposed and studied both in vivo and in vitro, and have been broadly used in EP studies (Bray et al. 2001, Rantner et al. 2007, Tomii et al. 2015, Unger Laura et al. 2015). It has been observed that phase analysis and number of PSs detection depends on choosing appropriate parameters for each algorithm and that if an appropriate choice is made there could be consistency in PS detection. The following flowchart guides through steps of extracting phase and identifying PSs as well as highlights the parameters that could eventually affect the overall detection.
Figure 16: Flowchart guides through steps of extracting phase and identifying PSs as well as highlighting the parameters that could eventually affect the overall detection.

5.2.1 Study population

The study population consisted of 10 persAF patients (10 male; mean age 58 ± 13 years) referred to our institution for first time catheter ablation. Details of the clinical characteristics of the study subjects have been provided in chapter 1. Study approval was obtained from the local ethics committee and all procedures were performed with full informed consent. Table 1 in chapter 1 summarizes the clinical characteristics of the study subjects. All patients were treated in the Leicester Cardiovascular Biomedical Research Unit at Glenfield Hospital.
5.2.2 Electrophysiological set-up

Details of the electrophysiological study, mapping procedure, and the clinical characteristics of the study subjects have been introduced previously in chapter 1. Study approval was obtained from the local ethics committee and all procedures were performed with full informed consent.

Three dimensional LA geometry was created and VEGMs were collected by deploying a noncontact MEA catheter (EnSite Velocity, St. Jude Medical, USA) and a conventional deflectable mapping catheter. The patients underwent DF-guided ablation and a post procedure recording was collected for up to 5 min. The MEA was removed followed by standard PVI. In case this was insufficient to restore sinus rhythm, cardioversion was achieved by flecainide or internal defibrillation.

5.2.3 Pre-processing techniques of VEGMs

One of the most crucial pre-processing steps used is the filtration of signals. Filtration is necessary for noise removal but by its nature also has the potential to remove crucial components of signals. Some research has been done into the effect of filtration on phase analysis, mainly focusing on the effect BPF has on the length and position of PS (Attin and Clusin 2009, Narayan et al. 2012, Walters et al. 2015), but little research has been done into the effect of varying filter size and type. Studies investigating atrial fibrillation use a range of filters during this stage and without fully understanding the consequences of using different filters there is a potential to draw false conclusions. By investigating the similarities and differences in PS location and stability identified when using different filtering techniques, this study aims to highlight the effects of filter design in atrial substrate characterisation.

5.2.4 Digital filters

A digital filter is a mathematical transform that reduces noise and interference by a process of attenuating certain frequency components, such as baseline drift and high frequency noise (Alcaraz and Rieta 2013) from a digital signal that may arise during signal
measurement that obscures or modifies the signal in some way. Filters are usually represented visually by their frequency response to a constant magnitude sinusoidal signal. All filters have three main components (Samie et al. 2001),

- **Passband**: region of frequencies for which there is no attenuation, or attenuation is less than a specified threshold;
- **Stopband**: region of frequencies for which attenuation above a certain threshold takes place;
- **Transition band**: region of frequencies between the pass and stop bands, attenuation is neither large nor small.

The point at which the filter transitions between the pass and stop bands into the transition band is called the cut off frequency (Samie et al. 2001). In an ideal filter there is no transition band, the transition from pass to stop band is immediate. The frequency response of an ideal filter is also completely flat to give a consistent level of attenuation across the pass and stop bands (Samie et al. 2001). Filters are usually classified according to their frequency-domain characteristics as lowpass, highpass, bandpass and bandstop filters.

### 5.2.4.1 Filter designed for the study

The term pre-processing is employed in the current study to designate the digital filters that have been applied to highlight the frequency of interest of the signals. Pre-processing may be needed for a more precise DF result and phase mapping. Mathematical software, such as MATLAB® (The Mathworks Inc., MA, USA, version 2015a) has been used for the whole processing of the signals and three types of digital filters will be considered; Butterworth (BWF), Inverse Chebyshev (ICF) (also known as Chebyshev type 2) and Elliptical (EF).

Each of these filters has specific ripples, oscillation of the frequency response, and the sharpness of the transition band. BWF has flat pass and stop bands but has a wider transition between the two compared to the other filters. ICF has some ripple in the stopband
but a steeper transition band compared to BWF. EF has a steeper transition band compared to both BWF and ICF but has ripples in both the pass and stop bands (Samie et al. 2001).

Applications of frequency setting of the filters are:

(a) Band-pass filtering (BPF) at 4–10 Hz and 4–12 Hz: In the present work, DF was defined as the frequency with highest amplitude within the physiologically relevant range (4 to 10 Hz) (Salinet et al. 2013c). In other study, it was evaluated by analysing spectra of AF waves from a patient with AF that the major atrial frequencies correspond from 4 to 12 Hz (Xie et al. 1998). Therefore, these two range was defined as it corresponds to the expected physiologically range of AF (240-600 beats/minute) (Nattel 2002).

(b) Low pass with HDF value as cut off frequency: The effect of low pass filtering with HDF value (which represents the highest atrial rate of the LA) as cut off frequency is just filtering out the signals above that particular frequency.

(c) BPF around the HDF: Applying BPF around the HDF allows signals between two specific frequencies to pass and discriminates against signals at other frequencies. The threshold of ±1 Hz around the HDF is applied and a very narrow BPF is created. The cut off frequency of the low pass filters and the centre of the ±1 Hz BPF was selected by analysing the FFT of each set of each patient’s intracardiac signals and identifying the HDF across all 10 patients. This value was chosen to test how the extent to which the DF can be used to decide which frequencies should be filtered.

The order of each filter was kept constant as the order of the filter also dictates how steep the transition band is. Increasing the order reduces the size of the transition band. An ideal filter would have an instantaneous transition between pass and stop bands but this would only be possible with a theoretical ∞th order filter (Samie et al. 2001). 10th order was chosen as it was in line with similar studies (Mainardi et al. 2008, Narayan et al. 2012) and by using
a relatively high order filter the frequency response is closer to having an ideal transition and stopping all frequencies outside of the pass band.

5.2.5 Phase analysis

With the first geometry surface of the LA created, the NCM system identifies 64 evenly distributed locations on the 3D geometry. Then, the software uses the boundary element method (Schawrtz and Ben-Haim 2009) to measure VEGMs from the 64 electrodes of the MEA and then performs the inverse solution for Laplace’s equation at each position of the endocardial surface. Up to 2048 isopotential points across the cavity of the LA is created and thousands of reconstructed signals generated by the system are then colour-coded accordingly onto the LA’s surface to project the phase data (see chapter 3 equations 1.5, 1.6 and 1.7 for extraction of phase data). The phase data was also projected on a 2D sheet of LA (using cylindrical coordinates and forcing symmetry about the z-axis).

5.2.6 PSs detection technique implemented in the database

The concept of topologic charge technique (TCT) allows the identification of PSs easily in tissues that are undergoing re-entrant excitation, thereby, revealing the dynamic behaviour of the tissues. This technique is implemented in our work to determine the PSs in the VEGMs of persAF.

A PS is detected by estimating the ‘topologic charge’, \( n_t \) (equation 5.1)

\[
n_t \equiv \frac{1}{2\pi} \oint_c \nabla \Phi \cdot d\vec{l}
\]

\text{equation 5.1}

Where, \( \Phi(\vec{r}) \) = localised phase and

\( \vec{l} \) is a line integral on a closed route \( c \) surrounding the point of interest.

PSs were identified as locations where the phase was undefined, and, upon winding around the point, the phase changes by \( 2\pi \), meaning it is a site of non-zero topological
charge (Bray and Wikswo 2002). It has been shown that the phase gradient used to determine PS presence can have an effect on the number of PS located. Reducing this phase threshold would ease the required phase difference for a PS to be identified; a wave would have to rotate around a smaller proportion of a full cycle to be considered a PS ‘candidate’. This could lead to the inclusion of more valid PS that would have been missed by not showing a full $2\pi$ phase shift, but could equally lead to over-detection caused by the inclusion of pseudo-PS. A complete $2\pi$ phase gradient is usually not always observed around the point, hence, a threshold gradient needs to be applied. This could be due to the 2048 isopotential points across the cavity of the LA not being spaced equally and also could be due to not having monotonic increase in the phase between the points. Therefore, a PS is identified when the topologic charge exceeds the threshold defined in the algorithm. The sign of the integral corresponds to the chirality of the PS. This is the direction in which the associated wave front circulates about the PS (clockwise or counter-clockwise). Its X, Y coordinates were also recorded and each LA was reshaped into 2D to study the number of PSs per surface unit along with time. An overview of PS illustration in 2D LA and how its detected using TCT is shown in Figure 17.
Figure 17: An overview of PS illustration in 2D LA and how it is detected using the topological charge technique. (a) Phase map at an instance of time of a persAF patient. b) A map displaying arrows representing the phase vector (size indicating the magnitude and orienting representing the direction of activation. (c) & (d) A plot of the topological charge in 3D and 2D to identify the location of the PS, where the topological charge equals +1 or -1.

5.2.6.1 Other PSs detection techniques

Two other algorithms were compared with the TC to detect PSs are 3D triangulation mesh technique (TMT) and the image processing based technique (IPT).
The first technique was developed in our research group, and is based on analysing the phase gradient around the interested point. The increment or decrease in phase is checked in a clockwise manner in the nodes around the point of interest. The point is identified as a PS if there is an overall increase in the phase and if the phase gradient is above the threshold defined in the algorithm. Though the detection was performed in 3D, the results could be illustrated to the 2D mesh as a cylindrical projection mentioned earlier.

The other method is more of an image processing technique for finding the boundaries of phase gradient within images. The canny edge detector (Canny 1986) was used for this purpose. After detection of the edges, sites at the end of the edges were marked and checked for a monotonic increase/decrease in phase value in a clockwise fashion. The phase gradient was also checked around it and if it satisfied all the parameter conditions, it was identified as a PS. Clusters of PS detection are represented using the centre of gravity of the cluster and in the 3D triangulation mesh algorithm, clusters of PSs are replaced by the point with greatest phase gradient. The default threshold chosen for both methods is $1.5\pi$. 

5.2.6.2 Parameter affecting PS detection techniques

Additionally, for the two PS detection techniques discussed above, the size of the ‘neighbourhood’ of the point of interest requires adjusting before the detection is performed. Therefore, the search radius is another important parameter that requires tuning, apart from the phase gradient threshold. PS detections for different combinations of the phase gradient threshold (from 0.1 π to 2 π) and the search radius (from 2 to 8 nodes) were performed for the three techniques. The PS histogram maps created from the PSs found using different settings were compared with the PS histogram map created from the PSs from the manual annotation (performed by an expert and is therefore referred as the ‘gold standard’). Optimised thresholds were found to improve detection accuracy and PS histograms were compared using the SSIM index and CORR. Multi-objective optimization function values
(Nocedal and Wright 2006) were calculated in order to gain the best trade-off between the two similarity indexes and the processing time as well as surface distance between PSs and the annually annotated PSs.

5.2.6.4 Tracking PS spatially and temporally

We used spatiotemporal ‘thresholds’ to track PSs in order to detect rotors. A maximum spatial ($\Delta d_{\text{max}} \leq 3$ nodes) and temporal separation ($\Delta t_{\text{max}} \leq 10$ ms) between detected PS was set. As a result of the tracking algorithm implementation, analysis of PS was more accurate and robust against losses of detection in short periods of time, for tracking long standing rotors. The overall overview of the methods is shown in Figure 19. PS lifespan was obtained as the temporal difference between two PSs and for those PS lasting $\geq 100$ ms were considered as rotors.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure19.png}
\caption{Schematic representation of tracking PSs. Each PS is considered as the same PS if it is between the maximum spatial ($\Delta d_{\text{max}} \leq 3$ nodes) and temporal separation ($\Delta t_{\text{max}}$...}
\end{figure}
≤ 10 ms) between the detected PS. If conditions are met, the tracking continues, else it stops tracking and reports the lifespans of the PS.

5.3 Results

5.3.1 Comparison of the three PS detection techniques

The performances of the three techniques for detecting PSs were compared using PS density maps. The maps were created for 10 seconds using their default thresholds for the parameter (TCT: 1.9 \( \pi \); TMT and IPT: 1.5 \( \pi \) and nodes ≤ 3). Overall, the similarity of the density maps did not show a good agreement (SSIM and CORR: IMT vs TMT - 0.64 ± 0.08 and 0.32 ± 0.11; TMT vs TCT - 0.55 ± 0.15 and 0.21 ± 0.10; IMT vs TCT - 0.57 ± 0.17 and 0.35 ± 0.11 respectively). On average, the SSIM and CORR for all the three techniques poorly correlated 0.59 ± 0.14 and 0.30 ± 0.12 (P < 0.001 using Mann Whitney test) respectively.

With the search radius fixed (n= 3) for the TMT and IPT, the PS density maps for all the three techniques showed that different thresholds induce differences in PS occurrence concentration, annotating distinct LA regions as potential targets for ablation (Figure 20).
Figure 20: (a) An example of the PS detection using 3 methods with a series of phase gradient thresholds. The colorbar shows the phase value in rad. (b) PS histograms of 8 s VEGM using 3 methods with different phase gradient thresholds. (c) the effect of changing the phase gradient thresholds on the number of PSs for each patient.
Figure 21 (a) illustrates the effect of adjusting the phase threshold on the number of PSs per frame for the TCT. With increase of the phase gradient threshold of acceptance of PS points, the number of PSs significantly increased overall (P < 0.05 using Mann Whitney test) except between the threshold $2\pi$ and $1.75\pi$ which did not show any significant differences (threshold: mean ± SD, $2\pi = 6047 ± 3531$, $1.75\pi = 7034 ± 3769$, $1.5\pi = 11948 ± 7351$, $1.25\pi = 16815 ± 10898$, $\pi = 18023 ± 11216$, $0.75\pi = 21584 ± 12197$, $0.5\pi = 20971520 ± 0$).

The TCT was independent of the search radius on the number of PSs per frame unlike TMT and IPT. In a study conducted in our research group, dramatic changes were observed when analysing more than 2 circles of neighbours. As a result, the processing time was comparatively very high for TMT and IPT. The processing time of TCT, TMT and IPT using default thresholds were $0.9 ± 0.2$ s vs. $335.4 ± 14.4$ s vs. $596.6 ± 144.0$ s (P < 0.0001), respectively (Figure 21).
Figure 21: (a) Box plots illustrating the effect of adjusting the phase threshold on the number of PSs per frame for the TCT. (b) The processing time of TCT, TMT and IPT using default thresholds (mean ± SD: 0.9 ± 0.2 s vs. 335.4 ± 14.4 s vs. 596.6 ± 144.0 s (P < 0.0001), respectively). (c) i) A frame of the phase clip and the region selected as the ‘gold standard’; ii) The PS histogram generated with the manual annotation (red rectangular region); iii) The shorted path/distances on the surface of 3D atrial mesh between PSs using manual annotation and the PSs using each method with revised thresholds; iv) The PS histogram generated using each method.

PS density maps of the current setting were compared to the maps manually annotated by the expert. Multi objective optimization function values were calculated for each setting and the minimum value within each method was considered the optimal point. According the multi-objective optimization, the optimal setting for IPT resulted in 1.4𝜋, with 2 circles of neighbours, while 0.6, with 3 circles of neighbours for TMT, and it is 1.8 𝜋 for TCT. With the
application of the revised settings, the PS density histograms were generated and compared
with the ‘gold standard’ as discussed earlier. The surface distances between the
automatically detected PSs and the PSs from manual annotations for each method are 4.38
± 3.88 mm for the IPT, 3.19 ± 2.32 mm for TMT and 1.63 ± 2.30 mm (P < 0.0001) for the
implemented TCT.

5.3.2 Distinguishing between different filter types

Instead of individual point by point comparison of PS locations, rotors have been tracked for
each patient in order to compare the differences in the number of PSs in each filter settings
in detail by filtering out very short-lived PSs and keeping only the more significant PSs for
comparison. For all the 10 patients, each filter significantly detected different number of PSs
(P < 0.0001 using Mann Whitney test) when compared with the number of PSs using raw
signal (mean ± SD: Raw = 97784 ± 12768; BWF = 26985 ± 13691; ICF = 17476 ± 8904; EF
= 30580 ± 12835) over a 20 seconds interval. When the number of PSs was compared for
each filter they also differed significantly from each other except between BWF and EF
(Figure 22).
Grouping multiple points into a single cluster allows us to visualise the overall trend in the motion of the points. Only rotors (which lasted ≥ 100 ms) were analysed and by evaluating the locations of these rotors the differences in identification of PSs between filters are observed. This also has the added effect of filtering out some of the PSs to make comparison more significant by leaving only the more important PSs for comparison, i.e., comparing the PSs that could be considered potential targets for ablation (Krummen et al. 2015, McDowell et al. 2015, Hwang et al. 2016). This is demonstrated in Figure 23, which shows two scatterplots; one plotted with all PS included (left) and one including only the “consistent” rotors plotted (right).

Figure 11: Box plots showing number of PSs identified for all patients using the raw signal and the three filters. Mean highest number of PS were found within the raw signal (97784 ± 12768) followed by the EF signals (30580 ± 12835), BF (26985 ± 13691) and finally the ICF (17476 ± 8904).
Figure 23: Comparison of 3D scatter plots of all PSs found in BWF patient data (left) and only rotors (right). The reduction of total number of points makes comparison of relevant PS locations which is of more interest.

For all the 10 patients, each filter also significantly detected different number of rotors ($P < 0.0001$ using Mann Whitney test) when compared with the number of rotors using raw signal (mean ± SD: Raw = 107.9 ± 24.1; BWF = 21 ± 8.9; ICF = 8 ± 6.0; EF = 17.1 ± 9.0). When the number of rotors were compared for each filter they also differed significantly from each other except between BF and EF (BW vs. ICF: $P < 0.05$, BW vs. EF: $P = 0.362$, ICF vs. EF: $P < 0.05$).

Figure 24: 3D scatter plots of centre points for all consistent rotors found using each filter and the raw signal. X and Y are the spatial directions and the Z-axis shows the time interval at which the PS cluster was found. From visual inspection, the clusters identified from the
raw signal were seen to be more dispersed than those found from the filtered signals. Despite having the fewest number of rotors, the rotors identified using the ICF showed significant overlap with the rotors found using the other two filters.

PSs density maps are a useful tool for identifying sites where PS consistently return as they identify sites with highest PSs occurrences which could indicate areas that have a higher chance of presence of rotors (Bayer et al. 2016). In order to check the location of the rotors and to get a broader view of the differences of each filter type, the PS density maps have been compared for all combinations of filters for all patients. The comparison between the HDF density maps produced using each filter type was reported based on SSIM index and CORR. The table shows the comparison values of mean and SD of SSIM and CORR between all the three filters and raw data.

Highest value of SSIM and CORR were seen between PS density maps of BWF and EF followed by BWF and ICF and ICF and EF. Very low similarity was seen between raw signal density maps and those generated from filtered signals due to greater dispersion of PS due to noise present in unfiltered signals.
Table 3: Summary of mean values with SD of SSIM and CORR indices obtained comparing all filter types and RAW signal for all the patients. Overall highest value of SSIM (0.69 ± 0.06) and CORR (0.64 ± 0.12) indices found between the BWF and EF.

<table>
<thead>
<tr>
<th>Index, mean ± SD</th>
<th>RAW</th>
<th>BWF</th>
<th>ICF</th>
<th>EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>1 ± 0</td>
<td>0.10 ± 0.05</td>
<td>0.06 ± 0.02</td>
<td>0.11 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>1 ± 0</td>
<td>0.39 ± 0.14</td>
<td>0.33 ± 0.10</td>
<td>0.32 ± 0.16</td>
</tr>
<tr>
<td>BWF</td>
<td>1 ± 0</td>
<td>0.64 ± 0.06</td>
<td>0.69 ± 0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 ± 0</td>
<td>0.58 ± 0.10</td>
<td>0.64 ± 0.12</td>
<td></td>
</tr>
<tr>
<td>ICF</td>
<td>1 ± 0</td>
<td></td>
<td>0.56 ± 0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 ± 0</td>
<td></td>
<td>0.49 ± 0.12</td>
<td></td>
</tr>
<tr>
<td>EF</td>
<td></td>
<td></td>
<td></td>
<td>1 ± 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 ± 0</td>
</tr>
</tbody>
</table>

5.3.3 Distinguishing between different filter settings

The variation in the number of PS and rotors was also observed when the filter settings were differed. The number of PSs and rotors found between for all the 10 patients for the all 4 different filter settings are shown in Table 4.

Table 4: Total number of PSs and rotors identified using different filter settings. Highest mean number of PSs found using the low pass filter (70630 ± 7832) followed by 4 to 12 Hz (64482.7 ± 107994), 4 to 10 Hz (48488 ± 87425) and finally the 1 Hz bandpass filter (8844 ± 2023). Also shows the total number of rotors found followed which also followed the same trend as the number of PSs identified. Highest mean number of rotors found using the low
pass (42.3 ± 17) followed by 4 to 12 Hz (19.4 ± 8.7), 4 to 10 Hz (8.0 ± 6.0) and finally 1 Hz bandpass (1.4 ± 2.0).

<table>
<thead>
<tr>
<th>n, Mean ± SD</th>
<th>4 – 10 Hz</th>
<th>4 – 12 Hz</th>
<th>1 Hz BP</th>
<th>Lowpass</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSs</td>
<td>Rotors</td>
<td>PSs</td>
<td>Rotors</td>
</tr>
<tr>
<td>1</td>
<td>39748</td>
<td>18</td>
<td>56388</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>309056</td>
<td>5</td>
<td>386196</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>11041</td>
<td>1</td>
<td>14112</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>15509</td>
<td>2</td>
<td>23566</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>13098</td>
<td>17</td>
<td>23677</td>
<td>33</td>
</tr>
<tr>
<td>6</td>
<td>17933</td>
<td>10</td>
<td>21446</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>13459</td>
<td>3</td>
<td>23744</td>
<td>25</td>
</tr>
<tr>
<td>8</td>
<td>13386</td>
<td>14</td>
<td>18590</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>38014</td>
<td>5</td>
<td>49114</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>13576</td>
<td>5</td>
<td>27994</td>
<td>31</td>
</tr>
<tr>
<td>Total, n</td>
<td>48488 ± 87425</td>
<td>8.0 ± 6.0</td>
<td>64482.7 ± 107994</td>
<td>19.4 ± 8.7</td>
</tr>
</tbody>
</table>

In order to check the effect of the differences of each filter settings, the PS density maps have also been compared based on SSIM index and CORR. Table 5 shows the comparison values of mean and SD of SSIM and CORR between every filter settings.
Table 5: Summary of mean values with SD of SSIM and CORR indices obtained comparing all filter settings for all the patients. Overall highest value of SSIM (0.66 ± 0.10) and CORR (0.62 ± 0.082) indices found between the settings 1 Hz BPF at HDF and 4 to 12 Hz BPF.

<table>
<thead>
<tr>
<th>Index, mean ± SD</th>
<th>4 to 10 Hz</th>
<th>4 to 12 Hz</th>
<th>1 Hz BPF at HDF</th>
<th>Low pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 to 10 Hz</td>
<td>1 ± 0</td>
<td>0.20 ± 0.11</td>
<td>0.22 ± 0.12</td>
<td>0.12 ± 0.07</td>
</tr>
<tr>
<td>4 to 12 Hz</td>
<td>1 ± 0</td>
<td>0.004 ± 0.11</td>
<td>0.0003 ± 0.11</td>
<td>-0.006 ± 0.09</td>
</tr>
<tr>
<td>1 Hz BPF at HDF</td>
<td>1 ± 0</td>
<td>0.66 ± 0.10</td>
<td>0.35 ± 0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 ± 0</td>
<td>0.62 ± 0.08</td>
<td>0.31 ± 0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 ± 0</td>
<td>0.31 ± 0.06</td>
<td>0.30 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>Low pass</td>
<td></td>
<td></td>
<td></td>
<td>1 ± 0</td>
</tr>
</tbody>
</table>

5.4 Discussion

Understanding atrial activations during AF is important. Phase mapping is interesting for this arrhythmia (Laughner et al. 2012) because it can demonstrate the cause-effect relationship which allows to understand the sequence of activations. The multiple wavelet hypothesis (Moe et al. 1964) explains that a continuous wave break collides and breaks up wavelets and creates rotors which maintain fibrillation. Whereas, the focal source hypothesis explains that stable periodic sources and centrifugal fibrillatory conduction (Jalife et al. 2002) are what maintains the fibrillation. Recently, Narayan et al. reported that detection and ablation of rotors in AF patients is effective in terminating AF and improves the clinical outcome of AF catheter ablation (Narayan et al. 2012). However, the detection of a rotor, which is stable and induces fibrillatory conduction (Jalife et al. 2002, Valderrábano 2009, Pandit and Jalife
is affected by the spatiotemporal resolution of mapping, pre-processing of signals, PSs identification technique and detection parameters for tracking it in space and time. In this study, the ways how pre-processing can affect a signal are discussed and 3 techniques for detecting PSs in patients with persAF using NCM were studied and compared. It was observed that different techniques result in distinct identification of PSs and this is mainly due to the way each technique works which ultimately leads to dissimilar performances. The main factors affecting the results for each PSs identification technique are the threshold of the phase gradient and the search radius.

Automatic identification of the PSs using convolutional operations as topological charge estimation was developed by Bray et al. and has been used by several different studies (Gray et al. 1998). The main basis of the algorithm that has been used to identify PSs in this study is the TCT which is based on Bray’s convolutional method (as discussed in section 2.5) and it was improvised to detect PSs in triangular mesh, which overcomes the limitation of uniformed rectangular mesh and closed geometry problems (Rantner et al. 2007). Studies have been performed (Tomii et al. 2015, Unger et al. 2015) in order to improve PS detection accuracy, however, they were mainly based on optical mapping and computer modelling. The TCT implemented in this study is a novel method that allows PSs investigation in global mapping on the entire atrium. This is the first time TCT was used to obtain PSs using high-density NCM during human persAF.

5.4.1 Comparing PSs identification using three different techniques

From the results, it can been observed that all three PSs detection techniques identify PSs and lead to PSs density maps but a comparison of these different maps show low SSIM and CORR index (mean ± SD, SSIM: 0.59 ± 0.14; CORR: 0.30 ± 0.12). This is surprising since the methods chosen seem to affect the data and alter the content of the data (Mironov et al. 2006) and ultimately affect the conclusions of the studies which is identifying rotors.
As results demonstrated, we find that number of PSs detected using each method depends on choosing appropriate parameters for each algorithm, but that if any parameter can be avoided there is less complexity on detecting PSs. This leads to the other advantage of the TCT over the IPT and TMT as it is independent of the search radius. TCT also showed the best performance with phase gradient threshold of 1.8 $\pi$ when compared with the PS density maps with the manual annotation as well as showed lowest surface distances between the detected PSs and the manually selected PSs. Hence, demonstrating that the implemented TCT algorithm detects PSs more accurately compared to the other two techniques. On the other hand, the processing time for this technique is very low and hence resulted in 662.9 % and 372.7 % faster to run compared to IPT and TMT respectively (mean ± SD: IPT = 596.6 ± 144.0 seconds, TMT = 335.4 ± 14.4 seconds, TCT = 0.9 ± 0.2 seconds, $P < 0.0001$). Therefore, our implemented algorithm is able to produce accurate results with reduced processing time (near-real time) to calculate targets. This is of a great advantage as fluoroscopy imaging is still considered essential to visualise catheters in real-time as long-term risks are associated with radiation both to patients and physicians during ablation. Hence, it is necessary to decrease radiation exposure (Yamagata et al. 2016).

5.4.2 Effect of pre-processing on PS detection

5.4.2.1 Phase singularity incidence and rotor statistics

PSs identified using the raw signal were much more spread out compared to those found using the filtered signals. Figure 25 shows two scatterplots of rotors identified using signals from one patient, unfiltered (left) and after filtering using the BWF (right).
Figure 25: Scatterplots of rotors identified from one patient without any filtration (left) and with BF filter applied (right) showing on the XY plane. Unfiltered scatter plot shows a greater area of the atrium covered compared to the BWF scatterplot.

The disorganisation seen in the unfiltered scatterplot compared to the BWF scatterplot are caused by the noise and the unwanted frequencies within the signal leading to a high number of artificial PSs to be located. Total PSs incidence was consistently highest when filtering the raw signals with the EF followed by BWF and finally ICF (mean ± SD, EF = 30580 ± 12835, BWF = 26985 ± 13691, ICF = 17476 ± 8903) for all the patients over interval of 20 seconds. Despite having a lower total PS incidence, a greater number of rotors were found within the BWF signal followed by the EF and ICF (mean ± SD, BWF = 21 ± 8.9, EF = 17.1 ± 9.0, ICF = 8 ± 6.0).

Interestingly, despite fewer number of rotors being identified overall, the rotors identified using the ICF showed significant overlap with the rotors found using the other filtered signals. Figure 26 shows scatter plot of all rotors identified from one patient data using each of the three filters separated.
Figure 26: Scatter plot of all rotors identified from one patient signals using each of the three filters separated by colour, BF clusters in red, ICF clusters in magenta and EF clusters in green, showing variations in x-axis and time. Although rotors mostly appear in the same regions as those from other filtered signals there is little overlap at the same time window as shown by the gaps in the z-axis (time) between groups of rotors.

The overlap in the position of the rotors suggests that the differences in results between each filter type is due to the disparity in the number of points in each plot rather than a lack of similarity in position. Therefore, whilst the rotors were found to be reasonably consistent in space, there was much less overlap in time. Although this is a significant difference, this would have a negligible impact on the decision of where to target ablation, as spatial position of rotors is more important. Therefore, comparing the spatial positions for each filter type, based on results from Table 3, both mean SSIM and CORR indices for BWF and EF were found to have the highest level of similarity to each other. It is also possible that where rotors are not seen, PS were still identified but were not consistent enough to be considered for this analysis which could ultimately lead to higher SSIM and CORR indices.

Overall the comparisons of PS density maps for each filter type was above the threshold of 0.5 to be considered significantly similar. When ranking the values of CORR indices for each patient, the overall trend remained consistent in all the patients. As expected, no relationship
was found between raw density maps and all the filtered density maps, as the number and dispersion of PSs in the raw signals are so much higher than in the in the filtered signals. This shows that most of the PSs found in the raw signal are created by noise due to their random nature and unwanted frequency. These points are not present in the filtered signals because they are found in signal components outside of the frequency band non-attenuated by the filter. It also demonstrates that high PS identification is not a guaranteed indication of successful filter design as a high number of artificial PSs are generated by noise in under-filtered signals.

5.4.2.2 Varying filter frequency

PS incidence was highest for the low pass filter, followed by the 4 - 12 Hz bandpass, the 4 - 10 Hz bandpass and finally the 1 Hz narrow BPF around the HDF. The number of PS incidence highlights the effect of noise on the signals. It is generally accepted that to identify only signal components relating to activations responsible for AF, signals should be filtered with a BPF with a lower threshold of 4 Hz and an upper threshold in the region of 10 to 15 Hz (Sanders et al. 2005, Salinet et al. 2017). Therefore, anything outside of that bandwidth should be considered noise/artefacts or not electro-physiologically relevant. The low pass filtered signal demonstrated highest number of rotors compared to the other filter settings (Table 4). Rotors could only be found in 30% of patients when using the 1 Hz narrow BPF around the HDF. The filter also showed the lowest mean number of rotors (1.4 ± 1.96). This suggests that the 1 Hz bandwidth is too narrow to capture the range of frequencies needed to show full rotors when detected in VEGMs obtained using NCM. Also, by reducing the number of frequencies allowed through the filter, any rotors that cause activations at frequencies outside the frequency band will be completely missed, which explains the reason for detecting more PSs and rotors than in wider band of frequencies.

The only relationship seen is between the 4 - 10 Hz and 4 - 12 Hz bandpass filters. This is expected due to the large bandwidth overlap (mean ± SD, SSIM: 0.20 ± 0.11; CORR: 0.004 ± 0.11). Interestingly, the SSIM and CORR indices obtained for low pass filter setting with 4
to 10 Hz BP and 4 to 12 Hz BP showed significant differences in results. The major differences between the low pass filter setting and 4 to 10/12 Hz bandpass filters must be caused by the frequency at higher range (i.e. 11 – 12 Hz) as this is the only difference between them. This therefore, further reinforces the impact that a slight modification in the frequency band can lead to a significant difference in rotor detection.

5.4.2.3 Comparison of findings to literature

In a study by Benjamin King et al. (King et al. 2017), optical mapping rabbit’s myocardium under simulated fibrillation were studied to observe the effect of BPF and spatial resolution (spacing of simulated electrodes) had on the location and characterisation of PSs and rotors. The study showed a reduction in mean number of PSs when the 4 Hz BPF was applied around the DF compared to the unfiltered signals and also that these PSs were seen to have a longer duration than those found within the unfiltered maps. Leading to an increase in the number of PSs deemed rotors was higher in the BPF phase maps. The number of rotors identified using the 1 Hz narrow BPF was much lower than the number found using the unfiltered signal and this difference could be due to the greater bandwidth of the study’s BPF bandwidth (4 Hz vs 1 Hz).

On the other hand, our study also used BPF wider than 4 Hz (4 - 10 Hz and 4 - 12 Hz) which still showed a lower mean number of rotors than the unfiltered signal. This emphasises the fact that the difference in results are due to the amount of noise/artefacts and unwanted frequency components found in the unfiltered signals and such that if a ‘cleaner’ signal is achieved, for instance by using a mapping technique that inherently has less noise, it is expected that signal components outside of the electro-physiologically relevant regions would contribute fewer perceived PSs to the phase maps. Therefore, BPF should only be applied at a maximum bandwidth to preserve the original signal in order to identify PSs which shows sufficient stability to be deemed as rotors. Hence, intracardiac signals should undergo pre-processing before being used for characterisation of atrial substrate.
5.4.3 Clinical significance

The highest procedural success rates after catheter ablation are typically seen in patients with pAF (Calkins et al. 2007) and deemed unsuitable in persAF (Oral et al. 2006). The high rates of AF recurrence support the notion that currently available procedural end points are ineffective in identifying the true atrial substrate during ablation procedure. For persAF, the absence of identified and located causes often involves damage to the atrium that could be avoided if the atrial substrate were identified and located for ablation or surgical therapy (Cox et al. 1991, Cox et al. 2000, Damiano and Bailey 2007). As mentioned earlier, FIRM seems to favour the outcomes of catheter ablation (Narayan and Krummen 2012, S.M. Narayan et al. 2012, Sanjiv M. Narayan et al. 2012, Schricker et al. 2014), however, other research work has shown low reproducibility of ablation outcomes using this approach (Benharash et al. 2015).

Studying intracardiac signals helps in understanding AF characteristics better (Papazoglou and Parthasarathy 2007). As discussed in previous chapters, intracardiac signals is a measure of hearts electrical potential versus time. It also contains unwanted components. There are various types of noises that are responsible for contamination such as baseline wander noise, electromyography interference, and 50 or 60 Hz power line interference (Chavan et al. 2008). In the case of intracardiac signals various noises such as respiratory interference, muscular noise is blended in the signal of interest. Hence it is really important to de-noise these signals. Based on our study, it could be argued that at least some of the differences in results of the above-mentioned studies could be because they characterise the atrial substrate in different way. Our results highlights that pre-processing of the signals, feature detection techniques and parameter settings of the detectors could affect PS detections, and that would result in misleading identification of the atrial substrate and hence ablation targets.
5.5 Conclusion

PSs have been believed as the source of cardiac fibrillation (Gray et al. 1998) and phase mapping technique can be used to track spatiotemporal changes during arrhythmia (Umapathy et al. 2010b). Researches showed AF re-entry sources using phase analysis techniques in invasive (S.M. Narayan et al. 2012) and non-invasive (Haïssaguerre et al. 2014) EP systems. They also showed that targeting these sources appears to improve treatment success (Pak et al. 2003, Narayan et al. 2012). In this study, the TCT method was developed to automatically calculate PSs using high-density NCM during human persAF. We have demonstrated that the implemented TCT for calculating PSs is more efficient (in terms of processing time) compared to other two techniques (IPT and TMT), while at the same time yielding higher accuracy of detection, thereby, making it more suitable for real-time purposes, such as during the EP procedures. Therefore, the algorithm proposed in this research is highly suggested to be used as it is a robust method for detecting and locating the PSs.

It has also been shown that detecting PSs from fibrillatory signals is a complex mathematical procedure, and thus it requires careful description of the parameters in order to correctly identify the PSs. We have demonstrated that different pre-processing techniques and thresholds affect the detections of PSs accordingly. Based on our results, it has also been observed that types of filters does not produce significant differences in rotor histograms as much as types of filter settings does. BPF is recommended without infringing on the frequency regions in which the relevant activations lie.
Chapter 6

Spatiotemporal Complexity of Phase Singularities as observable in the Atrial Electrograms in Human Persistent Atrial Fibrillation

6.1 Introduction

The onset and maintenance of supraventricular arrhythmias require both an initiating event and an anatomic substrate. With respect to atrial flutter (AFL), a macro re-entrant circuit triggers the electrical atrial activity, whereas, for AF, the situation is often complex. Previous researches show AF may result from an irregular atrial response to a rapidly discharging, regularly firing driver resulting from either local ectopic firing (Haïssaguerre et al. 1998), or a single localized re-entry circuit (Nattel 2002). Wavelets randomly re-enter tissue previously activated by the same wavelet named mother-rotor (Jalife 2003) or another wavelet (Xie et al. 2002). The presence of sources represents "stable" triggers that should be eliminated or isolated by curative ablation approaches in order to manage the disease (Wharton 2001). The identification and the localization of such "stable" triggers is one of the current challenges in ablation procedure. Many studies evidence that the mechanisms sustaining human AF are deterministic. However, due to the chaotic nature of AF (Ng and Goldberger 2007), finding stable electrical rotors and focal sources in either atrium is challenging. Hence, to obtain a better understanding of the rotors, it would be desirable to extract information about their spatiotemporal dynamics.

NCM technology allows generation of isopotential maps of a whole cardiac chamber from a single beat by simultaneous reconstruction of more than 3300 VEGMs (Schilling et al. 1998,
Gornick et al. 1999). It can also be used to identify mechanisms of rotor activation during AF (Yamabe et al. 2016).

In this study, we sought to identify rotors and analyse the complexity of the atrial activity dynamics as observable using NCM in persAF patients. We also focused on the rotor dynamics after DF guided followed by PVI ablation, whether one or more rotors are seen and study their behaviour. We used parameters that are commonly used for clinical characterization of persAF including DF, OI, and phase analysis. We also evaluated if DF-guided ablation revealed any significant anatomical differences in activation frequencies, AF organization, rotor location, and dynamics.

6.2 Methods

The methodology described below includes a complete overview of the patients’ characteristics, electrophysiological set-up and electro-anatomical mapping of the LA. After this, the methodology focussed on analysing the phase of the VEGMs, finding PSs and tracking the long-lived PSs.

6.2.1. Patient characteristics

This study included 10 persAF patients who underwent catheter ablation under the guidance of a 3D mapping system (Ensite Velocity, St. Jude Medical). The study was approved by the local ethics committee and all procedures were carried out after informed consent. The patient’s characteristics are detailed in table 1 (see chapter 1).

6.2.2. Electrophysiological set-up and electro-anatomical mapping

Prior to the electrophysiological set-up, all drugs except amiodarone were stopped. Under fluoroscopic guidance, a quadripolar catheter and steerable decapolar catheter were inserted via femoral vein. Following trans-septal puncture, anticoagulant drugs were administered to maintain an activated clotting time between 300-350 seconds. Electro-anatomical mapping was performed in all patients to achieve detailed 3D LA geometry.
(RUPV, RLPV, LUPV, LLPV, atrial roof, LAA, septum, lateral, anterior, floor, posterior and CS) with a noncontact MEA catheter. After DF-guided ablation was performed, a post procedure recording was collected for up to 5 min. The MEA was removed followed by standard PVI. In case this was insufficient to restore sinus rhythm, cardioversion was achieved by flecainide or internal defibrillation.

6.2.3 Data acquisition and signal processing

Surface ECG was recorded and band-pass filtered between 0.5 Hz and 50 Hz for all the patients. The non-contact MEA (Ensite Velocity, St. Jude Medical, USA) recorded 2048 points of AF VEGMs simultaneously from the endocardial surface of the LA. All VEGMs were resampled at 512 Hz, band-pass filtered between 1 Hz and 100 Hz and analysed offline using MATLAB (Mathworks, USA). For all 10 patients, up to 20 s of segments were analysed. Since the unipolar signals can have a significant far field ventricular component, a QRST subtraction was applied to remove the ventricular influence using a method previously described by Salinet et al. (Salinet et al. 2013a) (figure 8 of chapter 3).

6.2.4 Phase, phase singularities and rotor tracking

To obtain the phase of the VEGMs, Hilbert transform was applied to produce analytical signals from the VEGMs collected from the persAF patients. An overview of the methodology is provided in figure 10 of chapter 3. The PSs detection was implemented based on the topological charge method described by Bray et al. 2001. The PSs are identified as the points where there is a topological defect. Identification of spatial PSs was done by marking the sites where all phase values (-π to +π) converged on the endocardial surface of the LA. The chirality of the PS indicates the direction in which the associated wave front circulates about the PS point (clockwise or counter-clockwise). Each LA was reshaped into 2D to study the number of PSs per surface unit along with time and the X, Y coordinates of the PSs were also recorded.
We used spatiotemporal ‘thresholds’ to track PSs in order to detect rotors. A maximum spatial ($\Delta d_{\text{max}} \leq 3$ nodes) and temporal separation ($\Delta t_{\text{max}} \leq 10$ ms) between detected PS was set. As a result of the tracking algorithm implementation, analysis of PS was more accurate and robust against losses of detection in short periods of time, for tracking long standing rotors. The overall overview of the method is shown in figure 19 of chapter 5.

PS lifespan was obtained and for those PSs lasting $\geq 100$ ms (rotors), we calculated the density of rotors (defined as number of rotors arising per surface unit). The rotors are observed both in 3D and 2D and the LA was divided into ten sections. The locations of the rotors were tracked spatiotemporally to obtain the density of PSs and also PSs appearing at any instant were recorded to help visualise the complexity of the PSs clustering/appearance. This analysis was performed on both pre- and post-ablation data.
Figure 27: The location of the PSs were identified in 3D and 2D and tracked spatiotemporally to detect rotors. Its X, Y coordinates were also recorded and each LA was reshaped into 2D block for observing its behaviour. The chirality of each PS was also recorded.

### 6.2.5 Rotors and DF

Power spectra were estimated (Figure 28) using FFT with a Hamming window for every 1 second – long-time window with 50% overlap for all the 2048 points in the LA to find the DF, defined as the frequency component with the highest power in the frequency range between 4 and 10 Hz. Zero padding was used to increase the density of the frequency spectrum, making it smoother. HDF regions for each individual window were defined as LA geometry nodes where DF was within 0.25 Hz of the highest DF measured for that window. The OI
was also measured. The spatiotemporal correlation of HDF areas and rotors was investigated and the OI value was recorded for both in presence and absence of a rotor.
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*Figure 28: Shows the VEGM of a persAF patient, its frequency spectrum and the phase data extracted from it. The spectra and the phase are further analysed to study the atrial activity and dynamics of the rotor behaviour in the LA.*

### 6.2.6 Radiofrequency ablation

Radiofrequency catheter ablation guided by DF was performed on all patients. Once the primary HDF site was identified, its CoG (Salinet *et al.* 2013c) was determined and ablation started by targeting the CoGs and their trajectory. A post procedure (after DF guided ablation) recording was collected for up to 5 minutes. The MEA was then removed and that was followed by standard PVI.

### 6.2.7 Statistical analysis

Nonparametric paired multiple data were analysed using the Wilcoxon matched-pairs signed rank test, while nonparametric unpaired data were analysed using the Mann–Whitney test. P-values less than 0.05 were considered statistically significant.
6.3 Results

6.3.1 Spatial distribution of PSs during AF

Figure 29 shows a representative example of one such plot where the cumulative distribution of PSs appearing at any region. Complex clustering of PSs were seen in some instances when the several PSs were detected close to each other. The red coloured bars highlights the region with PSs clustering and provides information about the spatial phase patterns during persAF. For all 10 persAF patients’ cases, the number of PSs observed at any instant is shown in figure 32 (a). From our results, in 98.61 % of the time no PSs were observed prior to ablation. Also when PSs appeared, the number of PSs ranged from 1 to 21 at any instant.

Figure 29: (a) Shows a representative example of one such plot where the cumulative distribution of PSs is shown. (b) Evolution of PSs (and their chirality) over time. In both (a)
and (b) complex clustering of PSs were seen in some instances when several PSs were detected close to each other (highlighted in red).

### 6.3.2 Analysis of rotor lifespan during persAF

The lifespan of tracked PSs gives an idea about the impact of rotors in the sustenance of this complex arrhythmia. For all 10 patients, figure 32 (b) shows the lifespan of tracked PSs in milliseconds. In total 2573 PSs were tracked. The lifespan distribution was skewed to the left, with 94.79% of tracked PSs lasting less than 100 ms. The mean lifespan of PSs was short, 24.13 ms (IQR: 0.74 ~ 47.52 ms), with a range that varied from 2 to 506 ms. The mean lifespan of the rotors were found 162.05 ± 79.46 ms.

### 6.3.3 PersAF dynamics and organization

The presence of any persistent or leading rotor(s) coincided with higher atrial activity when compared with the short lived PSs windows (Figure 30).

![Figure 30: Shows the VEGM and the corresponding HDF value in presence of rotor(s). For the mother rotor fibrillation, the mean HDF is 8.24 ± 0.33 Hz significantly different from short](image)
lived PSs window 7.95 ± 0.42 Hz (p< 0.0001) (see figure 33 (a)). The complexity of the FFT spectra as represented by the OI for mother rotor and short lived PSs window were significantly different as well (OI: 0.732 ± 0.05 vs 0.76 ± 0.05, p< 0.0001) (see figure 33 (b)).

Figure 31: (a) Density maps of short lived PSs vs. rotor. For short lived PSs, a broad distribution of PSs can be seen. (b & c) Locations of rotors in the anatomical regions of the LA for both (b) pre vs. (c) post ablation data. From our results, prior to ablation, rotors were observed in several regions, with the septum having the highest incidence. (LUPV: Left upper pulmonary vein; LLPV: Left lower pulmonary vein; RUPV: right upper pulmonary vein; RLPV: right lower pulmonary vein; POS: posterior wall; ANT: anterior wall; LAA: left atrial appendage; Sept: Septum).

Our results also show the regions where the mother rotors seemed to appear. Histograms for the mother rotor and short lived PSs differed substantially (figure 31 (a)). For short lived PSs, there was a broad distribution of PSs. Although very few rotors had long life spans,
their dynamic behaviour tended to be consistent over time in the similar anatomical regions. From our results, prior to ablation, rotors were observed in several regions, with the septum having the highest incidence, followed by the RLPV, floor, anterior wall, roof and posterior wall and RUPV (figure 31 (b)).

6.3.4 Effect of DF guided ablation on the longstanding rotors

For all 10 patients, after DF guided ablation, in 90.87 % of the time no PSs were observed. Also when PSs appeared, the number of PSs ranged from 1 to 17 at any instant (see figure 32 (a)). The total number of tracked PSs for all patients did not change significantly (n= 2431), however, the number of rotors increased (pre vs post, n= 5.21 % vs 6.29 %) after the ablation. These rotors were seen in more often of windows (pre vs. post, median: 17.5 % vs 26.25 %; IQR: 3.75 ~ 50 % vs.12.5 ~ 37.5 %) when tracked over the same time interval. The mean lifespan of tracked PSs was short, 25.67 ± 35.30 ms, with a range that varied from 2 to 504 ms and the lifespan of the rotors was 153.48 ± 73.52 ms. Although DF guided ablation did not affect the number of rotors significantly, in particular, a significant reduction (p< 0.0001) in the number of rotors were more evident in the RUPV, roof and posterior wall and, interestingly, with the highest incidence in the septum.
Ablation caused significant increases in OI (pre vs. post, rotor window: $0.732 \pm 0.05$ vs. $0.77 \pm 0.04$, $P < 0.0001$; pre vs. post, short-lived PSs window: $0.76 \pm 0.05$ vs. $0.79 \pm 0.03$, $P < 0.0001$) and decreases in HDF (pre vs. post, rotor window: $8.24 \pm 0.33$ Hz vs. $0.79 \pm 0.50$ Hz, $P < 0.0001$; pre vs. post, short-lived PSs window: $7.95 \pm 0.42$ Hz vs. $7.73 \pm 0.50$ Hz, $P < 0.0001$).
6.4 Discussion

PS corresponds to a point that does not have a definite phase while its neighbouring sites exhibit phases that change monotonically from $-\pi$ to $+\pi$. Therefore, phase mapping illustrates the excitation recovery cycle, highlights the sequence of activation and allows the quantification of rotor dynamics. Some studies support a major role for rotors as the drivers of cardiac fibrillation, in both animal models and in humans, as the excitations are believed to rotate around a PS which acts as a pivot point (Winfree 1978). However, researches have been showing contradictory roles of rotors in persAF (Allessie and de Groot 2014, Narayan and Jalife 2014). Therefore initiation, maintenance and termination of PSs should be understood first, before an adequate strategy for treatment of persAF can be designed based on rotor ablation.

The spatial distribution of the PSs corresponds to a wave-break point (Winfree 1989, Cabo et al. 1996, Gray et al. 1998, Chen et al. 2000) and causes ever-changing activation patterns that characterize fibrillation (Valderrábano et al. 2003). According to the multiple wavelet hypothesis, fibrillation is maintained by spontaneous wave breaks that constantly generate randomly wandering daughter wavelets (Moe 1962). For all the patients, prior to ablation, up to 21 PSs were observed at any instant. Formation of pairs of PSs was also observed. Among the total time of PSs appearing at any particular instant, paired PSs seemed to
appear 54.6 % of the time. This dynamic behaviour of PSs suggests that the wave breaks were non-randomly distributed and reflects the waves propagation as a result of processes of excitation, recovery and diffusion (Gray et al. 1998). Each PS was subsequently present in vicinity of other PSs and therefore tracking them in space and time led to identification of rotors around which the wavelets are understood to hinge and give rise to spiralling wave fronts (Winfree 1978).

6.4.1 Characterizing long-lived PSs

In figure 27, the X and Y locations of two long-lived PSs of opposite chirality (pink and grey shaded circles) can be observed from the time of their initiation until termination. Lifespan histograms for tracked PSs indicate that the majority (pre vs. post, median: 3.21 % vs. 5.34 %; IQR: 0.85 ~ 5.32 % vs. 7.00 ~ 15.25 %) of PSs lasted less than 100 ms.

The rotor density map gives an idea about the distribution of the rotors in the LA and illustrates their wandering behaviour. Although very few rotors had long life spans, their dynamic behaviour tended to be consistent over time in the similar anatomical regions. Our results suggest that, over the 20 s interval, there was evidence of anatomical determinism in all the 9 patients who frequently re-formed at the same anatomical location with the septum being the most visited region. Kumagai and colleagues (Kumagai et al. 1997) concluded that unstable re-entrant circuits, principally involving the septum, appeared to be important for the maintenance of AF. Another study (Ideker and Huang 2005) on fibrillation stated that a possible common location of the mother rotor is at the region where the posterior free wall intersects with the septum. They concluded that that region is the fastest activating region and that it gives rise to activation fronts that lead to fibrillation.

Wharton (2001) (Wharton 2001) stated that if the appropriate substrate is not present, AF once initiated will not be maintained and will spontaneously terminate. Though our results show that when rotors reappeared, they re-formed at the same preferential spatial sites and had no temporal stability. In 2014, Jarman et al. (Jarman et al. 2014) reported that transient
organization of activation may occur probabilistically and that organized regions would not be expected to have temporal stability if underlying activation was truly random. This shows that rotors are not the only mechanism sustaining AF and, at times, they coexist with other mechanisms.

In the majority of instances PSs were not observed at all. And when observed, they had a propensity to drift about the surface of the LA and frequently they were not long-lived rotors. However, when tracked, rotors exhibited meandering behaviour, were rarely stationary from frame to frame and the areas of the atrium with rotors were activated at high rates and with lower organization.

### 6.4.2 Long lived PSs and their organisation

Fibrillatory activity may be caused directly by multiple functional re-entry circuits varying in time and space (Allessie et al. 1996). From our results, presence of any intermittent or spatially stable rotor contributed to the multiple components in the frequency spectra (lower OI), i.e. less organised electrograms. This suggests, the presence of multiple sources which could be the cause of multiple peaks in the frequency spectra and also supporting the idea that rotors are not the exclusive mechanism in persAF.

#### 6.4.2.1 Effect of DF guided ablation

DF guided ablation made persAF evolve into a slower atrial arrhythmia (from $\sim 8.03$ Hz to $\sim 7.77$ Hz) and with increased organization of the VEGMS (from $\sim 0.75$ to $\sim 0.79$). High OIs indicate increased AF organization and a smaller number of wavelets (Everett et al. 2001). DF guided ablation also resulted in significant reduction ($P < 0.0001$) in the number of rotors in the RUPV, roof and posterior wall, despite the overall increase in number of rotors. Interestingly, the highest incidence of rotors observed was still in the septum and therefore, it is possible that the secondary AF drivers were eliminated and consequently, the effect of initial/dominant rotors became more marked. Studies, have also shown that, structural
remodelling of the heart has been shown to interfere with rotor behaviour (Vaquero et al. 2008). Regions of fibrosis may anchor fibrillatory rotors and it has been demonstrated that meandering rotors can become transiently or permanently trapped by abrupt discontinuities in the fibre architecture (Gonzales et al. 2014). This could explain why, despite dynamic movement of the rotors, they re-formed at the same anatomical location. Rotors had not been demonstrated directly in human AF (Vaquero et al. 2008) until recent advances in wide-area contact mapping and computational analysis (FIRM); however, they were indirectly supported by animal studies and some clinical analyses. Thus, the question about rotors is whether they are active drivers of fibrillation or simply represent a passive phenomenon, and the answer to that question is still unclear.

### 6.5 Conclusions

PersAF is being recognized increasingly as a deterministic process resulting from multiple mechanisms, such as rapidly firing foci and fibrillatory conduction, rather than a fundamentally turbulent and self-sustaining process. In the present study, we evaluated the spatiotemporal dynamics of the PSs based on the atrial VEGMs collected using noncontact mapping. PSs showed different behaviour spatially and had varying life spans. In our database, rotors were not seen very often (17.5 % of the time). They continually switched between organized and disorganized behaviours. DF guided ablation did not have a significant effect on the number of tracked PSs (pre vs. post, n= 2573 vs. 2431), however, the number of rotors increased (pre vs. post, average: 5.05 % vs. 6.34 %). Transient rotors were found in majority of mapped regions, are spatiotemporally associated with higher atrial rate as well as disorganised electrograms, and, when recurrent, demonstrate anatomical determinism.
Chapter 7

Combination of Frequency and Phase to Characterise the Spatiotemporal Behaviour of Cardiac Waves during Persistent Atrial Fibrillation in Humans

7.1 Introduction

Cardiac dysrhythmia can be due to abnormal function of the SA node or it can arise from other areas which normally do not initiate electrical impulses. AF is a very rapid, chaotic rhythm, which makes the atria and the ventricles beat irregularly. The state of AF is generally reflected using time domain analysis such as heart rate and in the shape of the ECG (absence of of P waves and irregular oscillations of the baseline). VEGMs recorded from patients with persAF are the electrical recording of the LA which represent voltages on the inner surface of the LA. VEGMs contain important pointers to the nature of diseases afflicting the heart. As an alternative to time domain analysis of the atrial period during AF, frequency domain and phase analysis of atrial signals are also useful to investigate the characteristic of AF electrograms, as they provide different perspectives of how atrial activation behaves. As AF develops there are also some advancements in some factors (trigger and substrate) that help sustaining it. In case of pAF, it is the dominance of triggers that maintains it, whereas in case of persAF it is both the triggers and substrate modulation which maintain it and finally in permanent AF it is the predominance of only substrate modulation which is maintaining AF (Figure 34) (Wyse and Gersh 2004). In this chapter the combination of frequency and phase analysis of persAF signals is studied to try to help elucidate the mechanism of wave propagation and the identification of the drivers and characterisation of their dynamics, which could help to develop patient-specific ablation strategies.
7.2 Methods

7.2.1 Patient characteristics

This study included 10 male (36.1-76.4 years old) persAF patients with AF duration ranging from 132 to 848 days, who underwent their first procedure of catheter ablation under the guidance of 3D mapping system (Ensite Velocity, St. Jude Medical). The study was approved by the local ethics committee and all procedures were carried out after informed consent.

7.2.2 Electrophysiological set-up and electro-anatomical mapping

All antiarrhythmic drugs, except amiodarone, were discontinued for at least 5 half-lives before the start of the procedure. 3D EAM was performed in all patients. The details of the mapping procedure have been described in chapter 2.

7.2.3 Data acquisition and signal processing

The intracardiac signals were collected using MEA. VEGMs (2048 channels) were sampled at 2034.5 Hz and exported using the filter setting of 1 Hz to 150 Hz. The data were analysed offline using Matlab (Mathworks, USA). The VEGMs were resampled at 512 Hz using cubic

Figure 34: The figure shows the relative importance of factors that maintain the paroxysmal, persistent and permanent AF (pAF, persAF and permanent AF respectively). For pAF, it is the triggers; for persAF, it is combination of both triggers and substrate modification; for permanent AF, it is only the substrate modification which is sustaining AF.
spline interpolation method to reduce processing time while maintaining a relatively high sampling rate for the frequency analysis. Ventricular far-field activity was removed from the recorded VEGMs using a QRST subtraction technique previously described (Ahmad et al. 2011, Salinet et al. 2013a). The VEGMs were then divided into 4 seconds long window segments with a 50 % overlap. For each segment, spectral analysis was performed using FFT. Hamming window was applied to the atrial VEGMs to reduce leakage. Zero padding was used to improve the DF identification with a resulting frequency step of 0.05 Hz. DF was defined as the peak in the power spectrum within the physiological range of 4 - 10 Hz (Salinet et al. 2013c).

7.2.4 Highest dominant frequency (HDF)

HDF regions for each individual window were defined as LA geometry nodes where DF was within 0.25 Hz of the highest DF measured for that window. These regions are considered to represent sites maintaining the persAF arrhythmia. Therefore, the area of a HDF forms a ‘cloud’ which is assumed to represent the AF activity for that region (Salinet et al. 2013c). In order to understand the trajectory of the HDF regions, the CoG of the HDF ‘clouds’ were determined by averaging the coordinates of each one node in the ‘cloud’ weighted by their DF values (Salinet et al. 2013c). These CoGs were acquired for every 4 seconds FFT window with 50 % overlap over a 75 seconds interval.

7.2.5 Phase and phase singularity points

To obtain the phase we applied Hilbert transform to produce analytical signals from the unipolar signals obtained from the VEGMs collected from the persAF patients. A phase singularity is a spatial point where all phase values converge and may be localised through calculation of the topological charge, \( n_b \), as defined in chapter 5. The sign of the topological index derived corresponds to the chirality of the PS. This is the direction in which the associated wave front circulates about the PS point (clockwise or counter-clockwise).
7.2.6 Combining highest DF, phase maps and PS points

To study the spatiotemporal relationship between PSs and HDF, we projected the PSs and HDF on phase maps (Figure 35), and investigated the PSs and HDF distribution at regions of the LA along time. In this study, for 75 seconds of recording we analysed 37 HDF windows and 38400 phase maps corresponding to each patient. Algorithms were developed that automatically reported the PSs number of each frame in the phase map and automatically localised the PSs in the phase map. The HDF sites in each frame were also identified automatically.

To understand the co-localisation of HDF sites with PSs, the corresponding maps of cumulative PSs inside the HDF region were combined. To describe quantitatively the non-localisation or overlapping between the cumulative maps of HDF sites and PSs in corresponding frames, we calculated the spatial shifts, i.e., the median distance (as well as the IQR) between the COG of the HDF site with every PSs (37 windows per patient, total 370 windows). Median distance and IQR have been used as a better representative of distance as the number of PSs are large and many PSs have been observed to lie at a far distance from the nearest CoG.
Figure 35: Illustration of the parameters characterising the atrial substrate. For one patient corresponding (a) phase, (b) PSs, (c) HDF and all the parameters combined for three different instances are shown in order to study the spatiotemporal relationship between among them.

### 7.2.6.1 Analysing spatiotemporal behaviour

Previously, we reported on the stability of HDF in persAF and that study offered a wider perspective about the movement of the HDF ‘clouds’ illustrating that they are temporarily unstable (see chapter 4) (Figure 36).
Figure 36: Illustration of corresponding 3D and 2D HDF maps for one patient for several windows. It can be seen that the HDF regions are not consistent in every window and that sometimes they reoccur in the same region after a certain while.

In this study we focused more on verifying if there is a spatiotemporal correspondence between PSs and HDF by analysing its density maps. We created an algorithm to investigate if the dense PS sites spatially correlated with the HDF.
sites. It was concluded, in chapter 4, that HDF density maps produced from any random segment of VEGM recording of 75 seconds could potentially indicate consistent locations of the dense regions and may represent the individual drivers that are believed to mechanistically sustain persAF. PSs were accordingly identified for the same time period and their respective density maps were produced for comparison. In total, 70 pairs of PSs and HDF density maps were studied.

**7.2.6.2 Spatiotemporal clustering of PSs**

Trajectories describe the movement behaviour of PSs, and therefore clustering can be used to represent groups of PSs that appeared within a similar space and time. For instance, it is applied on PSs of similar chirality who are moving consistently together (may be in different time periods). Therefore, spatiotemporal clustering, i.e., clustering PSs based on their spatial and temporal similarity was performed (Figure 37) and the instances of PSs of opposite chirality appeared around the HDF were observed for all windows at the instant of time when the wave fronts of the two oppositely rotating wavelets propagate between the PSs.
Figure 37: Illustration of how K-Means clustering algorithm. The algorithm depends on the assignment of information to a given set of partitions also known as cluster centres or the K centroids. In this study, it was defined as 2 (clockwise and anticlockwise centroids). At every step of the algorithm, each data value is assigned to the nearest centroid based on some similarity parameter that is calculated using Euclidean distance measurement. Then, the centroids are recalculated based on these hard assignments. With each successive pass, a value can change the centroid it belongs to, thus altering the values of the centroid at every pass.

7.2.6.3 Characterisation of HDF and PSs density maps

To investigate further the underlying behaviour of the density maps of the HDF and PSs, the dense regions of both the maps were characterised. The nodes in the LA were divided into groups by application of an appropriate density threshold. When a density threshold is specified, the density map shows only colours for density values above 100% minus the threshold. The threshold is specified as a percentage of the height of the colour bar (see figure 38). Thus, with a threshold of 25 %, the density maps to will show the upper quarter of the colour bar. Note that a threshold of 100 % the map shows all the dense regions.
The following illustration (figure 38) shows the colour bars with thresholds set at 100 % \((T_{100})\), 75 % \((T_{75})\), 50 % \((T_{50})\) and 25 % \((T_{25})\) (from left to right). The cumulative history colour bar is the same, except the bottom colour will be the trace background colour. Accordingly, for each threshold, the OI values were obtained and compared.

![Colour bars with thresholds set at 100%, 75%, 50%, and 25%](image)

*Figure 38: The illustration shows the colour bar of the density map with threshold set at 100 %, 75 %, 50 % and 25 % (from left to right). The cumulative history colour bar is the same except the bottom colour will be the trace background colour.*

7.3 Results

7.3.1 Observing behaviour of HDF and PSs spatiotemporally

7.3.1.1 Temporal correlation between PSs and LA regions

To study the temporal correlation between PSs and LA sites, we systematically tracked over consecutive time frames of two seconds in order to understand their behaviour and co-localisation. The first 20 seconds of persAF event were used for analysis in every patient. Figure 39 (a) shows a box plot of the cumulative number of PSs (for all 10 patients) appearing over time in one region (septum) of the LA. Except for the posterior wall and the right upper pulmonary vein region, no significant changes (P valued based on Friedman test) in the percentage of PSs were observed appearing at any other region at any interval (anterior, \(P = 0.5853\); floor, \(P = 0.8632\); LAA, \(P = 0.2709\); left lower pulmonary vein, \(P = \)).
0.3341; left upper pulmonary vein, P = 0.7450; posterior wall = 0.031*; right lower pulmonary vein, P = 0.2951; right upper pulmonary vein, P = 0.0443*; roof, P = 0.5839; septum, P = 0.2079) and hence remained consistent (using linear regression) in all the patients (Figure 39 (c)), indicating a temporal correlation between regions of LA and the PSs.

The PSs seemed to have visited all the regions of the LA: posterior wall (mean ± SD) (24.42 % ± 5.16 %), floor (16.06 % ± 5.55 %), right upper pulmonary vein (10.83 % ± 3.73 %), anterior wall (10.78 % ± 3.80 %), roof (9.84 % ± 3.59 %), septum (8.37 % ± 3.85 %), other PVs (5.46 % ± 2.87 %), and LAA (3.30 % ± 1.99 %). Therefore, in 20 seconds long segments of persAF recordings, the most preferential areas visited by the PSs were the posterior wall and the floor of the LA, with highest incidence of PS points compared with the remaining LA areas. RUPV and anterior wall of the LA presented almost half the incidences of PSs.
(n, mean ± SD, %)

<table>
<thead>
<tr>
<th></th>
<th>t_1</th>
<th>t_2</th>
<th>t_3</th>
<th>t_4</th>
<th>t_5</th>
<th>t_6</th>
<th>t_7</th>
<th>t_8</th>
<th>t_9</th>
<th>t_10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anterior</td>
<td>16.19 ± 12.16</td>
<td>9.49 ± 13.28</td>
<td>11.57 ± 21.06</td>
<td>11.74 ± 21.06</td>
<td>5.62 ± 7.46</td>
<td>10.81 ± 10.46</td>
<td>27.83 ± 37.73</td>
<td>3.57 ± 5.60</td>
<td>7.01 ± 11.63</td>
<td>4.77 ± 7.87</td>
</tr>
<tr>
<td>Floor</td>
<td>9.87 ± 1.85</td>
<td>11.58 ± 3.23</td>
<td>3.93 ± 1.45</td>
<td>6.87 ± 1.45</td>
<td>9.38 ± 3.15</td>
<td>28.13 ± 3.25</td>
<td>3.77 ± 1.69</td>
<td>10.44 ± 1.35</td>
<td>9.95 ± 1.30</td>
<td>5.68 ± 3.88</td>
</tr>
<tr>
<td>LAA</td>
<td>9.36 ± 21.33</td>
<td>0.51 ± 1.17</td>
<td>2.59 ± 4.29</td>
<td>0.92 ± 1.49</td>
<td>0 ± 0</td>
<td>11.13 ± 18.76</td>
<td>0.163 ± 2.56</td>
<td>0.39 ± 0.39</td>
<td>4.27 ± 7.61</td>
<td>3.65 ± 6.75</td>
</tr>
<tr>
<td>Left lower pulmonary vein</td>
<td>1.04 ± 2.37</td>
<td>2.13 ± 5.69</td>
<td>2.11 ± 4.46</td>
<td>3.39 ± 4.35</td>
<td>10.79 ± 25.13</td>
<td>1.53 ± 4.87</td>
<td>10.3 ± 18.26</td>
<td>1.12 ± 2.25</td>
<td>8.98 ± 11.46</td>
<td>11.59 ± 27.27</td>
</tr>
<tr>
<td>Left upper pulmonary vein</td>
<td>5.34 ± 11.33</td>
<td>2.36 ± 5.31</td>
<td>10.59 ± 18.15</td>
<td>1.48 ± 2.41</td>
<td>4.00 ± 6.06</td>
<td>11.25 ± 14.80</td>
<td>10.71 ± 31.27</td>
<td>3.78 ± 11.96</td>
<td>12.02 ± 24.42</td>
<td>6.50 ± 9.39</td>
</tr>
<tr>
<td>Right lower pulmonary vein</td>
<td>1.91 ± 5.21</td>
<td>7.29 ± 13.69</td>
<td>8.30 ± 19.29</td>
<td>2.32 ± 5.27</td>
<td>1.16 ± 2.76</td>
<td>2.46 ± 7.79</td>
<td>0 ± 0</td>
<td>8.37 ± 12.57</td>
<td>10.10 ± 19.19</td>
<td>3.19 ± 6.58</td>
</tr>
<tr>
<td>Septum</td>
<td>18.56 ± 27.29</td>
<td>4.14 ± 8.71</td>
<td>5.09 ± 10.34</td>
<td>3.69 ± 7.65</td>
<td>2.59 ± 5.14</td>
<td>10.01 ± 21.42</td>
<td>0 ± 0</td>
<td>12.49 ± 22.35</td>
<td>9.91 ± 20.27</td>
<td>11.85 ± 24.86</td>
</tr>
</tbody>
</table>
Figure 39: (a) shows box plot of the cumulative number of PSs (for all 10 patients) appearing over time in the septum of the LA. (b) Summary showing the mean and SD of the number of PSs appearing at each region every two seconds. (c) Shows the best fit line for all the regions and the corresponding slope (m) value of the best fit.

7.3.1.2 Spatiotemporal behaviour of HDF and PSs

Comparing the density maps of HDF and PSs gives an overall summary of the spatiotemporal behaviour. For every patient, creating PS density maps using any random segment of 75 seconds produced very similar maps (SSIM: 0.89 ± 0.07) and demonstrated preferential areas where PSs appear more often (as highlighted in the previous section). The corresponding HDF density map when compared to the PS density map interestingly also showed similarity among them (SSIM: 0.76 ± 0.12). Some examples of the corresponding HDF and PSs density maps are presented in Figure 40 for three different patients.
Figure 40: Comparison of the density maps of HDF and PSs to understand the overall summary of the spatiotemporal behaviour for three different patients, a, b and c.

7.3.2 Correlation between HDF sites and PSs

Spatial correspondence is referred when a HDF site overlaps with the PS map for the same time segment. To study the spatial correlation between HDF sites and PSs in depth, we superimposed the PSs and HDF for every 2 seconds frames from each patient to construct spatial maps of the HDF sites (bars) and PSs (coloured region) (Figure 41). HDF regions and highest PS occurrence did not overlap (Wilcoxon rank sum test, \( P < 0.0001 \)). As discussed in chapter 6 that PSs drifts over the LA area, the median distance of PSs with respect to the HDF site was therefore studied. The spatial shifts, i.e., the median distance between the CoG of the HDF site with every PSs (for 37 windows per patient) were 40.32 mm (IQR: 29.59 ~ 51.02 mm). Therefore, HDF sites displaying lower degree of co-localisation with PS regions.
As mentioned earlier, in chapter 5, PSs were identified according to their chirality and also that they frequently appear in pairs, the observation of PSs not being spatially anchored at particular HDF sites let us further investigate the distribution of clockwise and anticlockwise PSs with respect to the HDF region. The spatiotemporal clustering - trajectory, provides an overview of how PSs of opposite chirality were distributed both in space and time in relation to the HDF site. It was observed that PSs have the tendency to gather separately from the PSs of opposing chirality (Figure 42 (b)). The median distance between the CoG of the HDF site with every clockwise and anticlockwise PSs (for all the patients) were 40.29 mm (IQR: 30.41 ~ 50.09 mm) and 31.99 mm (IQR: 36.47 ~ 41.79 mm) respectively (see Table 6).
Figure 41: Shows HDF and PS detection in several regions of LA in corresponding frames.
Table 6: Summarises the spatial shifts of all the PSs from the HDF region in all corresponding frames for all the 10 patients.

<table>
<thead>
<tr>
<th>PSs</th>
<th>Irrespective of chirality</th>
<th>Clockwise</th>
<th>Anticlockwise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Distance (mm), 25th percentile, median, 75th percentile)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>29.99 40.69 51.86</td>
<td>29.29 40.72 50.59</td>
<td>29.42 41.33 53.17</td>
</tr>
<tr>
<td>2</td>
<td>33.26 45.43 56.60</td>
<td>35.66 46.03 54.34</td>
<td>36.47 48.79 58.78</td>
</tr>
<tr>
<td>3</td>
<td>32.42 43.30 54.59</td>
<td>33.89 44.06 53.18</td>
<td>32.37 41.47 51.14</td>
</tr>
<tr>
<td>4</td>
<td>26.08 34.94 44.45</td>
<td>26.10 34.95 43.78</td>
<td>26.10 34.90 45.78</td>
</tr>
<tr>
<td>5</td>
<td>31.48 41.39 50.29</td>
<td>33.16 41.10 48.88</td>
<td>32.95 41.86 49.79</td>
</tr>
<tr>
<td>6</td>
<td>29.18 39.18 51.87</td>
<td>29.92 40.36 51.04</td>
<td>28.42 38.81 51.33</td>
</tr>
<tr>
<td>7</td>
<td>29.42 40.82 49.83</td>
<td>31.26 39.57 49.29</td>
<td>30.22 40.50 49.08</td>
</tr>
<tr>
<td>8</td>
<td>29.41 39.55 50.53</td>
<td>28.76 39.74 49.59</td>
<td>34.49 42.74 50.72</td>
</tr>
<tr>
<td>9</td>
<td>28.33 39.14 49.27</td>
<td>28.49 38.86 48.62</td>
<td>28.49 38.86 48.62</td>
</tr>
<tr>
<td>10</td>
<td>27.32 38.72 50.99</td>
<td>27.63 37.50 51.64</td>
<td>28.73 38.66 46.97</td>
</tr>
</tbody>
</table>
Figure 42: (a) shows an example of the PSs clustering appearing around a HDF cloud in a consecutive interval of time. The arrows indicate the propagating waves travelling across the atria giving rise to fibrillatory conduction and (b) they seem to be related to the drift direction of the HDF 'clouds' (see chapter 8).
7.3.3 Comparing OI values of the PSs and HDF density maps

The HDF and OI value of the LA (before ablation) ranged from 5.25 Hz to 8.4 Hz (mean ± SD, 6.44 ± 0.61 Hz) and 0.11 to 0.97 (mean ± SD, 0.52 ± 0.16 Hz) for this cohort of patients. The OI value of the dense regions of the HDF and PSs are further divided into groups according to their density (mean ± SD: HDF density map, $T_{100} = 0.34 \pm 0.14$, $T_{75} = 0.35 \pm 0.14$, $T_{50} = 0.34 \pm 0.13$, $T_{25} = 0.36 \pm 0014$, PSs density map, $T_{100} = 0.35 \pm 0.14$, $T_{75} = 0.35 \pm 0.15$, $T_{50} = 0.36 \pm 0.15$, $T_{25} = 0.34 \pm 0.15$).

![Box plots showing OI values for HDF and PS density maps with change in density threshold.]

Figure 43: The mean and SD of the OI value for HDF and PS density map with change in density threshold set at 100 % ($T_{100}$), 75 % ($T_{75}$), 50 % ($T_{50}$) and 25 % ($T_{25}$).

7.4 Discussion

AF results in the absence of normal atrial contractions (Van Gelder and Hemels 2006). Although catheter ablation of AF is an effective rhythm control strategy, the recurrence rate is significant (Van Gelder et al. 1996). The mechanism of this disease is still poorly understood, and two major theories exist: the focal source hypothesis (Lloyd-Jones et al. 2001).
and the multiple wavelet hypothesis (Wolf et al. 1991, Benjamin et al. 1998). Power spectral techniques provide the frequency content of the signal. However, the frequency content does not represent a complete characterisation of the dynamic AF substrate (Gutbrod et al. 2015). On the other hand, phase analysis allows observation of the activation patterns of the substrate and identification of PSs can lead to characterising arrhythmias (Umapathy et al. 2010b). However, PSs might also indicate a structural or a functional anomaly that initiates cardiac excitation waves (Pandit and Jalife 2013) which might not represent the sources maintaining the disease. In this study, the relationships among fibrillation wave dynamics parameters were examined in human persAF data by focusing on parameters such as PSs and HDF.

### 7.4.1 Dynamic behaviour of PSs in the LA regions

In an attempt to better understand the dynamic changes of PSs over different temporal scales, here we examine in detail the dynamic behaviour of the correlation between LA regions and the number of PSs over consecutive time frames of two seconds. Checking the number of PSs over the two second interval windows, we were able to identify several maps based solely on the frequency of the temporal fluctuations of the PSs appearing at each region. The slope of the best fit line calculated for the entire time series for each region was very low (near ‘zero’) implying no change in number of PSs at each region with time. We observed temporal stability in every region, except the posterior wall and right upper pulmonary vein region. From the results, PSs demonstrated preferential areas and were more likely to be located on the posterior wall, floor, right upper pulmonary vein, anterior wall and roof. These findings are in agreement with recent human studies where the spatiotemporal association between DF and re-entrant phase activation areas was studied (Salinet et al. 2017).
7.4.2 Correlation between HDF vs. PSs density maps

As discussed in chapter 4, HDF density maps obtained for 75 seconds recording of VEGM seemed to remain consistent and therefore could be an indicative of fixed drivers of persAF. Cumulative plotting of the HDFs along time would help identifying the potential stable sources of persAF (Dastagir et al. 2014). PSs are sites about which all phases of the depolarization/repolarization cycle exist simultaneously (Krummen et al. 2015), and its density maps are of interest because they could indicate tissues capable of supporting rotors. Accordingly, PS density maps created using 75 seconds of VEGM recording showed higher SSIM index and therefore high similarity among them. However, when the correlation between HDF and PSs sites were studied, the results displayed lower degree of co-localisation (see Figure 41).

This was confirmed when the CoG of the HDF region with respect to the PSs were observed to be a distance apart (median: 40.32 mm, IQR: 29.59 ~ 51.02 mm). Hence, it can be concluded that the PSs tended to be located around the vicinity of the HDF areas rather than overlapping with them. The results also suggest that PSs appear in preferential locations and in similar quantity in the same interval of time, and that there is a spatial consistency with the HDF dense regions. That hints that a relationship exists between HDFs and PSs. Intriguingly, the median distance between the CoG of the HDF site with every clockwise and anticlockwise PSs (for all the patients) were 40.29 mm (IQR: 30.41 ~ 50.09 mm) and 31.99 mm (IQR: 36.47 ~ 41.79 mm) respectively and the median distance between the respective CoG of clockwise with anticlockwise PSs is 5.15 mm (IQR: 2.77 ~ 8.77 mm). Thereby demonstrating that PSs of different chirality have the tendency to gather separately from each other yet being present in the same region.
7.4.3 OI for the localisation of AF sources

Studies about the spectral organisation (T. T. Everett et al. 2001, Tobon et al. 2012, Jarman et al. 2014) have stated that OI provides a better approximation for the localisation of ectopic sources of high frequency and continuous activity during episodes of fibrillation. Areas of high frequency and high degree of organization have been proposed as critical regions for maintaining AF (Skanes et al. 1998, Mandapati et al. 2000, Mansour et al. 2001) and those areas have been recently proposed as ablation targets (Sanders 2005). Interestingly, as the nodes in the LA were divided into groups by application of several density thresholds, it was observed that the top most 25 % dense nodes (T25) of the HDF density map had significantly higher OI (P <0.05, Mann Whitney test) when compared to the T25 of the PS density map. With increase in threshold (see Figure 43), for all the patients, the OI value for the PS density map did not change significantly (T25 vs T50, P = 0.0461; T25 vs T75, P = 0.0535; T25 vs T100, P = 0.1378, using Mann Whitney test) whereas for the HDF density map, for the all the patients, with increase in threshold the OI value changed significantly (T25 vs T50, P = 0.0016; T25 vs T75, P = 0.023; T25 vs T100, P = 0.0009, Mann Whitney test). Overall, the average OI was higher in the HDF sites than in the PSs. These values thereby indicate variability of frequencies in both regions (much higher in the PSs site). This suggests that the HDF sites are more representative of stable periodic sources that are inducing wave breakup (Jalife et al. 1998, Jalife et al. 2002). Also, such that, rapidly succeeding wave fronts emanate from these sources propagate through the LA and interact with anatomic and/or functional obstacles, leading to the phenomenon of "vortex shedding" and to wavelet formation (Jalife et al. 1998) as indicated by the PS density maps just at the vicinity of the HDF dense regions.
7.4.4 Ablation strategy suggestions based on HDF and PSs density maps

In a recent simulation study, it was demonstrated that co-localising 15 mm RFA lesions with locations of high PS density more effectively terminated fibrillation (Bayer et al. 2016). The study suggested targeting such regions by RFA strategies based on perforated circles and lines. This approach does not aim to targeting individual AF substrates, but to target the pathway of the electrical activity to limit its propagation in the LA. Interestingly, as discussed earlier, from our results, the halfway mean distance between PSs and HDF region for all 10 patients resulted in 20.27 ± 8.79 mm, which already highlights the region between the PS and HDF density map. Therefore, with the ablation areas covered by the perforated circle of 15 mm diameter or line of 15 mm, it could be understood that the propagation path of the excitation waves has been obstructed. As a result, it could be understood that there is a cause-effect relationship between the HDF and the PS density maps respectively which leads to the spatiotemporal organization in the activation patterns during sustained AF and such that analysing the behaviour of the two parameters can help clinicians to develop strategies for RFA.

Although the mean distance reported is close to the distance mentioned in the simulated study, the ablation might not cover exactly the mid pathway of the HDF and PSs density map in many cases because of the spread of the result. However, for clinicians to make decisions effectively, density maps of both the parameters need to be identified on a patient-by-patient basis.

7.5 Conclusion

The results shown in this chapter provide a framework for helping to understand the complex dynamics of high frequency regions – represented by the HDF – with re-entry activation – represented by the PSs – in persAF. Studies have demonstrated that re-entrant drivers as
well as atrial regions with high activation rates can be responsible for persAF maintenance (Narayan et al. 2012, Sanders et al. 2005).

Phase analysis of the VEGMs enables tracking the activation wave fronts simultaneously in the whole LA. Their spatial distribution and evolution in time provide insight into wave propagation dynamics and enable localisation and tracking of PSs. These can lead to the identification of rotors, which is one of the potential source mechanisms of persAF. Identifying the location of persistent PSs and targeting ablation at these critical regions has been shown to reduce the effects of persAF in models and patients (Narayan et al. 2012, Atienza et al. 2014, Haïssaguerre et al. 2014, Miller et al. 2014, Hwang et al. 2016).

Whereas, finding HDF regions allows for the global identification of areas in the LA with rapid activations. The wide range of HDFs in each patient suggests there are multiple wandering wavelets. This study therefore combined the phase, PSs and HDF to study the dynamics and spatial behaviour of the VEGMs during persAF. It was observed that the PSs and HDF density maps had a mechanistic interaction with each other such that PSs are localised mainly around or at the vicinity of the HDF regions. The analysis stated that propagating waves travel across the LA giving rise to fibrillatory conduction and they seem to have a relationship with the most visited HDF sites. Generating and analysing these spatiotemporal maps may prove helpful in understanding the spatial and temporal changes during AF and tracking the activation patterns dynamically. Therefore, analysing the relationship between HDF and PSs based on these maps could lead to understanding persAF activation, which could help clinicians establish ablation strategies. For example, when pairs of PSs of opposite chirality interact with an HDF ‘cloud’ that travels between them a reasonable ablation strategy could be ablating a line connecting the two centres of PSs with opposite chirality, blocking the path of propagation of HDF activation.
Chapter 8

Main findings and future investigations

In persAF patients, identification of critical areas for successful ablation remains a challenge. Therefore, improving our knowledge of the underlying AF behaviour is a key factor to contribute towards improving patient outcomes. The analysis of the atrial electrical activity plays an important role to reveal the underlying electrophysiological mechanisms responsible for its initiation, maintenance and perpetuation. DF analysis of VEGMs finds the activation rate of the dominant atrial signal in the atrium whereas phase analysis captures the wavefront dynamics through the activation-recovery cycle of the underlying tissue. Investigation and interpretation of the outcomes from these analyses are used to inform ablation strategies. In the present thesis, we investigated the spatiotemporal behaviour of the HDF sites as well as investigated the behaviour of the phase over time in the LA for understanding the activation patterns during persAF and their relationship with the underlying mechanisms for AF maintenance and perpetuation.

8.1 Main findings

The results presented in this thesis allowed for the following findings and contributions to the field:

- We developed a novel approach for studying the HDF regions over consecutive time windows in order to produce cumulative density maps and investigate spatiotemporal behaviour of HDF regions in the LA during persAF (Dastagir et al., 2015). Our results show that HDF in persAF is not temporally stable and that they have a spatial ‘reappearance’ in certain regions of the atrium with septum being the most common location (Dastagir et al., 2015). The MVR by the HDF sites also significantly appeared to have higher atrial rate along with lower degree of organisation (Dastagir et al., 2015), thereby, suggesting the existence of driver regions with very rapid and
regular activity maintaining AF. We suggest that HDF density maps should be considered for HDF targeted ablation and also that it can also be used as an important tool to analyse the effect of ablation.

- We developed and tested the TCT to track PSs from human persAF data. VEGM phase was found to be as effective for PSs detection suggesting that it may be used clinically to locate rotor during fibrillation. The main basis of the algorithm is the well-established convolutional method as other research groups have been using and it was further adapted to detect PSs in triangular meshes, which overcomes the limitation of uniformed rectangular meshes and closed geometry problems (Li et al., 2017). The novelty of the implemented technique in this study that it allows PSs investigation in global mapping on the entire atrium. This is the first time TCT was used to obtain PSs using high-density NCM during human persAF.

- The present work also investigated the performance of TCT compared with two other PS detection techniques for detecting PSs in patients with persAF using NCM (Li et al., 2017). Comparing the three methods in the current work resulted in PS density maps with relatively low similarity suggesting that identification of the rotors is dependent on the different automated PS detection techniques (Li et al., 2017).

- Moreover, the implemented algorithm, had the best performance in detecting PSs by resulting in lowest surface distances between the detected PSs and the manually identified PSs (Li et al., 2017). This demonstrates that our algorithm detects PSs more precisely compared to the other two techniques. On the other hand, the processing time for it is almost ‘real’ time (< 1 second), being 662.9 % and 372.7 % faster compared to the other two techniques (Li et al., 2017). Therefore, our implemented algorithm is able to produce accurate results with much reduced processing time (near-real time) to calculate targets. Real-time implementation of the technique represents a novelty that could have considerable impact on clinical practice, as part of the decision making process for persAF treatment. Overall, the
algorithm proposed in this research is suggested to be used as it is a robust method for identification of PSs (Li et al., 2017).

- We have also shown that changing the pre-processing methods used on intracardiac signals causes significant variations in the perceived presence of PSs in atria which could ultimately affect the detection of ablation targets and consecutively the success rate of ablation. We have demonstrated the effect of varying filter type and settings on the detection of PSs (Dastagir et al., 2015). By investigating the similarities and differences in PS location and stability, our results highlight that filter settings could affect PS detections, and that might result in misleading identification of the atrial substrate and hence ablation targets. Therefore, based on our results, it has also been observed that using different types of filters does not produce significant differences in PSs density maps as much as types of filter settings does. BPF between 4 to 12 Hz is recommended to be applied on VEGMs as it corresponds better to the physiological range of AF.

- In the present study, we also evaluated the spatiotemporal dynamics of the PSs based on the atrial VEGMs collected using NCM. PSs showed different behaviour spatially and had varying life spans. In our database, rotors were not seen very often and were associated with higher atrial rate as well as disorganised electrograms, and, when recurrent, demonstrate anatomical determinism with the septum having the highest incidence (Dastagir et al., 2016). We also evaluated whether the ablation revealed any significant anatomical differences in activation frequencies, AF organization, rotor location, and dynamics. Our results suggest that rotors are not the sole perpetuating mechanism in persAF.

- We also studied the combination of frequency and phase analysis of persAF signals to elucidate the mechanism of wave propagation in an attempt to identify potential drivers and characterise dynamics, which could help to develop patient-specific ablation strategies. The results shown in this thesis provide a framework for helping
to understand the complex dynamics between high frequency regions and re-entry activation sites in persAF. We argue that there is an interplay between the HDF and the PS density maps such that analysing the behaviour of the two parameters can help clinicians to develop strategies for RFA (Dastagir et al., 2015).

8.2 Future investigations

The results reported in this thesis helped to identify and define future investigations. Some of the suggestions below are already being conducted by the current researchers from the Bioengineering group in collaboration with the Cardiovascular Science group, and other opportunities might be considered for future PhD students.

8.2.1 Propagation of HDF region

Previously, we also reported regarding the stability of HDF in persAF and the study offered a wider perspective about the movement of the HDF ‘clouds’ illustrating that they are temporarily unstable (see chapter 4) (Dastagir et al., 2014). In this study we also focused more on understanding their movement. We presented an algorithm to check the drift of the CoG of HDF from current time window to the next and, if so, to check whether it drifted in the resultant direction induced by the cumulative behaviour of the PSs (Figure 44 (b)). A relationship is discovered if the overall spatial and temporal appearance of PSs approximately correspond to the trajectories of the HDF.
Figure 44: (a) 3D map of the left atrium showing the centre of a high DF area in black. The circles with the corresponding sign indicate clockwise and counter-clockwise PSs respectively. (b) Schematic diagram defining the direction of PSs with opposite chirality. We examine the situations when HDF channels through these PSs (arrows in the middle).

The movement of the HDF ‘clouds’ (as discussed in chapter 4) shows that HDF sites are temporarily unstable. PSs of opposite signs were observed for each window that might have an effect on the propagation of the HDF from current to the next window. Preliminary, using raw VEGM data, for all the 9 patients, we analysed a total of 411 windows and PSs of opposite chirality were observed in all the windows. Out of 411 windows, we observed HDF
‘clouds’ propagating in 293 windows (mean ± SD: 71.3 ± 10.7%) (Dastagir et al., 2015). On average, 13 (±9) times PSs of opposite signs were observed for each window that influenced the propagation of the HDF from current to the next window (Dastagir et al., 2015). However, VEGM filtering affected the number of PSs significantly (P < 0.001) (Dastagir et al., 2015). Using the same analysis the relationship of these two parameters were observed significantly less often (P < 0.001) when compared using the t-test. Therefore, using raw VEGMs, an interesting spatial and temporal organization of PSs with the HDF was observed. Filtering VEGMs simplifies the signal and locates selective PSs and this needs to be studied further to understand the influence of PSs on HDF as it could help developing a more successful ablation strategy.

8.2.2 Phase vector plots

We developed a visualization tool in MATLAB for visualizing phase data of the VEGMs. The tool provides the phase data, the HDF data as well as it calculates and displays the phase vectors. The technique also implements phase vector magnitude as well as vector direction. The resulting image provides, a visualization of the vector field in 2D is mapped onto the 3D surface of LA (see Figure 45) simultaneously with the phase data. The phase vectors are also shown for every sample, which therefore helps to visualise the frequent movement patterns of the phase.
Figure 45: Representation of phase vector plots with the phase value in the background (colour) in 2D and 3D human LA. The colour represents a phase in the excitation recovery.
cycle and the arrows represent the corresponding magnitude and direction of the phase propagation with time.

Developing an effective visualisation of a phase vector field is an interesting interactive tool for clinicians as it enables them to observe the formation and evolution of the atrial excitations patterns along time during AF. In areas of PSs, arrows surrounding it can be observed to appear pointing in a clockwise or counter clockwise way. It could be presented as a new technique for displaying phase data which can be applied to both 2D and 3D regular grids and surfaces. Our study so far had developed the tool to produce the plots, however, it can be further worked into for making a novel tool for visualising phase data during fibrillation.

8.2.3 DF guided persAF ablation

VEGMs with HDF are believed to represent atrial substrates with periodic activation responsible for the maintenance of persAF. This study aimed to assess the HDF spatiotemporal behaviour using high density noncontact mapping in persAF (Dastagir et al., 2014, Dastagir et al., 2015, Li et al., 2015, Salinet et al., 2013). Identifying atrial regions that are more prone to host HDF might contribute to the identification of AF drivers in persAF. Atrial areas were delimited in each frame for all VEGMs to create density maps. Such regions with highest occurrence of HDF would represent regions with highest incidence of periodic activation that could be responsible for AF perpetuation, and are potential targets for ablation. The proposed method identifies and quantifies the spatiotemporal regularity of the HDFs. The investigation of recurrent HDF regions might offer a more comprehensive dynamic overview of persAF behaviour, and the ablation targeting such regions could be considered in future works.
8.2.4 Implementing ablation strategy

Phase mapping can help to provide activation characteristics during AF. Ablation targeting PS and rotors has gained increasing interest in the past few years with early data suggesting high termination rate for persAF ablation (Haissaguerre et al., 2014, Narayan et al., 2012). Pak et al. (Pak et al., 2003) reported ablation of PS points terminated fibrillation, and Narayan and collaborators (Narayan et al., 2012) observed rotors in AF patients, with rotor ablation effectively terminating AF. However, details of some electrogram-based phase mapping methods have not been completely described, and rotor-based ablation has achieved mixed outcomes in terminating AF (Vijayakumar et al. 2016). Mandapati and collaborators (Mandapati et al., 2000) found a highly significant correlation between the rotation period of rotors and the DF at the same sites. This study mapped the phase, PSs and HDF to study the dynamics and spatial behaviour of the VEGMs during persAF. It was observed that PSs are localized mainly around the HDF regions. It was also frequently observed the transit of HDF ‘clouds’ between rotors of opposite chirality (Dastagir et al., 2015). Therefore, for mapping persAF, it would be interesting to analyse both HDF and PSs together and creating ablation lines based on the interaction between them in order to block the trajectory of the HDF ‘clouds’. This study may perhaps be considered in future works.
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