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Abstract

This thesis examines the relationship between regulation and financial innovation, salience and financial fragility, and subprime mortgages and lending bubbles. In Chapter 1, we consider a model of two competing banks offering deposit contracts to households. The traditional bank can only invest in risk-free assets and offers risk-free deposits, while the other, risk-taking bank invests in risky assets and offers a risky contract with a higher return. Risk-averse households invest their wealth within the financial sector in order to trade in the subsequent period with a producer. The producer, representing the real economy, bears a capacity adjustment cost if he encounters demand fluctuations. Thus, by investing in the risky technology, the risk-taking bank creates an externality for the real sector through the contract it provides to households. Within this framework we investigate the role of regulation and financial innovation. The main result of this study is that, even in an extreme scenario where, by innovating, the risky bank can fully bypass regulation, regulation is still effective in reducing overall risk. This is due to the fact that regulation generates a “composition effect”, diverting funds away from the “innovative” bank towards the traditional one.

In Chapter 2, we show that salience theory can explain excess volatility of asset prices, and the resulting fire-sales in periods of financial turmoil. Here we classify risk into two types, idiosyncratic and systemic, and postulate that investors over-weigh the type of risk that is salient. Either component of risk (systemic or idiosyncratic) becomes salient when its realisation deviates sufficiently from a reference point. We show that a change in salience – from one component (idiosyncratic) to the other (systemic) – will generate excess volatility. Interestingly, higher risk aversion generally exacerbates excess volatility of prices.

In Chapter 3, we consider a model with two types of households; the poor with no initial endowment and the rich with positive endowment, and two types of assets; properties in a poor area and properties in a rich area. In the model, the poor agents require credit to buy an asset, whereas the rich can draw from their endowment. We show that credit-fuelled housing bubbles sometimes may improve welfare, making poorer individuals better-off. More precisely, there exist two types of equilibria in both markets: One is a bubble equilibrium, and the other is an equilibrium where asset prices are stable over time. While the poor always obtain a positive surplus in the bubble equilibrium, this is not necessarily true for the rich. Our results suggest there may be scope for market interventions aimed at sustaining the value of assets held by credit-constrained agents after the burst of a credit bubble.
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Introduction

In this thesis, I explore three different themes in financial economics. The first theme focuses on the interaction between regulation and financial innovation in the context of the discussion on the effectiveness of regulation. The theoretical analysis shows that regulation is still relevant and effective even when banks can bypass the regulation fully. This is due to the fact that risk-averse investors divert their wealth away from the risk-taking bank, towards the safer entity if their contract induces higher return volatility. This study contributes to the literature by providing a foundational base for the discussion on financial regulation. There are two competing banks in the model: The traditional bank, which can only invest in risk-free assets, and offers risk-free deposits; and the risk-taking bank, which offers a risky contract with a higher return, due the (risky) investment opportunities available. Risk averse households (HHs) optimally choose between these two contracts in the first period. In the second period, HHs exchange their realized total wealth with a producer. The producer, representing the real economy, bears a capacity adjustment cost if he encounters demand fluctuations. Thus by investing in the risky technology, the risk-taking bank causes an externality to the real sector through the contract it offers to households. In this way, risky contracts exacerbate demand fluctuations. The risk-taking bank faces a trade-off; by investing more in the risky asset, it can increase profits, but this implies fewer remaining reserves. As a result, more investment in the risky asset will imply a riskier contract for the households, who will then deposit less funds into the risk-taking bank, thus decreasing the bank’s profits. The introduction of regulation, aimed at redressing the negative externality, forces the risk-taking bank to innovate. However, since innovation is costly, it also offers worse terms to investors. As a result, either the safe bank is able to attract more funds or the risk-taking bank reduces its exposure to the risky technology. In both cases,
overall risk taking is strictly lower than in the absence of regulation. We also analyze under what conditions regulation is more effective. This happens, when the innovation cost is high, or the total funds attracted by the risk-taking bank are low. These findings are consistent with the policy discussion regarding the downsizing of “too big to fail” financial institutions, primarily since the model suggests that as the funds attracted by the risk-taking bank grow larger, regulation becomes less effective. This effect is driven by the fact that the cost of devising ways around regulation is fixed and has accordingly a smaller impact on larger institutions.

The second theme is concerned with financial instability and asset price volatility. The aim of this section is to understand how investors value assets, especially considering the build-up to and aftermath of the Great Recession. Specifically, we revisit the question of why complex and opaque securities are overpriced ex-ante, and why later, during a crisis period, they are sold at fire-sales prices. The central idea here is that investors perceive different types of risk, idiosyncratic and systemic, disproportionately, focusing more on the type of risk that is salient. Either type of risk (systemic or idiosyncratic) is salient when its realization deviates sufficiently from a reference point. We show that assets are mispriced due to the salient thinking of investors, which creates excess price volatility. We also conduct comparative statics with respect to the model parameters. The most interesting result is that price volatility and mispricing increases with risk aversion. When risk aversion increases due to mean-variance utility, investors’ expected utility becomes more sensitive to a change in perceived variance. Initially, when idiosyncratic risk is salient, agents are willing to pay a premium for assets that carry less idiosyncratic risk. The more risk-averse agents are, the more prevalent the mispricing of these assets. However, when a shock hits the market making systemic risk more salient, these investors will try to rebalance their portfolios in favour of assets that carry less systematic risk. The more risk-averse agents are, the more aggressively they will rebalance their portfolios, thus creating excess volatility. In contrast, in the extreme case of risk neutrality, investors do not care about which type of risk they are facing - systemic or idiosyncratic - and focus solely on the expected returns. Thus, their demand is unaffected by which type of risk is salient. The policy implications of this paper involve both ex-ante and ex-post policies. In terms of ex-post interventions, the proposed model and
results suggest that there is scope for interventions in financial markets such as Troubled Asset Relief Programmes (TARP). However, it should be noted that we do not conduct a welfare analysis, which means that the effectiveness of these interventions should be discussed and analysed in relation to a specific context.

The final theme that is discussed is asset price bubbles, taking into consideration the empirical evidence relating to subprime lending bubbles during the financial crisis. This paper aims to show that credit-fuelled bubbles - where the price of an asset is above the fundamental - can sometimes make poor agents (subprime borrowers) better-off and improve welfare. This argument relies on the idea that asset price bubbles can improve the intergenerational allocation of resources in the presence of financial frictions, such as borrowing constraint. We consider a model with two types of households; the poor (with no initial endowment), and the rich (with some endowment); and two types of assets, properties in a poor area (poor asset), and properties in a rich area (rich asset). In the model, poor agents need credit to purchase an asset, whereas the rich can draw from their endowment. In other words, the poor need a 100% loan-to-value (LTV) mortgage (can be thought of as subprime loans), whereas the rich can make a downpayment. Thus, the equilibrium price for the poor asset is determined by the availability of credit. We show that there exist two types of equilibria for the properties in the poor region. One is a bubble equilibrium, which exists if credit growth is sufficiently large, i.e., a credit-fuelled bubble. The other is an equilibrium where the asset price is stable over time, but the asset is significantly underpriced. In the bubble scenario, prices grow fast enough to enable the poor household who purchased the asset to not only pay back their loan by selling the asset when old, but also to receive a positive surplus. In the no-bubble scenario credit growth is small, implying that price growth is not sufficient to enable the agents to pay back their debt by selling the asset in the future. Thus, in the no-bubble case, the equilibrium price will be zero, i.e., the asset is significantly underpriced. The implication of this result is that the bubble scenario makes the poor better-off and improves welfare. For the rich asset market, there are also two types of equilibria; a bubble equilibrium, and a no-bubble equilibrium with a price at the fundamental value. In the rich asset market, the price is bounded below by the fundamental value, since the rich can always purchase the asset by drawing funds from their endowment. This in contrast, is not true for the poor
asset, which is always underpriced in the absence of bubbles. In terms of policy, our results suggest that there may be scope for market interventions aimed at sustaining the value of the assets held by credit-constrained agents after the burst of a credit bubble.
Chapter 1

Innovation or Loophole? Effect of Regulation under Financial Innovation

Chapter Abstract
We build a tractable model of two competing banks offering deposit contracts to households. One bank, the traditional one, can only invest in risk-free assets and offers risk-free deposits, while the other invests in risky assets and offers a risky contract with a higher return. Risk-averse households solve a canonical portfolio optimization problem and invest their wealth within the financial sector to trade in the subsequent period with a producer. The producer, representing the real economy, bears a capacity adjustment cost if he faces demand fluctuations. Thus, by investing in the risky technology, the risk taking bank causes an externality on the real sector through the contract it offers to households. Risky contracts exacerbate demand fluctuations. Within this framework we investigate the role of regulation and financial innovation. We take a narrow view of financial innovation interpreted as a means to avoid regulation on risk exposure. Our main result is that even in the extreme scenario where, by innovating, the risky bank can fully bypass regulation, regulation is still effective in reducing overall risk. This is due to the fact that regulation generates a “composition effect” diverting funds away from the “innovative” bank towards the traditional one.
1.1 Introduction

The last financial crisis showed that financial innovation can be used to avoid regulation (Kane, 1981, 2012; Wall, 2014). It is often claimed that financial institutions regularly seek innovative ways through which to avoid regulation (The New York Times, 2014)\(^1\), so that regulation is simply a costly activity with negligible gain. Surprisingly, the ineffectiveness of financial regulation is also asserted (in)directly by former regulators. In particular, Greenspan (2011) argues that increased equity capital requirements merely act as an excess buffer despite their significant cost, and appear to have little use. The implication of Greenspan’s claim is that regulation is inefficient and should be kept at a minimal level. Similarly, Howard Davies, the former Chairman of the UK Financial Services Authority and former Deputy Governor of the Bank of England, has criticised supporters of tougher regulation as being in “dangerous territory” and that the arguments given towards building up capital ratios to make banks survive without government aid is “reckless prudence”.\(^2\)

A common theme among critics of regulation is that banks usually find ways to bypass regulatory provision through financial innovations. In this paper, we analyse the interaction between regulation and financial innovation in the context of regulation effectiveness by focusing on the question of whether regulation can still be effective when risk-taking banks bypass such regulation through innovation.

In this paper, we consider financial innovations whose sole purpose is regulatory avoidance.\(^3\) We find that, even when banks successfully find ways to avoid mandatory restrictions on risk taking, regulation still has an important effect. This is because through a “composition effect” regulation diverts funds away from

---


\(^3\)Acharya et al. (2013) argue that securitized assets were used for regulatory arbitrage rather than as a tool for risk transfer. Stein (2010) also mentions that one of the drivers of securitization was regulatory arbitrage.
risky banks. Innovation allows risk taking banks to offer opaque new assets and to avoid regulation by retaining private information on risk exposure. The central idea of the paper is that even though risky banks can fully avoid regulation, still a lower amount of risky asset is invested compared to the unregulated case due to the composition effect. This result implies that regulation is not neutral.

More precisely, we consider a model of two competing banks: \( BankA \) can only invest in risk-free assets and offers risk-free deposits, whereas \( BankB \) offers a risky contract with a higher return, having access to a risky technology. Risk averse households (HHs) optimally choose between these two contracts in the first period. In the second period, HHs exchange their realized total wealth with a producer. The producer, representing the real economy, bears a capacity adjustment cost if he faces demand fluctuations. Thus, by investing in the risky technology, the risk-taking bank causes an externality to the real sector through the contract it offers to households. In this way, risky contracts exacerbate demand fluctuations. The risk-taking bank (\( BankB \)) faces a trade-off; by investing more in the risky asset, it can increase profits, but this implies fewer remaining reserves. As a result, more investment in the risky asset will imply a riskier contract for the households, who will then deposit less funds into \( BankB \) (thus decreasing the bank’s profits). The introduction of regulation, aimed at redressing the negative externality, forces \( BankB \) to innovate. However, since innovation is costly, \( BankB \) also offers worse terms to investors. As a result, either the safe \( BankA \) is able to attract more funds or the risk-taking bank reduces its exposure to the risky technology. In both cases, overall risk taking is strictly lower than in the absence of regulation. We also analyse under what conditions regulation is more effective. This happens, when the innovation cost is high, or the total funds attracted by the risk-taking bank are low. These findings are consistent with the policy discussion regarding the downsizing of “too big to fail” financial institutions, primarily since the model suggests that as the funds attracted by

\[\text{\footnote{In this sense \( BankB \) is a monopoly on the risky project. We will comment on the effect of this monopoly later when the regulation case is presented.}}\]
the risk-taking bank grow larger, regulation becomes less effective. This effect is driven by the fact that the cost of devising ways around regulation is fixed and has accordingly a smaller impact on larger institutions.

The literature on financial innovation has mostly focused on the effect of innovation as a contributor to financial crises. Calomiris (2009) discusses the motivation for innovation in regards to securitization activities, and claims that policy actions were the main cause of the crisis rather than inaction. Gennaioli et al. (2012, 2013) analyse a model where, due to the high demand for riskless bonds from investors, banks engage in securitization. Under rational expectations, securitization does not cause any fragility since agents understand all possible states (risks) perfectly. However, they show that, in a model where agents neglect the worst state of nature, such neglected risk causes excessive security issuance and thus fragility. Assuming a competitive financial market, Thakor (2012) analyses incentives for innovation, noting that banks have the choice to either make standard loans (where there is an agreement in the market on default probabilities) or to innovate and issue new loans on which there is no agreement as to default. In equilibrium, due to competition standard loans make zero profit whereas new loans make a positive profit since there is no agreement on default probabilities. The problem is that this disagreement about new loans may cause investors to withdraw funding and thereby cause a financial crisis. This trade-off between making a positive profit and the possibility of fragility determines the level of innovation. Different from earlier literature, the model presented in this paper explicitly links innovation to regulatory avoidance and analyses the effect of regulation aimed at reducing risk.

The claims regarding the effectiveness of regulation expounded upon in public debates tend to exaggerate the cost of regulation, and confuse private and social costs. More importantly, the extreme social and economic costs of low probability catastrophic events (such as crises) are overlooked. Thus, it is crucial to

\footnote{For a detailed and a comprehensive discussion, see Admati et al. (2011). Kisin and Manela (2016) also find evidence that higher capital requirements will simply imply a modest cost.}
address the externalities caused by the financial industry. This paper analyses these externalities by including a real sector which bears a cost due to the risk-taking behaviour of the banks. We contribute to the literature by addressing a very crucial discussion as to the effectiveness of regulation by offering a possible mechanism, namely the composition effect, through which regulation is effective in the presence of externalities.

There are also discussions as to the effectiveness and use of some policies - such as a deposit insurance system. Allen and Gale (2003) argue that a deposit insurance system itself is a bad policy and does not justify another bad policy of capital requirements. This claim should be judged depending on the possible alternative scenarios. If it is claimed that we should impose no regulation and let the market work, then concerns as to the soundness of the financial system should be addressed clearly. Allen and Gale (1998, 2000) argue that in a “laissez-faire system” under “standard” conditions, financial crises may indeed be socially optimal. However, unlike their results derived from the model of Diamond and Dybvig (1983), the bank run is not usually due to equilibrium behaviour, but rather due to banks being highly leveraged so that the accumulation of risks causes a crisis (Goldstein and Razin, 2013). Due to the nature of the financial sector, according to basic economic intuition, the sector cannot be left as a “laissez-faire system” since the consequence of its actions directly affect the real economy (by causing significant externalities), even assuming away any government guarantee. Plantin (2014) assuming risk neutral agents, shows that it may be socially optimal to loosen capital requirements for the regulated banking sector in order to dry up the liquidity in the shadow banking sector. This will prevent the regulated banking sector to offload more risk in the shadow sector to bypass capital regulations.

In another branch of the literature, it is claimed that the current regulatory...

---

6The nature of the financial system is different in the sense that, in any other sector, the public does not directly care about the soundness of a single firm. However, due to the contagion effects and direct externalities on the real economy, citizens are adversely affected by the failure of a financial institution as this can trigger a financial crisis.
framework is problematic since it is imperfect. Barth et al. (2004) conclude that their objection to the current regulatory framework does not mean regulation is useless, but rather that it needs to be done properly by forcing accurate information disclosure and by avoiding moral hazard incentives of the current deposit insurance framework. This argument is helpful due to it invoking a search for optimal and feasible regulation. However, before discussing such optimal regulation, we should construct a base for possible policy channels in order to agree upon the relevancy of the regulation.

The paper proceeds as follows. In Section 1.2, we present the model. In Section 1.3, we analyse the solution. Here, we present unregulated equilibria where banks are free to choose their investment level and relevant contracts. We then consider the first best solution where a regulator, as a social planner, decides the socially optimal investment levels and contracts. Section 1.4 examines what happens when banks can bypass regulation using costly innovation technology. Section 1.5 discusses the results by comparing innovation equilibria with unregulated equilibria and further presents comparative statics and a number of policy implications. Section 1.6 concludes and offers a possible future extension.

1.2 The Model

There are two time periods \( t = 1, 2 \). The agents in the economy are; households (HH), a producer and two banks. There is a consumption good valued by all the agents and a second consumption good only valued by HHs.

**Banks:** There are two types of risk-neutral banks \( A, B \), without any equity. They can only invest by borrowing from HHs. Assume also that banks cannot default strategically, so they have to pay back the promised contractual return to the HHs. Banks do not value the final product of the producer and the profits of banks are redistributed to HHs.

- *Bank A* only deals with traditional banking activity, thereby offering a safe contract (excess return is normalized to 0 for the safe technology.)
- BankB can invest both in the safe technology (like BankA) and in a sophisticated risky technology. The bank chooses $\lambda$ which denotes the fraction invested in the risky asset. Thus, $1 - \lambda$ denotes the fraction of capital invested in safe assets ("reserves"). There are two states of nature; a good state that occurs with probability $q \in (0,1)$ and a bad state that occurs with probability $1 - q$. The risky asset pays $r_B$ in the good state and 0 in the bad state. $E[r_B] = qr_B$ is assumed to be greater than 1 (i.e., the risky technology has an expected return greater than the safe asset, i.e. it has an expected excess return greater than 0). Finally, BankB offers a contract $(r_H, r_L)$ to HHs paying $r_H$ in the good state and $r_L$ in the bad state.

**Households (HHs):** There is a continuum of mass 1 of households, each with time 1 wealth, $W > 0$. Households are risk-averse and have mean-variance utility $EU[W] = E[W] - 1/2Var(W)$. Households consume in the last period after trading with the producer and value both consumption goods equally.

**The Producer** represents the real economy in the model. Bearing the capacity adjustment cost, as described below, the producer captures the negative externality caused by the financial sector upon the real sector. This point is quite crucial in the model since it brings the reason for regulating the banking sector. As in Plantin (2014), the producer produces a good in the second period requiring $\alpha < 1$ units of the consumption good as input. Since the producer is a monopoly, he sets a maximal output price of one per unit so there are potential gains from trade. The initial endowment of HHs, $W$, must be stored until $t = 2$ so that they can trade with the producer. The banks, as intermediaries in the model, provide such a service. The producer has to determine a capacity level $N_1$ ex-ante, before observing HHs demand. He can adjust the capacity ex-post to $N_2$ at date 2, but

---

7In reality, financial downturns affect the real sector directly or indirectly, so one cannot claim that the financial sector should be left alone since there exist significant externalities affecting the real sector.

8Since HHs value one unit of consumption good exactly the same as a unit of the production good.
there is an adjustment cost:
\[ \frac{k}{2} (N_2 - N_1)^2. \]

We assume that the adjustment cost \( k \) is not too large, i.e., \( k < \frac{1 - \alpha}{W_{TB}} \). This ensures that the producer always adjust the capacity in full.

The risky contract \((r_H, r_L)\) offered by BankB implies a stochastic demand for the producer since HHs have to store their wealth within the financial system. Thus, risk-taking by BankB has a real negative externality on the producer through the demand of HHs. The technology works as follows. HHs invest their wealth within the financial sector and then the proceeds from the banks are used to buy the consumption good from the producer. In that sense HHs do not consume their endowments since investing within the financial sector makes them better off.

**The timing of the model:** At \( t = 1 \), BankB offers \((r_H, r_L)\). Given \((r_H, r_L)\), HHs optimize their investment \( W_B \). At \( t = 2 \), production takes place and HHs trade with the producer.

Considering that \( \lambda \) refers to the risky investment level chosen by BankB, \( \lambda W_B(r_H, \lambda) \) is denoted as the total risky investment in equilibrium.

### 1.3 Equilibrium Analysis

#### 1.3.1 Producer

Solving backwards from \( t = 2 \), the producer charges a maximal output price of one per unit since he is a monopolist. This is because HHs value both the consumption good and the production good exactly the same. Ex-post at \( t = 2 \) the producer finds it optimal to adjust the capacity equal to the realized wealth of HHs. To see this, we revisit Lemma 1 and 2 of Plantin (2014). Suppose that the realized wealth of HHs at \( t = 2 \) is \( W_2 \geq N_1 \). Then after observing \( W_2 \), the

---

9Debt is also considered in the set of contracts since we do not assume any specific contract ex-ante, but debt turns out to not be optimal for Bank B.
producer chooses \( N_2 \in [N_1, W_2] \) in order to maximize profits;

\[
(1 - \alpha)N_2 - \frac{k}{2}(N_2 - N_1)^2.
\]

Assuming that \( k \) is small enough, i.e., \( k < \frac{1-\alpha}{W_{rB}} \)\(^{10}\) and the producer can charge the maximal price of one, profit is maximized at \( N_2 = W_2 \). The intuition for this is simple. The producer can extract all surplus from HHs so that he produces the maximum possible output compatible with ex-post wealth \( W_2 \).

Now, suppose that realized wealth of HHs is smaller than the initial capacity \( W_2 < N_1 \), so that the producer has to choose \( N_2 \). Since \( N_2 < W_2 \) is never optimal, it should be such that \( N_2 \in [W_2, N_1] \). As a monopoly, the producer can at most obtain \( W_2 \) from HHs. Then, profit can be written as;

\[
W_2 - \alpha N_2 - \frac{k}{2}(N_2 - N_1)^2.
\]

Note that, whenever \( k \) is small enough, \( N_2 = W_2 \).

The intuition of this result is as follows. Only HHs value the production good, so that if the producer chooses a production level at \( t = 2 \) bigger than the realized wealth, the excess production cannot be sold. Again it is not profitable to set a level smaller than the realized wealth of HHs \( N_2 < W_2 \), since the producer loses the opportunity to sell more and to extract more from HHs.

Ex-ante (i.e. at \( t = 1 \)) knowing that the second period wealth \( \tilde{W} \)
\(^{11}\) of HHs is stochastic, the producer sets the initial capacity equal to the expected wealth of

\(^{10}\)In order to have the maximum at \( N_2 = W_2 \) it needs to be such that \( k \leq \frac{1-\alpha}{N_1-N_2} \). Since \( N_2, N_1 \) are endogenous restrict attention to \( k \leq \min\{\frac{1-\alpha}{N_1-N_2}\} \). The maximum wealth that can be realized for households is \( W_A + W_{rB} \) (if the good state is realized \( r_H \leq r_B \)), whereas as the minimum is \( W_A + W_B 0 \) (if the bad state is realized \( r_L \geq 0 \)). Thus, the maximum wealth difference that can occur is \( W_{rB} \). Also it is clear that it cannot be optimal for the producer to adjust capacity bigger than the maximum wealth difference so that \( N_2 - N_1 \leq W_{rB} < W_{rB} \). Thus, \( k \leq \min\{\frac{1-\alpha}{N_1-N_2}\} \) \( < \frac{1-\alpha}{W_{rB}} \). Note that smaller \( k \) also implies that the regulator cares less about the externality (since the cost on the producer will be lower). As will be discussed when regulator result is presented, either \( r_B \) or \( k \) should be greater than a specific value so that the regulator solution is binding.

\(^{11}\)To simplify the notation, the time subscripts will be omitted for the rest of the paper.
HHs, $E[\tilde{W}]$. Thus, the total expected profit of the producer is;

$$(1 - \alpha)(W + W_B(E[r] - 1)) - \frac{k}{2} Var(W_B)$$

where the first part $(1 - \alpha)E[\tilde{W}] = (1 - \alpha)E[W_A + W_B r] = (1 - \alpha)(W + W_B(E[r] - 1))$ is the profit of production and the second part $\frac{k}{2} Var(\tilde{W}) = \frac{k}{2} Var(W_B)$ is the negative externality generated by the economy’s risk exposure.

1.3.2 Households

Assuming $u(.)$ satisfies the usual conditions $u' > 0, u'' < 0$; the household solves the following problem;

$$\max_{W_A, W_B \in [0, W]} E[U(W_A + W_B r)] = \max_{W_B \in [0, W]} E[U(W + W_B(r - 1))]$$

where $W_A + W_B = W$ and $r$ is the realization of HH return, which is either $r_H$ or $r_L$, and $E[r] = qr_H + (1 - q)r_L$. Note that this is a canonical portfolio optimization problem with one safe and one risky asset. FOC is;

$$E[U''(W + W_B[r - 1])(r - 1)] = 0.$$ 

Assuming mean-var utility $EU[\tilde{W}] = E[\tilde{W}] - 1/2 Var(\tilde{W})$, the FOC then implies;

$$W_B(r_H, r_L) = \frac{E[r] - 1}{q(1-q)(r_H - r_L)^2} = \frac{E[r] - 1}{Var(r)}.$$

1.3.3 Banks

$BankA$ just provides a safe storage technology to HHs so that they can store their wealth until $t = 2$. Consequently, we can just focus on $BankB$’s problem.

Given the optimal solution of the HH as $W_B(r_H, r_L) = W_B$, $BankB$ solves the following by choosing the fraction of wealth invested in the risky project $\lambda$ and
the contract \((r_H, r_L)\) as the payment in good and bad states.

\[
\max_{\lambda \in [0,1], r_H, r_L \in R^+} \Pi_B \equiv (1 - \lambda)W_B + \lambda W_B E[r_B] - W_B E[r]
\]

s.t.

\[
\begin{align*}
r_L W_B & \leq (1 - \lambda)W_B & (1.1) \\
r_H W_B & \leq (1 - \lambda)W_B + \lambda W_B r_B & (1.2)
\end{align*}
\]

where \(\lambda\) is the fraction of HHs wealth invested in the risky project. The left-hand side of \((1.1)\) is the total amount that should be paid to HHs if the bad state is realized, as specified in the contract. The right-hand side is the funds available to the bank if the bad state is realized. \((1.2)\) is similar: The LHS is the amount offered in the contract for the good state and RHS is what the bank has in the good state. Thus, constraints \((1.1)\) and \((1.2)\) are liability constraints stating that in both states the bank is solvent.

**Lemma 1.1** Constraint \((1.1)\) is binding \(r_L = (1 - \lambda)\)

**Proof.** Suppose \((1.1)\) holds with strict inequality, then for fixed \(r_L\) and \(r_H\), \(W_B(r_H, r_L)\) is fixed. This implies that the profit function \(\Pi_B\) is monotonically increasing in \(\lambda\) (since it is assumed that \(E[r_B] = qr_B > 1\)). However, if there is a slack in \((1.1)\), profit can be increased if \(\lambda\) is increased by \(\epsilon > 0\), still satisfying \((1.1)\). \((1.1)\) cannot then hold with strict inequality.\(^{12}\) Note that RHS of \((1.2)\) is increasing in \(\lambda\) so that this constraint is not violated when \(\lambda\) is increased by \(\epsilon > 0\). \(\blacksquare\)

**Lemma 1.2** Constraint \((1.2)\) holds with strict inequality, \(r_H < (1 - \lambda) + \lambda r_B\)

**Proof.** Following from Lemma 1.1, since \(r_L = 1 - \lambda\), the bank earns zero profit in the bad state. If \((1.2)\) were to be satisfied with equality, then the bank would make zero profit also in the good state and so total expected profit would be zero.

\(^{12}\)This observation will be very helpful for the characterization of equilibrium and the interpretation of results.
However note that \( \{\lambda = 0, r_H = 1, r_L = 1\} \) cannot be an equilibrium since there exist a profitable deviation \( \{\lambda = \epsilon, r_H \neq 1, r_L = 1 - \epsilon\} \), \( \epsilon > 0 \) for the bank which gives positive profits. Thus \( \lambda > 0 \). Both (1.2) and (1.1) holding with equality implies \( E[r] = q r_H + (1 - q) r_L = 1 - \lambda + \lambda q r_B > 1 \) since \( q r_B > 1 \). HHs will then choose \( W_B > 0 \) since \( E[r] > 1 \). However, the bank can make positive profit by offering \( r^H - \epsilon \) for some \( \epsilon > 0 \) since HHs will still choose a positive investment, \( W_B > 0 \) so long as \( E[r] - q \epsilon > 1 \). This argument shows that (1.2) holds with strict inequality in equilibrium.  

### 1.3.4 Unregulated Equilibria

Substituting \( r_L = (1 - \lambda) \) in \( \Pi_B \), we can rewrite BankB’s problem as follows;

\[
\max_{\lambda \in [0,1], r_H \in [1, r_B]} (1 - \lambda) W_B + \lambda W_B E[r_B] - W_B E[r] \equiv q W_B [1 + \lambda (r_B - 1) - r_H] \quad r_H < 1 + \lambda (r_B - 1). 
\]

**Proposition 1.3** There exists a continuum of unregulated equilibria, which consist of optimal contracts \( (r_H^*, r_L^*) \) and risky investment levels \( \lambda^* \), such that

\[
(1 - r_L^*) = \lambda^* = (r_H^* - 1) \frac{(qr_B + 1)}{r_B (2 - q) - 1} \quad (1.3)
\]

for \( \lambda^* = 1 - r_L^* \in (\frac{\phi}{W}, 1] \) and \( r_H^* \in (1, r_B] \).

In any equilibrium,

(i) The amount invested in the risky asset is the same and given by

\[
\lambda^* W_B(r_H^*, \lambda^*) = \frac{q^2 r_B^2 - 1}{4(1 - q)q r_B^2} \equiv \phi. \quad (1.4)
\]
(ii) The decentralized profits of BankB, \( \Pi_B^{Dec} \) are the same and given by:

\[
\Pi_B^{Dec} = \frac{(qr_B - 1)^2}{4(1-q)r_B}.
\]

**Proof.** Solving for the FOCs for \( \lambda \) and \( r_H \), we obtain:

\[
\lambda^* = \frac{r_H - 1}{r_B - 1} - \frac{W_B(\lambda, r_H)}{\partial W_B/\partial \lambda} \quad \text{and} \quad r_H^* = 1 + \frac{W_B(\lambda, r_H)}{\partial W_B/\partial r}.
\]

From these FOCs, we obtain \( \partial W_B/\partial r_H(r_B - 1) = -\partial W_B/\partial \lambda \).

Then, using the HH solution, \( W_B(r_H, r_L) \), imposing mean-variance utility as shown above and substituting \( r_L = (1 - \lambda) \), we obtain:

\[
W_B(\lambda, r_H) = \frac{q(r_H - 1) - (1-q)\lambda}{q(1-q)(r_H + \lambda - 1)^2}.
\]

Using this and substituting its partial derivatives (as above) results in equation (1.3).\(^{13}\)

Using (1.3), substituting \( \lambda^* = (r_H^* - 1)\frac{(qr_B + 1)}{r_B(2-q)-1} \) in \( W_B(\lambda^*, r_H^*) \) as given above we get

\[
W_B(\lambda^*, r_H^*) = \frac{q(r_H^* - 1) - (1-q)(r_H^* - 1)\frac{(qr_B + 1)}{r_B(2-q)-1}}{q(1-q)\left(r_H^* + (r_H^* - 1)\frac{(qr_B + 1)}{r_B(2-q)-1} - 1\right)^2}.
\]

Total risky investment is calculated by \( \lambda^* W_B(\lambda^*, r_H^*) \) as given above. Also substituting \( \lambda^* \) in the profit function given above, the profit of BankB is given by:

\[
\lambda^* W_B(\lambda^*, r_H^*) = \frac{q(r_H^* - 1) - (1-q)(r_H^* - 1)\frac{(qr_B + 1)}{r_B(2-q)-1}}{q(1-q)\left(r_H^* + (r_H^* - 1)\frac{(qr_B + 1)}{r_B(2-q)-1} - 1\right)^2} \left[1 + (r_H^* - 1)\frac{(qr_B + 1)}{r_B(2-q)-1} (r_B - 1) - r_H^* \right] = \frac{(qr_B - 1)^2}{4(1-q)r_B}.
\]

Note that we need to check two constraints namely \( W_B \leq W \) and \( r_H < 1 + \lambda(r_B - 1) \). As it is proved in the proof of Lemma 1.2 \( \lambda = 0 \) cannot be an equilibrium which means \( r_H < 1 + \lambda(r_B - 1) \) holds since \( r_B > 1 \). Also note that HHs cannot invest in Bank B more than their wealth \( W_B \leq W \). Thus using (1.4) we restrict \( \lambda > \frac{q}{W} \).

\(^{13}\)In using (1.3) it is assured that the above liability constraint \( r_H < 1 + \lambda(r_B - 1) \) is satisfied.
The intuition behind the proposition is as follows: In equilibrium, BankB is free to choose different optimal contracts\(^{14}\) \((r_H, r_L)\) such that if a higher return \(r_H\) is offered in the good state, \(\lambda\) should also be higher. Possessing a higher \(\lambda\) also implies the return in the bad state \(r_L\) should be lower (from (1.1)). But this means more risk is transferred to HHs since \(r_H - r_L\) will be higher. Thus, HHs will invest less \(W_B\) in BankB. Finally, the increased expected profit, as is due to higher investment in the risky project (higher \(\lambda\)) is exactly offset by the decreased demand \(W_B\). The reason for this is that, from the viewpoint of the HHs, direct investment in BankA or BankB accumulating reserves on their behalf are perfect substitutes. Thus, if \(B\) offers a contract with a higher variance, HHs will undo the higher risk transferred to them in their contract by investing more in the safe bank \(W_A\) and less in the risky bank \(W_B\). This implies that the total amount of risky investment, in any equilibrium among the continuum, is the same (as shown in (1.4)). Another way to understand the proof of Proposition 1.3 is by observing that the expression \(r_H W_B\) is constant. In other words, HHs do not care the level of \(\lambda\) since the bank offers a constant return.

### 1.3.5 First Best

We next characterize a regulator who can achieve the first best since we assume that there is no information asymmetry or enforcement problem. The regulator chooses the socially optimal pair of \((\lambda^R, r_H^R)\) considering the externality on the producer. Since only HHs value the production good, the total demand for the producer is whatever wealth consumers (HHs) possess at the end of period 2. Thus, as long as HHs choose \(W_B > 0\), the producer has to bear an adjustment cost due to the stochasticity of the HHs’ wealth.\(^{15}\)

In this section, we simply assume that the regulator can observe the risky investment level \(\lambda\) and \(r_H\) so that he can perfectly enforce the regulation.

\(^{14}\)Since this is a continuum of equilibria, bank can choose any contract from the continuum set of contracts.

\(^{15}\)Since \(q r_B > 1\), from the well-known result of canonical portfolio optimization with a risky and a risk-free asset, the risk-averse HH will always choose a level of \(W_B > 0\).
The regulator solves the following problem:

$$\max_{\lambda \in [0, 1], r_H \in \mathbb{R}^+} E[\Pi_B + U_{HH}] + (1 - \alpha)(W + W_B(E[r] - 1)) - \frac{k}{2} \text{Var}(W_B)$$  \hspace{1cm} (1.5)$$

where \((1 - \alpha)(W + W_B(E[r] - 1))\) is the producer’s profit and the last term is the externality.\(^{16}\) Recall that \(\alpha\) is the cost of producing each unit so \((1 - \alpha)\) is the per unit profit of the producer.

**Proposition 1.4** There exists a continuum of first best (regulator’s) equilibria which consist of contracts \((r_H^R, r_L^R)\) and risky investment levels \(\lambda^R\), such that:

$$\lambda^R = (r_H^R - 1) \frac{2 - q(r_B - k) - \alpha(1 - q)}{qr_B + (k + \alpha)(1 - q) - 1}$$  \hspace{1cm} (1.6)$$

for \(\lambda^R = 1 - r_L^R \in (\frac{\phi}{W}, 1]\) and \(r_H^R \in (1, r_B]\).

In any equilibrium:

(i) The amount invested in the risky asset is the same and given by

$$\lambda^RW_B(r_H^R, \lambda^R) = \frac{(qr_B + \alpha(1 - q) - kq - 2)(q(1 + r_B) + \alpha(1 - q) - 2)}{(1 + k)^2(-1 + q)q} \equiv \kappa.$$  

The total risky investment under regulation is less than that of unregulated case, namely \(\kappa < \phi\) if

(a) \(r_B > \frac{q(\sqrt{2(2\alpha + k - 1)^2 - 4q(\alpha(2\alpha + k - 5) + 4(\alpha - 2)^2 + k - 1)} + 2q(\alpha - 1) + 4q)}{qr_B - 1}\), \(k > 0\) or

(b) \(k > \frac{1 + qr_B(2\alpha(1 - q) - 4) + q(2r_B + 1))}{qr_B - 1}\).

(ii) The profit of BankB is the same and given by:

$$\Pi_{B}^{Reg} = \frac{(\alpha(1 + 2) + q(r_B + 1) + 2)(qr_B(\alpha(1 - q) + qr_B - 2) + k(qr_B - 1) - 1)}{(k + 1)^2(1 - q)}.$$  

**Proof.** Similar to Proposition 1.3, the equilibria is obtained by simultaneously

\(^{16}\)\(\Pi_A\) can be ignored since his choice has no effect.
solving the FOCs of the above problem. Using

\[ E[\Pi_B] \equiv (1 - \lambda)W_B + \lambda W_B E[r_B] - W_B E[r] = W_B(1 - \lambda + \lambda E[r_B] - E[r]) \]

and

\[ E[U_{HH}] = E[W] - 1/2Var(W) = W + W_B(E[r] - 1) - \frac{1}{2}Var(W_B), \]

(1.5) becomes

\[ W_B(1 - \lambda + \lambda E[r_B] - E[r]) + (2 - \alpha)(W + W_B(E[r] - 1)) - \frac{k + 1}{2}Var(W_B). \]

Using this maximization argument and optimal portfolio solution of HH as

\[ W_B(\lambda, r_H) = \frac{q(r_H - 1) - (1 - q)\lambda}{q(1 - q)(r_H + \lambda - 1)^2}, \]

the FOCs w.r.t \( \lambda \) and \( r_H \) gives us (1.6) Then, total risky investment \( \kappa \), and total profit \( \Pi_B^{Reg} \) is calculated using (1.6).

If the return of the risky project \( r_B \) or the externality parameter \( k \) is big enough as stated above, the first best will result in lower \( (\lambda^R, r_H^R) \) compared to the unregulated \( (\lambda^*, r_H^*) \). For the parametric restriction given in part (i) \( (r_B \text{ or } k \text{ being large enough}), \text{ Total Risky Investment (TRI) will also be lower}. \]

The intuition of the need for this parametric restriction is as follows. In the model, \( \text{BankB} \) has monopoly power on the risky project. Abstracting from the externality, there will be a monopoly distortion; i.e. if the externality is zero \( (k = 0) \), \( \text{BankB} \) will choose too low \( (\lambda^*, r_H^*) \) and will invest a suboptimal fraction of funds in the risky project. Thus, we need either a larger externality or a larger variance of the risky project (since in the bad state, the project returns zero and having a larger \( r_B \) means a bigger variance) or both to have a binding regulation. Also note that for the parametric relation in (i)(b) where

\[ k > k = \frac{1 + tr_B(2\alpha(1 - q) - 4) + q(2r_B + 1))}{qr_B - 1}, \]

the cut-off \( k \) increases with \( q \) or
This is intuitive considering that \( qr_B \) is the expected return of the risky project. When the expected return is higher, the regulator cares less about the externality since the socially efficient level of risky investment level should be higher. Thus, considering the trade-off that the regulator faces, in order to outweigh the monopoly distortion mentioned above, the externality should be stronger for higher levels of expected return \( E[r_B] = qr_B \).

### 1.4 Innovation as Regulatory Arbitrage

Notably, with the help of improvements in IT technology over the last 20 years, financial markets have experienced fast innovation. Some innovations have improved access to information and have decreased transaction times. This study instead treats innovation as a tool through which to avoid regulation. This assumption is motivated by what we observed prior to the last financial crisis. For example, financial institutions developed products comprised of different already complex underlying assets, essentially adding another layer of complexity. This over-complex structure helped financial institutions to hide the real risks they were taking. Offloading the risk to off-balance sheet entities was another widely used strategy designed to avoid capital regulations and controls.\(^{18}\) Acharya et al. (2013) argue that securitized assets were used for regulatory arbitrage rather than the commonly cited motivation of securitization acting as a tool for risk transfer. Stein (2010) also explains how securitization was used to facilitate regulatory arbitrage:

> "It has become apparent in recent years that another important driver

\(^{17}\)Note that \( k > k' \) is compatible with our earlier assumption on \( k \).

\(^{18}\)In a special report by Moody’s Investors Service, offloading risk is explicitly described. Here, it is asserted that: “ABCP programs also offer advantages to their bank sponsors. The programs are typically structured and accounted for by the banks as an off-balance sheet activity. If the bank were to provide a direct corporate loan, even one secured by the same assets, it would appear on the bank’s balance sheet as an asset and the bank would be obligated to maintain regulatory capital for it. An ABCP program permits the Sponsor (i.e., the commercial bank) to offer receivable financing services to its customers without using the Sponsor’s balance sheet or holding incremental regulatory capital.”
of securitization activity is regulatory arbitrage, a purposeful attempt by banks to avoid the rules that dictate how much capital they are required to hold. The most obvious alternative explanation is that banks exploited a regulatory loophole: If they held the loans directly on their balance sheets, they faced a regulatory capital requirement on these loans; but if they securitized the loans and parked them in an off-balance-sheet vehicle (albeit one with essentially full recourse to the banks in the event of trouble), the regulatory capital requirement was much reduced.”

In the model, we assume BankB can pay a fixed cost to avoid regulation by making $\lambda$ private information. Crucially, we show that even though the cost of innovation is fixed and enters the profit function as a sunk cost, it still has a real effect arising from the demand side. If innovation cost were assumed to have a variable part, the results of this paper would be strengthened, thus implying a further decrease in the optimal share of risky investment $\lambda^*$ chosen by the bank.

### 1.4.1 Information Structure and First Best Implementation

If the model is extended such that the regulator observes $\lambda$ and $r_H$ only with some probability, the first best can still be implemented by threatening a large enough\textsuperscript{19} fine whenever BankB is caught having a $\lambda$ or $r_H$ different from the regulated level. Thus, for the sake of simplicity, we will assume that in the absence of financial innovations, the first best can be implemented directly.

### 1.4.2 Innovation

By innovating and offering a new opaque product the bank can keep the risky investment level $\lambda$ as private information. Thus, the regulator cannot impose any specific risky investment level. This is seemingly similar to what happened prior

\textsuperscript{19}Namely extracting all the profits as a fine.
to the financial crisis. For instance, by issuing highly opaque derivative securities (e.g., ABSs, CDOs, CDO\(^2\)), the banks gained an information advantage over the regulators.

The innovation works as follows: \textit{BankB} can transfer the risky project to a Structured Investment Vehicle (SIV) so that securities are not issued within the banking entity but rather through the SIV. Thus, the regulator cannot observe the risky investment (\(\lambda\)) through BankB’s balance sheet, with this implying that no regulation can be enforced (i.e., \(\lambda^R\) and \(r_H^R\) cannot be enforced). However, this innovative way of offering new securities comes with a cost.

From the bank’s point of view, this means that innovation has a trade-off.\textsuperscript{20} It will help the bank to avoid the regulation but with a cost of \(c\). Thus, depending on the level of the cost \(c\), the bank will either go for innovation and avoid the regulation or just comply with the regulation without innovation.\textsuperscript{21}

To simplify the analysis and to make the point more clear, we assume that by paying the fixed cost \(c\), BankB can fully avoid regulation (i.e., even if the bank chooses a different \(\lambda\) level than the enforced \(\lambda^R\), there is still no risk of being punished since the probability of being caught becomes zero).\textsuperscript{22} Moreover, assume that HHs know the fraction of assets invested in the risky assets and make informed decisions.

Then, the new problem for the BankB is as follows;

\[
\max_{\lambda \in [0,1], \, \, \lambda^R \in \mathbb{R}^+ \, , \, I \in \{0,1\}} \Pi(\lambda) = (1-p(I))((1-\lambda)W_B + \lambda W_B E[r_B] - W_B E[r]) + (p(I)\Pi_B^R) - cI
\]

where \(I \in \{0,1\}\) is the choice variable for innovation, \(p(I)\) is the probability

\textsuperscript{20}Kisin and Manela (2016): “While the loophole benefited banks by relaxing their regulatory constraints, using it was costly, as banks had to pay an incremental cost for using ABCP conduits. Therefore, for constrained banks that use the loophole, the ratio of the marginal cost of using the loophole to its marginal capital relief reveals the shadow cost of the regulatory capital constraint.”

\textsuperscript{21}Namely, when the cost is bigger than the extra return captured by avoiding regulation. See Lemma 1.5.

\textsuperscript{22}This simplification helps us to make the argument (as discussed in Section 1.5) more clear under a simple framework. The intuition is as follows: Although we assume the bank can fully bypass regulation, such regulation still has an effect. Therefore, if we relax this assumption, our results will hold even stronger.
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that the regulator catches (and punishes) the bank for the given $I$, and $\Pi^R_B$ is the profit under regulation. For simplicity, we assume that innovation ensures perfect regulatory avoidance. BankB first decides whether to innovate or not, at the beginning of $t = 1$. Regulation is fully avoided if the bank chooses to innovate, thereby implying that $p(I = 1) = 0$. If it decides not to innovate $p(I = 0) = 1$, then whenever the bank chooses a different $\lambda \neq \lambda^R$, all profits will be fined so that the bank has to comply with the regulation (i.e., $\Pi(\lambda) = \Pi^R_B$). Thus, if the bank innovates $I = 1$, then the probability part disappears and the cost is paid. If $I = 0$, the bank has to consider the punishment.

**Lemma 1.5** There exists a threshold level $\bar{c}$ for the rating cost, such that BankB will innovate and avoid regulation if $c < \bar{c}$ and will not innovate and comply otherwise. Formally:

(i) if $c < \bar{c}$ the bank will choose to innovate and avoid regulation since $\Pi_B^{\text{innovation}} > \Pi_B^{\text{Reg}}$.

(ii) if $c \geq \bar{c}$ the bank will not innovate and just comply with the regulation since $\Pi_B^{\text{innovation}} \leq \Pi_B^{\text{Reg}}$.

**Proof.** Considering the maximization problem given above and in applying the same logic used in the proof of Proposition 1.6, innovation profit can be found from the comparison with the deregulated profit. For any given $r^i_H = r^*_H$ using (1.3) and (1.9) $r^i_L = r^*_L$ also holds, thus implying that $W_B(r^*_H, r^*_L) = W_B(r^i_H, r^i_L)$ since the optimal contracts are the same. Moreover $r^i_H = r^*_H$ implies $\left(\lambda^i + \frac{c}{W_B(r^i_H, \lambda)}\right) = \lambda^*$. Thus, we can rewrite the equilibrium profit,

$$\Pi_B^{\text{innovation}} = (1 - \lambda^i)W_B(r^i_H, r^i_L) + \lambda^i W_B(r^i_H, r^i_L)E[r_B] - W_B(r^i_H, r^i_L)E[r] - c$$

where $E[r] = qr^i_H + (1-q)r^i_L = qr^*_H + (1-q)r^*_L$. Substituting $\lambda^i = \lambda^* - \frac{c}{W_B(r^*_H, \lambda)}$, we can write innovation equilibrium profit in terms of deregulated equilibrium
profit. Formally,

\[ \Pi_{B}^{\text{innovation}} = W_B(r_H^*, r_L^*)(1 + \lambda'(E[r_B] - 1) - E[r]) - c = \\
W_B(r_H^*, r_L^*)(1 + (\lambda' - \frac{c}{W_B(r_H^*, r_L^*)})(E[r_B]) - 1 - E[r]) - c = \\
W_B(r_H^*, r_L^*)(1 + \lambda'(E[r_B] - 1)) - W_B(r_H^*, r_L^*)\frac{c}{W_B(r_H^*, r_L^*)}(E[r_B]) - 1 - c = \\
\Pi_B^{\text{Dec}} - cE[r_B] = \frac{(qr_B - 1)^2}{4(1 - q)r_B} - cE[r_B]. \]

Under innovation, the bank’s equilibrium profit is reduced by \(-cE[r_B] = -cqr_B\) compared to the unregulated case. Thus,

\[ \Pi_{B}^{\text{innovation}} = \Pi_B^{\text{Dec}} - cqr_B = \frac{(qr_B - 1)^2}{4(1 - q)r_B} - cqr_B. \]

Using this final expression and comparing it with \(\Pi_B^{\text{Reg}}\), we found the threshold

\[ \bar{c} = \frac{(1 + k - kqr_B + r_B(-4 + q + 2qr_B + 2\alpha - 2q\alpha))^2}{4(1 + k)^2(1 - q)qr_B^2}. \]

If the innovation cost \(c\) is large enough, the bank will not prefer to pay the cost and no innovation will occur. We are then back to the full regulation enforcement scenario. To focus on the interesting scenario, we will analyse the case where innovation is profitable. Hence, under innovation \((I = 1)\) BankB’s problem can be rewritten as;

\[
\max_{\lambda \in [0,1], r^H \in R^+} \quad \Pi(\lambda) = (1 - \lambda)W_B + \lambda W_B E[r_B] - W_B E[r] - c \\
\text{s.t.} \\
\quad r^L = (1 - \lambda) - \frac{c}{W_B} \quad (1.7) \\
\quad r^H < 1 + \lambda(r_B - 1) - \frac{c}{W_B} \quad (1.8)
\]

where (1.7) and (1.8) are the liability constraints similar to the unregulated case.
The difference is that the innovation cost tightens both constraints. Another important point is that as $W_B$ becomes smaller (i.e., HHs invest less in BankB) the constraints tighten further. Thus, by observing the wealth invested in the financial system, the regulator may have an idea, in advance, as to the effect of their policy making.\(^{23}\)

**Proposition 1.6** Innovation equilibria consist of a set of contracts $(r_H^i, r_L^i)$ and risky investment level $\lambda^i$ such that;

\[(1 - r_L^i) = \left( \lambda^i + \frac{c}{W_B(r_H, \lambda)} \right) = (r_H^i - 1) \frac{(qr_B + 1)}{r_B(2 - q) - 1} \tag{1.9} \]

for $\lambda^i \in \left( \frac{\phi}{W}, 1 \right]$ and $r_H^i \in (1, r_B]$. Innovation equilibria result in a lower level of risky investment compared to that of the unregulated case: In any equilibrium, for any given $r_H^i = r_H^*$, $\lambda^i < \lambda^*$ always holds.

**Proof.** The FOCs stated in the proof of Proposition 1 is a general solution in terms of $W_B$. So the only difference in the innovation case is in terms of optimal $W_B(\lambda, r_H)$ since the liability constraints have changed. Substituting (1.7) in $W_B$ (HH’s optimal investment) found in Section 1.3.2, we obtain

\[
W_B(\lambda, r_H) = \frac{qr_H - (1 - q)(\lambda + c/W_B(\lambda, r_H))}{q(1 - q)(r_H + \lambda + c/W_B(\lambda, r_H) - 1)^2}.
\]

Then using this result and substituting in FOCs we get equation (1.9).\(^{24}\)

The last part of the proposition is from just comparing equations (1.3) and (1.9). For any given $r_H^i = r_H^*$, \(\left( \lambda^i + \frac{c}{W_B(r_H, \lambda)} \right) = \lambda^*\) implying that $\lambda^i < \lambda^*$ since $\frac{c}{W_B(r_H, \lambda)} > 0$ always holds. \(\blacksquare\)

These results\(^{25}\) imply that even under the extreme scenario of full avoidance

\(^{23}\text{This observation may have some interesting policy implications.}\)

\(^{24}\text{Note, the solution of } W_B \text{ is intentionally used as such without explicitly solving it for the parameters. The reason is to make the result similar to that of the unregulated case to intuitively compare them. Also, the explicit solution is quite messy and unintuitive.}\)

\(^{25}\text{Note that equation (1.9) is intentionally left as above instead of writing the explicit solution in terms of } \lambda. \text{ The reason is to directly compare with equation (1.3)}\)
of regulation, still regulation is effective and not irrelevant. This indicates that if
the full avoidance assumption is relaxed, the results hold even stronger.

Note that, the bank offers the same contract \((r_H, r_L)\) under innovation com-
pared to the unregulated contract,\(^{26}\) whereas the risky investment level has to be
lower for a given contract. The intuition is that innovation requires resources.
If the bank wishes to offer the same payment in the good state of nature, while
keeping the same risky investment as in the no regulation case, it needs to reduce
its payment in the bad state. This however implies that HHs face higher risk and
lower expected return. In order to boost the payment in the bad state, BankB
thus needs to reduce its risky investment.

1.5 Discussion of the Results and Robustness

Since we assume that the bank can bypass regulation fully, we will directly com-
pare the innovation result with the unregulated result.

Definition 1.1 The composition effect refers to the absolute difference between
total risky investment in the unregulated equilibrium and in the innovation equi-
librium.

Proposition 1.7 Compared with the unregulated case, total risky investment
level is reduced due to the composition effect. Formally; \(\lambda^i W_B(r_H^i, \lambda^i) < \lambda^* W_B(r_H^*, \lambda^*)\)
holds for all \(\lambda^i, r_H^i\) satisfying (1.9) and \(\lambda^*, r_H^*\) satisfying (1.3). Given the lower
externality on the producer, regulation is effective even under the full avoidance
assumption.

Proof.

In focusing on equations (1.3) and (1.9) the only extra term in the innovation
case, (1.9), is the extra term \(\frac{c}{W_B(r_H, \lambda)} = \frac{c}{W_B(r_H, r_L)}\), which is always positive

\(^{26}\)See equations (1.3) and (1.9)
since both $c > 0$ and $W_B(r_H, \lambda) > 0$. We will proceed as follows to show that regulation is effective: Pick a pair of $(r_H, \lambda)$ such that $r_H^* = r_H^i$. I.e. pick an equilibrium pair where the payment in the high state is the same in both cases. This also implies $r_L^* = r_L^i$ from the equations (1.3) and (1.9). From the HH’s point of view, in having the same contract in both the unregulated and the innovation case, $(r_H^*, r_L^*) = (r_H^i, r_L^i)$, with this implying $W_B(r_H^*, r_L^*) = W_B(r_H^i, r_L^i)$. However, from (1.9) and (1.3), $r_H^* = r_H^i$ means $\lambda^i < \lambda^*$ due to the extra term, $cW_B(r_H, \lambda) > 0$. Thus;

$$\lambda^i W_B(r_H^i, \lambda^i) < \lambda^* W_B(r_H^*, \lambda^*). \quad (1.10)$$

This implies that the total risky investment is reduced in the innovation case. Since this is true for any arbitrary $r_H^* = r_H^i$ level and since total risky investment level is identical in any equilibrium, this implies that (1.10) always holds. In other words, regulation is not redundant and still has an effect even under the assumption that the bank avoids regulation fully.

Using (1.10), the interpretation of the effect of regulation is as follows: After innovating, if the bank invests the same level in the risky project compared with the unregulated case, $\lambda^i = \lambda^*$; from (1.9) and (1.3) the low state return has to be lower $r_L^i < r_L^*$ and the high state return has to be higher $r_H^i > r_H^*$, with this implying a higher variance (i.e. higher risk transferred to HHs). But the bank cannot offer the same $E[r]$ as the unregulated case since the constraints are tighter post-innovation. Thus, HHs will choose a lower level $W_B(r_H, r_L)$. We call this the composition effect of the regulation, where HHs funds are diverted away from Bank B to Bank A. Since this result is under the assumption of full avoidance, the results hold even stronger when we relax it and assume a partial avoidance. The reason for this is that, under partial avoidance, the bank will consider the probability of getting caught which will decrease the incentives to

\[27\]

From the HH’s canonical portfolio optimization problem, we know that the HH always invest some amount in the risky asset since $B$ always offers $E[r] > 1$ in equilibrium.
innovate implying a higher threshold $\bar{c}$.

Note that since there exists a continuum of equilibria, in an innovation equilibrium it is possible that $BankB$ have a higher risky investment than the unregulated equilibria. Even though the risky investment is higher under innovation, still composition effect always materializes since the risky investment level is always lower in any innovation equilibrium. This implies that regardless of the risky investment level innovation equilibria lead to a decreased level of externality.

Several assumptions of the model may need to be discussed. In the model, $BankB$ is a monopoly in the risky investment technology. If there were many banks in a perfect competition environment, this would have only changed the final wealth of the consumer and the rest of the analysis would have stayed the same. The assumption that the producer is a monopoly in the model is not restrictive. Even if we assume perfect competition, it will not change our results qualitatively. Under perfect competition, the producer will sell the production good at a price below the maximum of $1$ ($p^* < 1$) which can be derived from the zero profit condition. In turn, this implies that for a given date-2 wealth of HHs, the total production will be $\frac{W}{p^*}$, as will change only the total utility of the HHs. All of the remaining analysis will follow.

1.5.1 Comparative Statics and Policy Implications

Observing an innovative product offered by $BankB$, both HHs and the regulator can infer that the cost of innovation is not high. In that case, the effect of regulation may not be too significant if $W_B$ is large.\(^{28}\) This also has an interesting implication as to the market size. It suggests that the larger is the innovative asset market, the higher the incentives to avoid regulation. This is aligned with the recent policy discussions as to downsizing large financial institutions. This further explains how the massive issuance of innovative derivative products (such

\(^{28}\)Note, the difference between the constraints in the innovation case pertains to the extra $-c/W_B$ term in r.h.s. Thus, if $c$ is small and $W_B$ is big, the innovation case will not differ significantly from the unregulated case.
as ABSs) was used as a tool to avoid regulation, resulting in excessive risk-taking and externality. Although our model is static, if we think in a dynamic context, as the market size becomes bigger, we will observe more opaque and innovative securities where underlying risks cannot be detected by either the investors or regulatory authorities.

**Lemma 1.8** The ratio of $\frac{c}{W_B}$ will determine the effect of regulation on the total risky investment level. The smaller the ratio, the closer the total risky investment level under the innovation case to the unregulated case, implying a smaller effect of regulation. The smaller the cost $c$, the bigger the incentives to innovate. Also, the higher the funds $(W_B)$ that can be attracted from HHs, the bigger the incentives.

**Proof.** The proof directly follows from the proof of Proposition 1.7. ■

Lemma 1.8 is helpful for the recent policy discussion. It suggests that the regulator should keep an eye on the total wealth invested in the banking sector since huge wealth will imply bigger incentives to innovate and a lower effect of regulation. This is also consistent with the hypothesis that global savings glut incentivized banks to perform innovation.

Note that if cost $c$ is variable and proportional to $\lambda W_B$ then to attract more funds or to invest more in the risky project Bank B bears a larger cost. This implies that the incentives to innovate will be smaller since the bank needs to bear a larger cost to hide its exposure.

### 1.6 Conclusion

We build a tractable model of two competing banks offering contracts to HHs (as the investors) where one can only offer risk-free contracts due to its lack of access to risky asset technology, while the other offers a risky contract with a higher return. Risk-averse HHs solve a canonical portfolio optimization problem and invest their wealth within the financial sector to trade with a producer (as a representation of the real economy) at a later date. The producer thus faces a
stochastic demand and bears a capacity adjustment cost. Thus, by investing in the risky technology, the risk-taking bank causes an externality on the real sector through the contract it offers to HHs since a higher variance of ex-post wealth implies a more variable demand for the producer. We show that even when the risk-taking bank can completely evade the regulation by offering an innovative product; regulation is still relevant and effective through a composition effect. Thus, we contribute to the literature by offering a possible mechanism, through which policy matters. The model offers policy suggestions such as downsizing too big to fail institutions since the more funds that are attracted by the financial industry, the less effective the regulation is.
Chapter 2

Salience and Financial Fragility

Chapter Abstract

We show that salience theory can explain excess volatility of asset prices and the resulting fire-sales in periods of financial turmoil. We classify the risk into two types, idiosyncratic and systemic, and postulate that investors over-weigh the type of risk that is salient. Either component of risk (systemic or idiosyncratic) becomes salient when its realization deviates sufficiently from a reference point. We show that a change in salience – from one component (idiosyncratic) to the other (systemic) – will generate excess volatility. Interestingly, higher risk aversion generally exacerbates the excess volatility of prices.
2.1 Introduction

One of the proposed explanations for the last financial crisis is that investors, issuers and regulators\(^1\) failed to fully grasp the scale of systemic risk in the financial system. This is often related to new, non-traditional securities, which were issued and bought in large volumes,\(^2\) and which were believed to be safe. While insurance, tranching and sophisticated financial engineering provide wider idiosyncratic risk diversification, this does not necessarily result in less systemic risk. As a consequence, the financial system in principle can become even more vulnerable to systemic shocks. As occurred during the last financial crisis, with the arrival of negative news, both issuers and investors of these securities realized their true exposure to systemic risk (which had previously been ignored) and started fire-selling their assets, this time possibly worrying excessively about systemic risk.

In this paper, we propose a framework based on salience theory and show that focusing on one type of risk (idiosyncratic or systemic) can explain overpricing of securities ex-ante, and fire-sales at low prices during crisis periods. The central idea is that investors perceive the two types of risk disproportionately and focus primarily on the currently salient one. Either type of risk (systemic or idiosyncratic) is salient when its realization deviates sufficiently from a reference point. We show that assets are mispriced due to the salient thinking of investors, which can create excess price volatility. Considering the detrimental effect of this volatility on the real economy, understanding the driving mechanism is crucial for policy makers. It also provides a rationale for the natural question of why investors were prepared to pay excessively high prices for securities in the first place, only to fire-sell them during the crisis.\(^3\)

---

\(^{1}\) Acharya et al. (2017) mentions that the regulatory framework before the crisis did not sufficiently focus on dealing with systemic risk.

\(^{2}\) See Figure A.7 and Figure A.8 in Appendix.

\(^{3}\) For example, Henderson and Pearson (2011) claim that it is difficult to rationalize the investors buying of overpriced complex securities.
The phenomenon of first ignoring one type of risk and later focusing too much on it can be explained by salience theory, which is based on agents’ paying more attention to the salient attributes/states (Bordalo et al., 2012, 2013). We relate salience to two types of risk; idiosyncratic and systemic. Investors’ risk perception is biased towards the type of risk that is currently salient based on prior beliefs or past data.\(^4\) We show that the diversification fallacy of the pre-crisis period, where seemingly safe assets were overpriced, can be explained by agents over-weighting idiosyncratic risk and ignoring systemic risk. In that sense, systemic assets are overpriced, while non-systemic ones are underpriced. Moreover, our model predicts that if a big systemic shock hits the financial system, salience changes and systemic risk becomes salient for investors. Due to over-weighting of systemic risk, the price for systemic assets falls sharply, similar to a fire-sales phenomenon. This relates to the observed fire-sales of assets during the recent financial crisis. The combination of overpricing ex-ante (during the pre-crisis period) and underpricing ex-post (during the crisis) leads to excess volatility in the market.

We also conduct comparative statics with respect to the model parameters. The most interesting result is that price volatility and mispricing increases with risk aversion. When risk aversion increases, due to mean-variance utility, investors expected utility becomes more sensitive to a change in perceived variance. Initially, when idiosyncratic risk is salient, agents are willing to pay a premium for assets that carry less idiosyncratic risk. The more risk-averse agents are, the more prevalent the mispricing of these assets. However, when a shock hits the market making systemic risk more salient, these investors will try to rebalance their portfolios towards assets that carry less systematic risk. The more risk-averse agents are, the more aggressively they will rebalance their portfolios, thus creating ex-

\(^4\)As it has been discussed, considering the last financial crisis, the lack of availability of past historical default rates for non-traditional securities may have resulted in the neglect of systemic risk. Also see Gennaioli et al. (2015) as an application of the representativeness idea of Kahneman and Tversky (1972) where people overestimate the outcomes that occurred relatively more frequently in recent history.
cess volatility. In contrast, in the extreme case of risk neutrality, investors do not care about which type of risk they are facing - systemic or idiosyncratic - and focus solely on the expected returns. Thus, their demand is unaffected by which type of risk is salient. The policy implications of this paper involve both ex-ante and ex-post policies. In terms of ex-post interventions, the proposed model and results suggest that there is scope for interventions in financial markets such as Troubled Asset Relief Programmes (TARP). However, it should be noted that we do not conduct a welfare analysis, which means that the effectiveness of these interventions should be discussed and analysed in relation to a specific context. In terms of ex-ante policies the study suggests that investors and regulator should use better risk assessment technologies.

2.1.1 Literature Review

There is a vast literature based on the different types of explanations as to the market turmoil observed during the Global Financial Crisis. The contributions can broadly be classified as belonging to one of three strands of the literature. The first, incentive-based explanations mainly focus on the incentives of the banks during the build-up to the crisis - such as risk shifting and moral hazard generated by the originate-to-distribute banking model, (de)regulation and implicit government guarantees (Shleifer and Vishny, 2010; Rajan, 2006; Allen et al., 2015). Shleifer and Vishny (2010) explain the driving source of the instability in the banking system as the short-term extraordinary profit opportunities available to banks due to the huge demand for AAA securities. However, this prompts the question of why investors could not anticipate the fragility of the financial system. It has also been argued that securitization, as one of the possible main drivers of the crisis, created moral hazard (Gorton and Metrick, 2012; Acharya et al., 2013). This was mainly due to the fact that the holders of the liabilities and the issuers of the credits were different entities so that the issuers could sell off the risks...
and did not need to worry about the payment ability of the borrowers.\footnote{Several studies have examined the impact of securitization on monitoring incentives of the banks (Fender and Mitchell, 2009; Parlour and Plantin, 2008; Plantin, 2011).} Beccalli et al. (2015) mention that prior to the financial crisis, securitization was generally assumed to have a positive role, mainly in dispersing credit risk and increasing efficiency in risk-sharing. However, with the outbreak of the financial crisis, it has been argued that securitization actually drove down the lending standards (Greenlaw et al., 2008; Altunbas et al., 2010; Uhde and Michalak, 2010). He claims: “Rather than dispersing the risk, securitization led to a concentration of the risk in the banking sector itself”.

The second type of argument is based on a “global savings glut”, global imbalances in capital flows and the deregulatory environment (Bernanke et al., 2005; Obstfeld and Rogoff, 2009; Justiniano et al., 2014; Ferrero, 2015; Favilukis et al., 2012; Aizenman and Jinjarak, 2009). The basic idea behind these arguments is that there was a search for higher yield worldwide, especially accumulated in the US financial markets. Moreover, the lax regulatory environment exacerbated the problems in the financial system. While the global savings glut explanation may help to understand global imbalances, it may not explain why the prices of these assets collapsed. Thus, the current paper complements this strand of the literature by also explaining a possible mechanism for fire-sales.

Our paper is more closely related to the last class of explanations, namely those models that consider behavioral biases as the main driver of the financial crisis. Chernenko et al. (2016) state that due to the unique feature of credit markets, as skewed payoffs, normal conditions do not convey much information. They further emphasise that “absence of negative experiences” may lead to over-optimism due to investors’ tendency to neglect downside risks (Greenwood and Shleifer, 2014; Gennaioli et al., 2012, 2015). Gennaioli et al. (2012) show that due to the investor demand for securities that provide safe cash flows, financial intermediaries offer innovative securities that are perceived to be safe but in reality are exposed to neglected risk. This generates financial fragility when investors eventually recog-
nise the neglected state. However, such information neglect may not explain why this mispricing still prevails, even among sophisticated investors.\textsuperscript{6} Klibanoff et al. (1998) argues that the explanations based on the “over/under-reaction” of investors (or markets) can usually only justify ex post anomalies, not the driving mechanisms behind them. This paper offers a complementary idea to this behavioral literature, presenting a possible ex-ante theoretical mechanism based on the well-documented psychological phenomenon of salience (or information availability, as it is sometimes termed). Considering the existence of the diversification fallacy/illusion,\textsuperscript{7} especially during the boom period prior to the financial crisis, this paper builds upon the salience theory to explain the investors’ neglect of systemic risk.

Some studies have explicitly tested salience (or the availability heuristic) empirically (Tsuji, 2006) or experimentally (Nelson et al., 2001).\textsuperscript{8} Andreassen (1990) and Andreassen and Kraus (1990), for example, test the effect of the salience of price change information on investor forecasts and trading behaviour. Both papers find evidence in support of the hypothesis that investor forecasts vary as a function of the salience of the information. In focusing on the source of investor reaction in a non-laboratory setting, Klibanoff et al. (1998) test the hypothesis that more importance is assigned to more prominent (salient) news through the use of “closed-end country funds”. They find that salience plays a significant role in determining the magnitude of investor reaction to more prominent news. The current study offers a theoretical background in which the salience heuristic is based upon deeper information, namely risk.

Our paper is also related to the investor sentiment literature. According to classical asset pricing theory, stock prices (especially in the long-run) should reflect the fundamentals since rational investors (or arbitrageurs) will revert prices back

\textsuperscript{6}See Mendel and Shleifer (2012) for a detailed discussion as to why the facts of the financial crisis of 2007-09 make the case more interesting in regards to the participants in derivative markets mostly being sophisticated investors.

\textsuperscript{7}See Thakor (2015)

\textsuperscript{8}Also see Gärling et al. (2009) for an extensive review and discussion of the psychology literature.
to fundamentals, even though in the short-run there may exist deviations. Thus, classical theory suggests that mispricing cannot exist in the long run. However, the vast literature on investor sentiment shows that sentiment has a long-lasting and non-negligible effect on prices. When the share of sentiment investors is significant, trading against sentiment may be costly and risky. As a result, arbitrageurs may not be able to afford to bet against the sentiment and prices may not reflect fundamentals (i.e., there are limits to arbitrage (Shleifer and Vishny, 1997)). The history of financial crises - such as the Great Depression and the Dot.com bubble in the 1990s - validates the premise that prices can deviate from fundamentals for a long duration, especially considering the non-traditional asset markets (such as derivative markets). Mendel and Shleifer (2012) argue that the problems that occurred in the last financial crisis regarding derivative markets are particularly interesting, considering that the investors in these markets are mostly sophisticated investors. They present a model where uninformed rational traders, who only learn from prices, end up chasing the sentiment. Thus, they claim that large numbers of noise traders or large sentiment shocks are not always needed for the sentiment to matter as long as sophisticated investors constitute a large proportion of the traders. Akhtar et al. (2012) find evidence that when sentiment information is released, both futures markets and US stock markets react asymmetrically and that the reaction is more significant among the “stocks that are more salient to investors”. They posit that this can be explained through investors using the availability heuristic. Baker and Wurgler (2007) mention that speculative (riskier) stocks may have lower (higher) return during high (low) sentiment periods, implying that investors over (under) value the stocks when sentiment is high (low). This is perhaps especially true for non-traditional, difficult-to-value assets. As with the investors’ mispricing of stocks during different sentiment periods, in our model, when systemic risk is salient (not salient) investors under- (over-)value systemic stocks. The model offers a theoretical mechanism for how investors over- (under-) value the assets. In this sense, our model of investor salience bias as to perceived risk may fit the sentiment-related empirical evidence
To our knowledge, the application of salience bias by defining two types of risk, idiosyncratic and systemic, has not been considered in the sentiment literature.

The remainder of the paper proceeds as follows. The next section, 2.1.2 will briefly introduce the notion of salience in decision-making with the help of a simple example. Section 2.2 then presents the model of salience on different types of risk. Section 2.3 analyses and discusses the results for both the benchmark (rational investor) case and the salient investor case. Section 2.4 presents comparative statics. Section 2.5 discusses the results and mentions policy implications. Finally, Section 2.6 concludes and offers a number of possible future extensions.

2.1.2 Salience Theory

According to Taylor and Thompson (1982), salience refers to a phenomenon in which a decision-maker’s attention is attracted disproportionately by one portion of the environment, which will create disproportionate weighting in the decision-maker’s judgement. Similarly, Kahneman (2011) states that humans have a useful capacity to focus on the odd, different or unusual. This may be due to humans using a heuristic by concentrating their time and attention on salient information, considering their limited cognitive capacity (i.e., focusing on the salient state, attribute or condition provides a useful heuristic) (Akhtar et al., 2012). Based on the salience idea, Bordalo et al. (2012) present a model of choice under risk in which the decision-maker focuses on salient payoffs for a given state and thus evaluates a lottery by inflating the decision weight of the salient states. They emphasise that salience enables the development of a theory based on context-dependent choice aligned with a wide range of evidence. Bordalo et al. (2013) further apply a similar idea to a consumer choice context in which a consumer can pay more or less attention to some attributes of goods such as quality or price. A good’s attribute is salient when it stands out or is unusual as being the
most different from that of a reference good. To summarise this idea, let two attributes for \( N \) goods be price and quality.

Salience ranks the attributes of a good based on the reference good’s attribute. An attribute is salient if it is significantly different from the average attribute. As an illustration, see the simple example below where there are only two goods, \( N = 2 \), and two attributes: quality and price:

**Example 2.1** Let the utility of a rational agent be \( u_k = q_k - p_k \), where \( q \) represents quality and \( p \) represents the price of good \( k \). Also, let the average \((\bar{q}, \bar{p})\) be the reference. To create a ranking between attributes, define a salience function as

\[
S(a_k, \bar{a}) = \frac{|a_k - \bar{a}|}{\bar{a}} \quad \text{for} \quad k \in \{1, 2\}, a \in \{q, p\}.
\]

If \(|q_1 - q_2| >> |p_1 - p_2|\), then quality is salient for both goods, since \( S(q_k, \bar{q}) > S(p_k, \bar{p}) \) for both \( k \).

If quality is salient, then the consumer will evaluate the utility as follows:

\[ u_k = q_k - \delta p_k, \quad \text{where} \quad \delta < 1. \]

In other words, the consumer effectively inflates (deflates) the salient (non-salient) attribute (Bordalo et al., 2013).

### 2.2 The Model

We consider an OLG model where each generation lives for two periods. Agents (investors) start their lives with an endowment \( W > 0 \) and have mean-variance utility.\(^{10}\) The endowment \( W \) cannot be stored. They invest their endowment when young and consume when old. Each period, the young investors optimally choose their portfolio from \( N \) different risky assets acquired from the old gener-

\(^{9}\)Note that when we have only two goods with two attributes, if one attribute is significantly different between the two goods compared to the other attribute, then it will stand out as the salient attribute for both goods due to symmetry.

\(^{10}\)W.l.g let \( W = \tilde{W} + \bar{c} \), and let us assume that the young generation consumes a fixed \( \bar{c} \) and invests the leftover. Thus, in a sense, we merely focus on the asset choice of the investors and isolate our discussion from the optimal consumption choice for the newborns. When a generation arrives in the next period (i.e. the old generation), they consume everything they have after selling their assets to the newborns.
ation, all assumed to be in fixed supply. We will consider $N = 3$. Each asset has a deterministic dividend $K$, and a stochastic dividend. We assume that $K$ is sufficiently large in order to ensure that in the optimisation problem of the investors (given below in (2.1)) the expected utility is non-negative in equilibrium, and prices of all assets are non-negative.

The stochastic dividend is formed of two parts, representing idiosyncratic risk and systemic risk respectively.

$$R_j = K + \varepsilon_j + \alpha_j \mu, \quad \varepsilon_j \sim (0, \sigma^2_j), \quad \mu \sim (0, \sigma^2\mu_j) \quad j \in N$$

where $\varepsilon$ is an idiosyncratic shock ($\varepsilon_j$ are independently distributed and independent from $\mu$) and $\mu$ is the systemic shock. Each asset thus has a stochastic part which is undiversifiable. If the coefficient $\alpha_j$ is large, then asset $j$ entails more systemic risk. We do not assume any specific probability distribution for the stochastic parts but only assume a zero mean and finite variance. The time subscripts are omitted for $R_j$ since the payout structure is identical for each period $t$.

For $N = 3$,

$$R_A = K + \varepsilon_A + \alpha \mu, \quad E[\varepsilon_A] = 0, \quad Var(\varepsilon_A) = \sigma^2_A$$
$$R_B = K + \varepsilon_B + \beta \mu, \quad E[\varepsilon_B] = 0, \quad Var(\varepsilon_B) = \sigma^2_B$$
$$R_C = K + \varepsilon_C + \theta \mu, \quad E[\varepsilon_C] = 0, \quad Var(\varepsilon_C) = \sigma^2_C$$

We assume $\sigma^2_C > \sigma^2_B > \sigma^2_A$, $\alpha > \beta > \theta$ and $\sigma^2_A + \alpha^2 \sigma^2\mu = \sigma^2_B + \beta^2 \sigma^2\mu = \sigma^2_C + \theta^2 \sigma^2\mu$, so that $Var(R_A) = Var(R_B) = Var(R_C)$, i.e. all assets have identical variance. The assumption that all assets have identical variance is mostly for expositional convenience as it implies that if an asset has higher idiosyncratic risk, it must carry lower systemic risk. As a result, it is immaterial whether assets are ordered in terms of either type of risk.\(^{12}\) For the rest of the paper, asset $A$, which carries

---

\(^{11}\)The reason we did not pick $N = 2$ is because when there are only 2 assets, their payouts are directly correlated due to the modelling of systemic risk. Thus, we need more than 2 assets to have a sensible systemic risk concept. Also our results carry through for the more generic case of $N > 3$.

\(^{12}\)This simplification is to have a reasonable comparison between the prices of the assets in
the larger amount of systemic risk, will be called as the “systemic asset”.

The assets are in fixed supply. In each period $t$, the old generation (who were born at $t - 1$) will sell the assets at any non-negative price since they will consume anything they have invested. Thus, high or low demand will determine the prices at the end of each period. The young generation born at $t$ choose the optimal portfolio by demanding $x_A, x_B, x_C$ quantities of each asset (based on a prior regarding salience, which will be explained later). Prices are determined in any period, by market clearing.

At the beginning of each period, young investors solve the following problem:

$$\max_{x_{t,A},x_{t,B},x_{t,C} \in [0,W_t]} E[W_{t+1}] - \gamma Var(W_{t+1})$$

s.t.

$$x_{t,A}p_{t,A} + x_{t,B}p_{t,B} + x_{t,C}p_{t,C} = W$$

where $E[W_{t+1}] = (x_{t,A} + x_{t,B} + x_{t,C})K + W$. This is because investors ex-ante expect the prices to stay same, i.e. $E[p_{t+1,i}] = p_{t,i}$ since they do not predict salience to change. To see this point, note that $E[W_{t+1}] = E[\sum_j p_{t+1,i}x_{t,i} + \sum_j R_i x_{t,i}] = W_t + E[\sum_j R_i x_{t,i}] = W + (x_{t,A} + x_{t,B} + x_{t,C})K$

### 2.2.1 Salience

Salience works as follows; depending on which risk is salient, the perceived variance may differ. Hence, $Var(W_{t+1})$ will depend on investors’ perceptions of risk. The investor can perceive either idiosyncratic risk $\varepsilon_j$ as salient or systemic risk $\mu$ as salient. Investors will over-weigh the salient risk and under-weigh the non-equilibrium. When assets have different variances, due to variance size effect, the prices will be different. By assuming that all assets have the same total variance (total risk including systemic and idiosyncratic), one can say that the difference in prices directly results from a different combination of systemic and idiosyncratic risks.

$^{13}$Having the demands as functions of prices and parameters, equilibrium prices will be determined in consideration that the supply is fixed.
salient risk.\textsuperscript{14} As with Bordalo et al. (2012, 2013), we will introduce a salience function in Section 2.3.2 which basically produces a ranking between two types of risk. Since we have only two elements to be ordered, the more salient element will be over-weighed and the other will be under-weighed.

According to salient decision-making, the stochastic dividends of the assets will be weighed as follows:

- When $\mu$ is salient, $R_j = K + \frac{1}{\delta} \varepsilon_j + \delta (\alpha_j \mu)$
- When $\varepsilon$ is salient, $R_j = K + \delta \varepsilon_j + \frac{1}{\delta} \alpha_j \mu$

where $\delta > 1$\textsuperscript{15} and $j \in \{A, B, C\}$. This implies that the salient risk will be over-weighed.\textsuperscript{16} From a dynamic viewpoint, there can be four different cases: a) $\varepsilon$ is salient at time $t$ but $\mu$ becomes salient at time $t+1$, b) $\mu$ is salient at time $t$ but $\varepsilon$ becomes salient at time $t+1$, c) and d) $\varepsilon$ or $\mu$ is salient throughout.

Depending on what is currently salient, investors will have different perceived variances. Formally, the variances as perceived by a rational agent, an agent who perceives $\varepsilon$ as salient, and an agent who perceives $\mu$ as salient are as follows.

- Rational agents: $\text{Var}(W_2^R) = x_A^2 \sigma_A^2 + x_B^2 \sigma_B^2 + x_C^2 \sigma_C^2 + (\alpha x_A + \beta x_B + \theta x_C)^2 \sigma_\mu^2$
- $\varepsilon$-salient: $\text{Var}(W_2^\varepsilon) = \omega(x_A^2 \sigma_A^2 + x_B^2 \sigma_B^2 + x_C^2 \sigma_C^2) + \frac{(\alpha x_A + \beta x_B + \theta x_C)^2 \sigma_\mu^2}{\omega}$
- $\mu$-salient: $\text{Var}(W_2^\mu) = \frac{(x_A^2 \sigma_A^2 + x_B^2 \sigma_B^2 + x_C^2 \sigma_C^2)}{\omega} + (\alpha x_A + \beta x_B + \theta x_C)^2 \sigma_\mu^2)$\omega

where $\omega = \delta^2 > 1$.

We assume;

$$\frac{\sigma_A^2 \omega}{\alpha (\alpha + \beta + \theta)} < \sigma_\mu^2 < \frac{\sigma_C^2}{\omega (\alpha + \beta + \theta)} \quad (2.3)$$

Note that, by construction, $\sigma_A^2 / \alpha < \sigma_C^2 / \theta$. Hence, essentially we assume that

\textsuperscript{14}This over/under weighing is aligned with the context dependency, as in Prospect Theory, since salience is also based on a reference point.

\textsuperscript{15}Note that this modelling of $\delta$ generates salience bias in perceived risk. We can also generate the results in this paper qualitatively by modelling the bias as follows. $R_j = K + (1-\delta) \varepsilon_j + \delta (\alpha_j \mu)$ where $1/2 < \delta < 1$.

\textsuperscript{16}The model can be modified so that historical information forms the prior and the salience weight. One can build a dynamic model in which the historical realisation of risk may be modelled to increase the probability of being salient.
ω is not too large (i.e. salience is not extreme) and that the systemic variance is neither too large or too small relative to the idiosyncratic variances. This restriction is required due to the specific way the salience is modelled. If salience bias is too extreme; for example, consider arbitrarily large \( \omega \), then the investors perceive the variance of their portfolio arbitrarily large as well, independent of the assets they hold and independent of what is salient. This implies that, a systemic asset (A) with non-zero idiosyncratic variance could be in principle perceived as excessively risky even when idiosyncratic risk is salient.\(^{17}\)

### 2.3 Results

#### 2.3.1 Rational Investors

We start with the benchmark case, where rational young investors at \( t \) solve (2.1) using the actual variance \( Var(W_t)^R \). Given the optimal portfolio allocation \( (x_A^R(p_A^R, p_B^R, p_C^R), x_B^R(p_A^R, p_B^R, p_C^R), x_C^R(p_A^R, p_B^R, p_C^R)) \) and solving for the equilibrium prices by assuming a fixed supply of 1 unit for each asset; at \( t \)^{18}

**Proposition 2.1** In the rational benchmark case prices for each asset are such that

\[
p_i^R = \frac{W(K - 2\gamma(\alpha_i\sigma_i^2(\alpha + \beta + \theta) + \sigma_i^2))}{3K - 2\gamma(\sigma_i^2(\alpha + \beta + \theta)^2 + (\sigma_A^2 + \sigma_B^2 + \sigma_C^2))}
\]

for \( i \in \{A, B, C\} \), \( \alpha_i \in \{\alpha, \beta, \theta\} \) and for any time period.\(^{19}\)

Assuming that the total variance is the same for all assets, the systemic asset (A) has the lowest price, that is,

\[
p_A^R < p_B^R < p_C^R.
\]

**Proof.** For the benchmark case, rational investors solve (2.1) considering the

\(^{17}\)Note that arbitrarily large \( \omega \) may also imply negative prices.

\(^{18}\)Time subscripts are ignored in the notation, in order to keep it simple.

\(^{19}\)For the generic N asset case: \( p_i^R = \frac{W(K-2\gamma(\alpha_i\sigma_i^2(\gamma + \sum_{j=1}^{N} \alpha_j + \sigma_i^2))}{NK-2\gamma(\sigma_i^2(\sum_{j=1}^{N} \alpha_j)^2 + \sum_{j=1}^{N} \sigma_i^2)} \) for \( i \in N \) and for any time period, where \( \alpha_i \) stands for the correlation with systemic risk for asset \( i \)
actual variance of the portfolio $Var(W_2)^R$. Then, having the demands for each asset and assuming a fixed 1 unit supply for each, we get the prices:

$$p^R_A = \frac{W(K - 2\gamma(\sigma^2_\mu(\alpha + \beta + \theta) + \sigma^2_A))}{3K - 2\gamma(\sigma^2_\mu(\alpha + \beta + \theta)^2 + (\sigma^2_A + \sigma^2_B + \sigma^2_C))}$$

$$p^R_B = \frac{W(K - 2\gamma(\sigma^2_\mu(\alpha + \beta + \theta) + \sigma^2_B))}{3K - 2\gamma(\sigma^2_\mu(\alpha + \beta + \theta)^2 + (\sigma^2_A + \sigma^2_B + \sigma^2_C))}$$

$$p^R_C = \frac{W(K - 2\gamma(\sigma^2_\mu(\alpha + \beta + \theta) + \sigma^2_C))}{3K - 2\gamma(\sigma^2_\mu(\alpha + \beta + \theta)^2 + (\sigma^2_A + \sigma^2_B + \sigma^2_C))}.$$ 

For $K$ large enough, the expected utility is positive in equilibrium, which also implies both the numerator and denominator are positive for each price. Assuming assets have the same total variance, $\sigma^2_A + \alpha^2\sigma^2_\mu = \sigma^2_B + \beta^2\sigma^2_\mu = \sigma^2_C + \theta^2\sigma^2_\mu$, and using the prices found above, we obtain the following: $p^R_A < p^R_B < p^R_C$. This holds since $\sigma^2_C > \sigma^2_B > \sigma^2_A$ and $\alpha > \beta > \theta$.20

The intuition of this proposition is simple. The first part basically says that if investors are rational, then the prices will be stable over time (i.e., they will be the same in any time period). Rational investors will perceive the same variance of assets in any period so that their demand will be the same in each period. Considering that the supply is fixed, this will imply stable prices over time. For the second part, the core of the intuition is that the idiosyncratic risk is partially diversifiable whereas the systemic is not. Thus, if the total variance is the same for all assets, in having higher systemic risk, asset A will have lower demand and consequently a lower price compared to other assets.

### 2.3.2 Salient Investors

This section provides the results for the case when investors have salience bias on the perceived risk. At any period, when the realized systemic risk is low enough, investors are defined as $\varepsilon$-salient since they will overweight the idiosyncratic risk.

---

20Note that the main results of the paper namely mispricing and the excess volatility can be also generated by using only two assets. In other words, Asset B can be removed from the analysis. But we need the third asset in order obtain unequal asset prices when investors are rational.
When the realised systemic risk is sufficiently large ($\mu > \hat{\mu}$), then systemic risk will become salient and the investors are defined as $\mu$-salient. $\varepsilon$-salient investors consider $\text{Var}(W_2)^\varepsilon$ and $\mu$-salient investors consider $\text{Var}(W_2)^\mu$ as the perceived risk for their optimal portfolio demands.

Lemma 2.2 When idiosyncratic risk ($\varepsilon$) is salient, the systemic asset $A$ is over-priced $p_A^\varepsilon > p_A^R$ and the non-systemic asset $C$ is underpriced $p_C^\varepsilon < p_C^R$. Moreover, $p_A^\varepsilon > p_B^\varepsilon > p_C^\varepsilon$ for $\omega > \sqrt{\frac{\alpha + \beta + \theta}{\alpha + \beta}}$.

Proof. For $\varepsilon$-salient investors, using $\text{Var}(W_2)^\varepsilon$ in (2.1) we get the demands for each asset. Assuming a fixed 1 unit supply for each asset we get the prices as follows;

$$p_A^\varepsilon = \frac{W(K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega\sigma^2_A\right))}{3K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega(\sigma^2_A + \sigma^2_B + \sigma^2_C)\right)},$$

$$p_B^\varepsilon = \frac{W(K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega\sigma^2_B\right))}{3K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega(\sigma^2_A + \sigma^2_B + \sigma^2_C)\right)},$$

$$p_C^\varepsilon = \frac{W(K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega\sigma^2_C\right))}{3K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega(\sigma^2_A + \sigma^2_B + \sigma^2_C)\right)}.$$

For $K$ large enough both the numerators and denominators are positive for each price. Using the assumption that $\sigma^2_C > \sigma^2_B > \sigma^2_A$ and $\alpha > \beta > \theta$, we get $p_A^\varepsilon > p_B^\varepsilon > p_C^\varepsilon$.

In order to show that $p_A^\varepsilon > p_A^R$ we need

$$W(K - 2\gamma\left(\frac{\sigma^2(\alpha + \beta + \theta)}{\omega} + \omega\sigma^2_A\right)) > W(K - 2\gamma(\sigma^2(\alpha + \beta + \theta) + \omega\sigma^2_A))$$

which implies that;

$$\sigma^2(\alpha + \beta + \theta) > \sigma^2_A\omega. \quad (2.4)$$

However, condition (2.3) implies that (2.4) is satisfied.
Again, in order to show that \( p^C < p^R \) we need

\[
W(K - 2\gamma(\frac{\sigma^2}{\omega}(\alpha + \beta + \theta) + \omega\sigma^2)) < W(K - 2\gamma(\sigma^2\alpha + \beta + \theta + \sigma^2))
\]

which implies that;

\[
\sigma^2\theta(\alpha + \beta + \theta) < \sigma^2\omega \quad (2.5)
\]

However, condition (2.3) implies that (2.5) is satisfied since \( \omega > 1 \). □

Lemma 2.2 basically states that when idiosyncratic risk is salient, investors overweigh idiosyncratic risk and underweigh the systemic one. Thus the systemic asset, A, is overpriced whereas the non-systemic asset, C, is underpriced.

**Lemma 2.3** When systemic risk is salient, the systemic asset A is underpriced \( p^A < p^R \), and the non-systemic asset C is overpriced \( p^C > p^R \). Moreover \( p^A < p^B < p^C \).

**Proof.** For \( \mu \) – salient investors, using \( Var(W_2)^\mu \) in (2.1) we get the demands for each asset. Assuming a fixed 1 unit supply for each asset, we get the prices as follows;

\[
p^A = \frac{W(K - 2\gamma(\omega\sigma^2\alpha + \beta + \theta) + \sigma^2)}{3K - 2\gamma(\omega\sigma^2\alpha + \beta + \theta)^2 + (\frac{\sigma^2 + \sigma^2 + \sigma^2}{\omega})},
\]

\[
p^B = \frac{W(K - 2\gamma(\omega\sigma^2\beta + \alpha + \beta + \theta) + \sigma^2)}{3K - 2\gamma(\omega\sigma^2\beta + \alpha + \beta + \theta)^2 + (\frac{\sigma^2 + \sigma^2 + \sigma^2}{\omega})},
\]

\[
p^C = \frac{W(K - 2\gamma(\omega\sigma^2\theta + \alpha + \beta + \theta) + \sigma^2)}{3K - 2\gamma(\omega\sigma^2\theta + \alpha + \beta + \theta)^2 + (\frac{\sigma^2 + \sigma^2 + \sigma^2}{\omega})}.
\]

For \( K \) large enough both the numerators and denominators are positive for each price. Using the assumption that \( \sigma^2_C > \sigma^2_B > \sigma^2_A \) and \( \alpha > \beta > \theta \), we get \( p^A < p^B < p^C \).

In order to show that \( p^A < p^A \) we need

\[
W(K - 2\gamma(\omega\sigma^2\alpha + \beta + \theta) + \sigma^2)) < W(K - 2\gamma(\sigma^2\alpha + \beta + \theta + \sigma^2))
\]
which implies that;

\[ \sigma^2_{\mu}(\alpha + \beta + \theta) > \frac{\sigma^2_A}{\omega} \]  

(2.6)

However, condition (2.3) implies that (2.6) is satisfied since \( \omega > 1 \).

Again, in order to show that \( p^C_\mu > p^R_C \) we need

\[ W(K - 2\gamma(\omega\sigma^2_{\mu}(\alpha + \beta + \theta) + \frac{\sigma^2_A}{\omega})) < W(K - 2\gamma(\sigma^2_{\mu}(\alpha + \beta + \theta) + \frac{\sigma^2_A}{\omega})) \]

which implies that;

\[ \sigma^2_{\mu}(\alpha + \beta + \theta) < \frac{\sigma^2_C}{\omega} \]  

(2.7)

However, condition (2.3) implies that (2.7) is satisfied.

Lemma 2.3 basically states that when systemic risk is salient, investors over-weight systemic risk and under-weight the idiosyncratic one. Thus, the systemic asset, \( A \), is under-priced whereas the non-systemic asset, \( C \), is over-priced. The intuition is simple. In the benchmark case, asset \( A \) has the lowest price due to its highest systematic correlation coefficient. When systemic risk is salient, the demand for asset \( A \) is even smaller when compared to that of the benchmark case.

**Proposition 2.4** Assuming \( \text{Var}(R_A) = \text{Var}(R_B) = \text{Var}(R_C) \), we obtain \( p^x_A > p^\mu_A \) and \( p^x_C < p^\mu_C \):

- If at time \( t \), \( \varepsilon \) is salient and \( \mu \) becomes salient at \( t+1 \), then the price \( p_A \) of the systemic asset (A) decreases and the price \( p_C \) of the less systemic asset (C) increases.
- If at time \( t \), \( \mu \) is salient and \( \varepsilon \) becomes salient at \( t+1 \), then the price \( p_A \) of the systemic asset (A) increases and the price \( p_C \) of the less systemic asset (C) decreases.
- In both cases, price volatility is higher than in the benchmark case of full rationality.

**Proof.** The proof directly follows from the Lemma 1 and Lemma 2 above. For
the benchmark case, since prices stay the same over time, any price deviation after a change in salience implies excess volatility in prices.

If investors start as $\varepsilon$-salient at $t$, there are two cases that can occur in the subsequent period. If investors remain $\varepsilon$-salient, the price will not change since the young investors will have the same perceived variance. In contrast, if they switch to $\mu$-salience, the young investors will use $Var(W_{t+1})^\mu$ instead of $Var(W_{t+1})^\varepsilon$, which will generate price volatility.

The main implication of this result is as follows. In taking no stance on how investors form their prior, we conclude that when the salient feature of the risk (idiosyncratic or systemic) changes, investors change their perceived risk for the assets, which results in price volatility in equilibrium. The main insight is that due to the bias in perceived risk, there is excess volatility in the asset markets.

In order to be more specific on the change in salience and how salience may arise, define a salience function $S(a_k, a_j, \bar{a})$ where $a \in \{\varepsilon, \mu\}$, $k, j \in \{A, C\}$ and $\bar{a}$ represents the reference point. The role of this function is to produce a ranking between the two types of risk, idiosyncratic and systemic. In that sense, whenever $S(\varepsilon_A, \varepsilon_C, \bar{\varepsilon}) < (>) S(\alpha\mu, \theta\mu, \bar{\mu})$, then systemic (idiosyncratic) risk will be salient for assets $j \in \{A, C\}$.

In the model, upon the realization of the stochastic components of dividends, similar to an information arrival, investors will update their perceived variance. For example, if the realized systemic part $\mu$ is bigger than some value $\hat{\mu}$, investors will focus on the systemic risk and the systemic part will be salient.

Considering the result in Proposition 2.4 above, the implication of the above salience function is that salience changes based on the realized values of $\varepsilon$ and $\mu$. If at time $t$,

- $\varepsilon$ is salient, after a systemic shock ($\mu > \hat{\mu}$) $\mu$ becomes salient at $t+1$. Then, the price of the systemic asset $p_A$ decreases and the price of the non-systemic asset $p_C$ increases.
- $\mu$ is salient, after an idiosyncratic shock $\varepsilon$ becomes salient at $t+1$. Then, the

\[21\text{ The reference point can be defined as the average of all assets or can be a specific asset.}\]
price of the systemic asset \( p_A \) increases and the price of the non-systemic asset \( p_C \) decreases.

2.4 Comparative Statics

The results from the previous section show that there is excess volatility in prices due to investor salience. We now conduct comparative statics analysis on price volatility. Let \( P(\varepsilon\text{-salient}) \) and \( P(\mu\text{-salient}) \) be the probabilities that in a given time period, \( \varepsilon \) is salient or \( \mu \) is salient, respectively. W.l.g assume that investors are \( \varepsilon \)-salient at \( t \). Then we can proxy the price volatility of each asset \( j \in \{A, B, C\} \) by \( |p_{\varepsilon t,j} - E[p_{t+1,j}]| \), where \( E[p_{t+1,j}] = P(\varepsilon\text{-salient})p_{\varepsilon t+1,j} + P(\mu\text{-salient})p_{\mu t+1,j} \). However, since \( P(\varepsilon\text{-salient}) = 1 - P(\mu\text{-salient}) \) and since the price will not change unless salience changes at \( t + 1 \) (i.e. \( p_{\varepsilon t,j} = p_{\varepsilon t+1,j} \)), we have;

\[
|p_{\varepsilon t,j} - E[p_{t+1,j}]| = P(\mu\text{-salient})|p_{\mu t+1,j} - p_{\varepsilon t,j}|
\]

We will focus on the difference \( |p_{\mu t+1,j} - p_{\varepsilon t,j}| \) without imposing a structure on the probabilities and look at the comparative statics w.r.t to the model parameters \( \gamma \) (risk aversion), \( \sigma_\mu^2 \) (systemic risk), \( \sigma_j^2 \) (idiosyncratic risks), \( \omega \) (salience weight) and \( K \). We are thus implicitly assuming that these exogenous parameters do not effect the salience function (and thus the probabilities). Time subscripts are omitted for simplification since \( p_{\varepsilon t,j} = p_{\varepsilon t+1,j} \) and \( p_{\mu t,j} = p_{\mu t+1,j} \) for all assets and all periods \( t \).

For ease of comparison, we restrict \( Var(W_2^\varepsilon) \) and \( Var(W_2^\mu) \) to have the same value. This implies \( \sigma_A^2 + \sigma_B^2 + \sigma_C^2 = (\alpha + \beta + \theta)^2\sigma_\mu^2 \). In other words, we are considering the case where salience does not affect the investors’ perception of the total risk that they face. This restriction merely normalizes perceived variances.

\[\text{We use absolute difference rather than } (p_{\varepsilon t,j} - E[p_{t+1,j}])^2 \text{ since the results do not change qualitatively.}\]
Proposition 2.5  Price volatility $|p_j^\varepsilon - p_j^\mu|$ increases with $\gamma$ for all assets $j \in \{A, B, C\}$.

Proof. The assumption that $\sigma_A^2 + \sigma_B^2 + \sigma_C^2 = (\alpha + \beta + \theta)^2 \sigma^2_\mu$ simplifies the denominator of $|p_j^\varepsilon - p_j^\mu|$ as $3K - 2(\omega^2 - 1) \sigma^2_\mu \alpha + \beta + \theta$ and $(\sigma^2_A + \sigma^2_B + \sigma^2_C - 3K \omega)$. Consider asset $A$. As shown in Proposition 2.4, $p_A^\mu > p_A^\mu$. Thus, use $|p_A^\mu - p_A^\mu| = p_A^\mu - p_A^\varepsilon$.

\[
p_A^\mu - p_A^\varepsilon = \frac{2W\gamma(\sigma^2_\alpha \alpha + \beta + \theta - \sigma^2_A) \omega^2 - 1}{3K - 2(\omega^2 - 1) \sigma^2_\mu \alpha + \beta + \theta + 3K \omega}.
\] (2.8)

Note that for $\sigma^2_\mu > \frac{\sigma^2_A}{\alpha + \beta + \theta}$ (i.e., for systemic risk not very small, which is satisfied due to condition (2.3)), when $\gamma$ increases, the numerator increases whereas the denominator decreases. Thus, $\frac{d(p_A^\mu - p_A^\varepsilon)}{d\gamma} > 0$.

Formally,

\[
d(p_A^\mu - p_A^\varepsilon) = \frac{6K \omega (\omega^2 - 1) (\sigma^2_\mu \alpha + \beta + \theta - \sigma^2_A) \omega^2 - 1}{((2\gamma^2 \sigma^2_\mu + \sigma^2_B + \sigma^2_C) - 3K \omega) + 2\gamma \sigma^2_\mu \alpha + \beta + \theta)^2} > 0
\]

for $\sigma^2_\mu > \frac{\sigma^2_A}{\alpha + \beta + \theta}$.

Consider now asset $C$. As shown in Proposition 2.4, $p_C^\mu < p_C^\mu$. Thus, use $|p_C^\mu - p_C^\mu| = p_C^\mu - p_C^\mu$.

\[
p_C^\mu - p_C^\mu = \frac{2W\gamma(\sigma^2_C - \sigma^2_\mu \theta(\alpha + \beta + \theta) \omega^2 - 1}{3K - 2(\omega^2 - 1) \sigma^2_\mu \alpha + \beta + \theta + 3K \omega}.
\] (2.9)

Note that for $\sigma^2_C > \sigma^2_\mu \theta(\alpha + \beta + \theta)$ (i.e., for the idiosyncratic risk of asset $C$ not being very small, which is satisfied due to condition (2.3)), when $\gamma$ increases, the numerator increases whereas the denominator decreases. Thus, $\frac{d(p_C^\mu - p_C^\mu)}{d\gamma} > 0$.

The proof is analogous for asset $B$. ■

---

23Investors have mean-variance utility, which implies that as variance increases the demand decreases. Thus, to have a meaningful comparison between $\varepsilon$- and $\mu$-salient cases, the variances should be comparable. Given that there is a fixed supply of assets, this restriction allows us to compare $p_j^\varepsilon$ and $p_j^\mu$ by allowing $Var(W_2)^\varepsilon = Var(W_2)^\mu$. 

---
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Thus, price volatility increases with risk aversion $\gamma$, which at first glance may seem counter-intuitive. The intuition for this result lies within how we model mispricing. We can understand this by focusing on asset A as an illustration. Investors overprice the systemic asset (A) when idiosyncratic risk is salient and underprice it when systemic risk is salient (i.e. $p^{*}_A > p^*_{\mu A}$). When risk aversion is high, overpricing and underpricing are more significant due to the investors’ expected utility being more sensitive to risks. This implies that $|p^*_A - p^*_{\mu A}|$ increases with risk aversion. To better grasp this intuition, consider the scenario of $\gamma = 0$. When investors are risk neutral, they do not care about the difference between the assets as long as their expected returns are the same. Thus, no risk aversion implies no price deviation, i.e. $p^*_A = p^*_{\mu A}$.

This result holds for any asset. When risk aversion increases, due to mean-variance utility, investors’ expected utility becomes more sensitive to a change in perceived variance. Initially, when idiosyncratic risk is salient, agents are willing to pay a premium for assets that carry less idiosyncratic risk. The more risk averse agents are, the more prevalent the mispricing of these assets. However, when a shock hits the market making systemic risk more salient, these investors will try to rebalance their portfolios towards assets that carry less systematic risk. The more risk averse agents are, the more aggressively they will rebalance their

---

24Note that this is not a size effect. Actually size effect works in the opposite direction. When risk aversion increases, investors have a smaller demand and this results in smaller prices.
portfolios, thus creating excess volatility.

Also, see Figure 2.1 for a graphical illustration of this result, whereby the price volatilities of the assets are normalized by dividing into the benchmark prices $p^R_j$. This normalization helps us to understand that for asset A (left figure) and asset C the price volatility is significant as a percentage of rational prices. For asset B (middle figure) the change is not large (%10 at maximum) since asset B is like an average asset.

**Lemma 2.6** Price volatility $|p^\varepsilon_j - p^\mu_j|$ increases with $\sigma^2_\mu$ for all assets $j \in \{A, B, C\}$

**Proof.** This result follows from (2.8). Again, given $\sigma^2_\mu > \frac{\sigma^2_A}{\alpha(\alpha+\beta+\theta)}$ (condition (2.3)), when $\sigma^2_\mu$ increases the numerator of (2.8) increases whereas the denominator decreases. Thus, $\frac{d|p^\varepsilon_A - p^\mu_A|}{d\sigma^2_\mu} > 0$.

The proof is analogous for assets B and C. 

![Figure 2.2: Price volatility with respect to systemic risk $\sigma^2_\mu$, normalized by dividing into the rational (benchmark) prices $p^R_j$.](image)

As systemic risk $\sigma^2_\mu$ increases, the price of assets will have more volatility between two different salient cases. Due to investors ignoring systemic risk, when it is not salient, mispricing is more detrimental when $\sigma^2_\mu$ is bigger. The intuition is that when systemic risk is larger, the gap between $\varepsilon$-salient and $\mu$-salient cases is more significant since the perceived systemic parts will be more different. This can be observed from Figure 2.2 as well, where again to gain an idea as to the size of the volatility we divide them by the rational prices. Again, note that the volatility is significant for assets A and C compared to the benchmark prices.
Note that in both Figures 2.1 and 2.2, the price volatility of asset A is larger (in terms of % of rational price). This implies that, A, being the systemic asset experiences larger volatility when either the systemic risk or the risk aversion parameter increases. This result may produce interesting policy implications. For example regulators may want to monitor the systemic assets/products more intensely.

**Lemma 2.7** For asset C, price volatility $|p^e_C - p^u_C|$ increases in $\sigma^2_C$. For asset A, price volatility $|p^e_A - p^u_A|$ can increase or decrease in $\sigma^2_A$ depending on parameter values.

**Proof.** For asset C, the proof is straightforward. From (2.9), it is obvious that the numerator is increasing with $\sigma^2_C$ whereas the denominator is decreasing. Thus, 

$$\frac{dp^e_C - p^u_C}{\sigma^2_C} > 0.$$ 

Now consider asset A. Using equation (2.8) and given $p^e_A > p^u_A$, we obtain;

$$\frac{dp^e_A - p^u_A}{\sigma^2_A} = \frac{2\gamma W((\omega^2 - 1)(\omega(2\gamma\omega(\sigma^2_B + \sigma^2_C) - 3K) + 2\gamma\sigma^2_B(\alpha + \beta + \theta)(\omega^2 + \alpha + \beta + \theta))}{(2\sigma^2_A \gamma (\alpha + \beta + \theta)^2 + \omega(-3K + 2(\sigma^2_A + \sigma^2_B + \sigma^2_C)\gamma\omega))^2}$$

Thus, $\frac{dp^e_A - p^u_A}{\sigma^2_A} > 0$ as long as $\sigma^2_A$ is not small, $\sigma^2_A > \frac{\omega(3K - 2\gamma\omega(\sigma^2_B + \sigma^2_C))}{2\gamma(\alpha + \beta + \theta)(\omega^2 + \alpha + \beta + \theta)}$.

![Figure 2.3: Price volatility with respect to idiosyncratic risks](image)

Figure 2.3 shows that as $\sigma^2_C$ increases, price volatility increases as well for asset C. The intuition of this lies within the weighing parameter. Since salient
risk is over-weighed and the other risk is under-weighed, a larger idiosyncratic variance implies a higher gap between the perceived variances of the assets for the different salient cases. For asset A the result is ambiguous since a higher $\sigma^2_A$ reduces overpricing when $\varepsilon$ is salient.

**Lemma 2.8** Price volatility $|p_j^\varepsilon - p_j^\mu|$ decreases with $K$ for all assets $j \in \{A, B, C\}$.

Price volatility $|p_j^\varepsilon - p_j^\mu|$ increases with $\omega$, for all $\omega > 1$ and for all assets $j \in \{A, B, C\}$.

**Proof.** The proof directly follows from (2.8). The denominator of (2.8) increases in $K$, implying that the price volatility is decreasing for asset A.

The numerator of (2.8) is increasing in $\omega$, whereas given $\sigma^2_A + \sigma^2_B + \sigma^2_C = (\alpha + \beta + \theta)^2 \sigma^2_\mu$, the denominator is decreasing in $\omega$, thus $\frac{d|p_j^\varepsilon - p_j^\mu|}{d\omega} > 0$ for all $\omega > 1$.

The proof is analogous for assets B and C. ■

The intuition of this lemma is quite obvious. As $K$, the expected dividend, becomes larger, the difference between systemic and non-systemic assets becomes less significant. Thus, the deviation of price between two different salient cases becomes smaller. The second part of the lemma is obvious considering that $\omega$ represents the over/under weighing parameter. As it becomes bigger, the mispricing becomes more significant.

### 2.5 Discussion and Policy Implications

Price volatility can be a detrimental element that undermines financial stability. Considering the soundness of the financial markets, price stability should have a high priority in policy making. As the last financial crisis has manifested, the costs of such financial crises can be severe and detrimental to the real economy. Thus, policy makers should try to understand the possible drivers of excess asset price volatility so that policies can be tailored to address the structural problems in the financial system.
The policy implications of this paper can be considered in terms of both ex-ante and ex-post policies. The results suggest that for ex-ante policies, investors should use better risk assessment technologies and regulators should try to develop early warning signals for the build up of an extreme systemic risk within the system. In terms of ex-post interventions, the model and results suggest that there is scope for interventions in financial markets - such as Troubled Asset Relief Programs (TARP). However, note that we do not conduct a welfare analysis so the effectiveness of these interventions should be discussed in regards to specific contexts. Specifically, the result that higher risk aversion creates more volatility in prices can help policy makers to tailor their policy to reverse the cyclical behaviour of investors, especially during a financial downturn. For instance, if the risk appetite of investors changes during times of financial stress, intervention policies (such as TARP) not only help to stabilise prices but may also decrease agents mispricing if these policies are able to revert the risk appetites.

Several assumptions of our model need to be discussed. The structure of the model presented here has an explicit focus on the change of salience in order to illustrate the main point in a simple and straightforward manner. However, the model does not mean to explain why investors initially neglected systemic risk.

2.6 Conclusions and Future Work

Although there is a vast literature on explanations for the last financial crisis in terms of the supply side (i.e. the bank side), the investor side has been overlooked. The main puzzle as to what happened prior to the crisis is the extent to which investors neglected systemic risk. In addressing the question of why complex securities are significantly overpriced, this paper looks at the demand side (i.e., investors) by building a tractable model based on salience theory (Bordalo et al., 2012, 2013). Classifying the risk into two components, idiosyncratic and systemic, and assuming investors over-(under-)weigh the risk that is salient (non-salient), we show that investors will misprice the assets and that this will
generate excess volatility when there is an extreme systemic shock. This work thus complements the existing supply side explanations. From the fact that systemic risk was ignored prior to the financial crisis, the model shows how systemic assets were over-priced. Under an extreme systemic shock, systemic risk becomes salient and investors dump systemic assets. This results in fire-sales and excess volatility. The excess volatility in prices could potentially create externalities for the real sector.

Our theory can be tested in a lab through the conduction of an experimental study. The participants may be asked to participate in an investment decision where they are instructed with the definition of two types of risk. In order to make systemic risk more intuitive to understand, we can instruct the students that there is a system-wide (macro) risk which cannot be diversified by choosing any of the assets. Without entering into a discussion as to whether the participants, as decision makers, will choose the optimal portfolio suggested by the classical asset pricing theory, we can test whether they change their investment decision when faced with either a very small systemic risk or a big systemic risk.

Another possible way of testing our theory is by measuring participants’ risk aversion in an experimental setting. Then one can ask the subjects to form portfolios of risky assets and then look at whether the more risk averse participants rebalance their portfolio more aggressively (i.e., change the composition of assets more significantly) after a systemic shock.

Another important dimension worth exploring is the interaction between the “supply side” and the demand. Consider an issuer (bank), who can exploit the bias in variance to extract more rent. The issuer may intentionally design/package the securities in a more complex structure which may affect the misperception parameter $\omega$. In other words, $\omega$ increases with the opaqueness/complexity of the security, which may imply a higher profit opportunity for the issuer. However, in considering that a higher misperception will increase price volatility, a larger degree of mispricing may be detrimental to the financial sector and consequently to the economy. This extension is quite interesting in regards to what we observed.
in the last global financial crisis. Issuers strategically built more complexity into the securities and investors who ignored systemic risk consequently, bought these opaque securities in huge volumes without really understanding the actual risk they faced.
Chapter 3

Subprime Mortgages and Credit Fuelled Bubbles

Chapter Abstract

We consider a model with two types of households; the poor with no initial endowment and the rich with positive endowment; and two types of assets; properties in a poor area and properties in a rich area. In the model, poor agents need credit to buy an asset whereas the rich can draw from their endowment. We show that credit-fuelled housing bubbles sometimes may improve welfare, making the poorer individuals better-off. More precisely, there exist two types of equilibria in both markets: One is a bubble equilibrium, and the other is an equilibrium where asset prices are stable over time. While the poor always obtain a positive surplus in the bubble equilibrium, this is not necessarily true for the rich. Our results suggest that there may be scope for market interventions aimed at sustaining the value of assets held by credit-constrained agents after the burst of a credit bubble.
3.1 Introduction

The years preceding the financial crisis have witnessed unprecedented access to credit for low income individuals with little or no credit history. This was partly facilitated by government sponsored institutions like Fannie Mae and Freddie Mac, whose main task was to incentivize the banks to extend the credit base by buying securitized loans from commercial banks, especially subprime loans. Later, after the crisis, the US Government has been criticized for this policy, which was considered to be one of the fundamental reasons for the credit fuelled housing bubble (especially the subprime bubble). This paper aims to show that sometimes credit fuelled bubbles - where the price of an asset is above the fundamental - may make poor agents (subprime borrowers) better-off and improve welfare. The argument relies on the idea that asset price bubbles can improve the intergenerational allocation of resources in the presence of financial frictions such as borrowing constraints. In principle, the bubble may make the poor better-off through various channels. One such channel is short-term borrowing. When the house owned by a poor gains value, it can be used as collateral to start a business. For example, consider a scenario where the poor with access to good investment opportunities require a short-term credit. If house prices are high (overvalued), the poor may be able to collateralize the house and borrow, whereas if their houses are significantly underpriced they may not be able to access credit at all. This argument is similar to Tirole (1985). He argues that even if bubbles crowd out total investment, still they can improve the flow and allocation of funds through relaxing the borrowing constraint for the investors with a good investment opportunity, i.e., the bubble can lead to a Pareto improvement.

Another channel is mobility. With the possibility of selling their houses at a high price, poor households can enjoy higher socio-economic and geographic mobility. Consider, for instance, a scenario where a house owner may want to move to a better neighbourhood. If his property is over-valued, it can be sold or collateralized to get credit in order to purchase a property in the new neighbour-
hood. However, mobility is instead hindered, if the assets owned by the poor are significantly underpriced. A branch of the mobility literature has shown that mobility is negatively affected when house prices fall due to negative equity. Being trapped in negative equity due to a significant decrease in house prices is called a “lock-in effect” (Ferreira et al., 2010).

We consider a model with two types of households; the poor (with no initial endowment) and the rich (with some endowment) and two types of assets; a house in a poor area (a poor asset) and a house in a rich area (a rich asset). In the model, poor agents need credit to buy an asset whereas the rich can draw from their endowment. In other words, the poor need a 100% loan-to-value (LTV) mortgage (can be thought of as subprime loans) whereas the rich can provide some downpayment. Thus, the equilibrium price for the poor asset is determined by the availability of credit. We show that there exist two types of equilibria for houses in the poor region. One of them is a bubble equilibrium, which exists if credit growth is sufficiently large, i.e. a credit-fuelled bubble. The other is an equilibrium where the asset price is stable over time but the asset is significantly underpriced. Under the bubble scenario, prices grow fast enough so that the poor who purchased the asset not only can pay back their debt by selling the asset when old, but also enjoy a positive surplus. Under the no-bubble scenario, credit growth is small implying that price growth is not large enough to enable the agents to pay back their debt by selling the asset in the future. Thus, in the no-bubble case, the equilibrium price will be zero, i.e. the asset is significantly underpriced. The implication of this result is that the bubble scenario makes the poor better-off and improves welfare.\footnote{However, there is a risk that if the bubble bursts, there may be widespread defaults among the poor. We will comment on this issue in the extension section.} For the rich asset market, there are also two types of equilibria; a bubble equilibrium and a no bubble equilibrium with a price at the fundamental value. In the rich asset market, the price is bounded below by the fundamental value since the rich can always purchase the asset by paying from their endowment. This, in contrast, is not true for the poor asset,
which is always underpriced in the absence of bubbles.

In order to analyse welfare, we consider an extension where both poor and rich assets depreciate through time. We consider a supplier who can build new houses, whenever the price of the house is bigger than the cost. In that case, when the poor asset is underpriced (zero price), the supplier will not find it profitable to build new houses in the poor neighbourhood. Thus, over time, the total stock of poor assets will decrease due to depreciation. In contrast, if there is a bubble in the poor market, the supplier will build new houses, keeping the total stock of assets stable. Comparing these two scenarios, the bubble brings a welfare improvement by stabilizing the total stock of the poor assets.

One of the important empirical implications of the model is that a bubble grows faster in the poor market than a bubble in the rich market. Moreover, if at any point of time the 100% LTV policy is abandoned, there will be a mass default among the poor. The intuition of both results is due to poor agents having zero initial wealth and their dependence on credit.\footnote{As will be discussed in the conclusion, the zero wealth assumption is just to make the main point clearer to illustrate. Otherwise, one can consider a model where the poor have some wealth but significantly a smaller amount than the wealth of the rich. That model will also bring similar results qualitatively as long as the poor and the rich differ from each other significant enough.} Figures 3.1 and 3.2 show the Case–Shiller Home prices indexes for both High- and Low-tier classes since 1994 for San Francisco and Miami respectively.\footnote{See Figures A.9, A.10 and A.11 in Appendix for Los-Angeles, New York and Tampa.} As can be easily seen from these graphs, the bubbles in the low-tier home markets were much more pronounced compared to the high-tier.\footnote{For San Francisco and Miami, the difference between the low and high classes seems to be much more significant.} These figures provide anecdotal evidence to motivate our result that housing bubbles may be more pronounced for assets owned by the poor due to poor home buyers’ greater dependence on credit growth. Consequently, the downturn also affected the low-tier housing market more than the high-tier, i.e. the price volatility in the poor housing market is higher. In terms of policy, our results suggest that there may be scope for market interventions aimed at sustaining the value of the assets held by the credit-constrained agents.
after the burst of a credit bubble.

Figure 3.1: Case–Shiller Home Price Index (High vs Low Tier) for San Francisco, California

3.1.1 Related Literature

Bubbles have been studied extensively in the literature and have attracted the attention of economists, both academics and the policy makers, due to their consequences on the allocation of resources. This section will give an overview of the vast literature without presenting a detailed discussion. Even though there is no consensus among economists on the definition of the term ‘bubble’, still one can define a bubble as the sustained mispricing of an asset. Not every mispricing can be considered as a bubble though. The term bubble refers to a period where investors believe that the price growth will continue so that they hold the asset at the ongoing price - even though it seems to be overvalued - since they believe that the asset can be sold at a higher price in the future.⁵

In the literature there are various theoretical explanations for bubbles.⁶ One strand of models is rational expectations models where agents have identical

---

⁵This type of explanation for the bubbles is termed as the “greater-fool theory of bubbles” (Barlevy, 2015).
⁶See Brunnermeier (2008) and Brunnermeier and Oehmke (2013) for an overview.
Considering the possibility of speculation when traders are assumed to have rational expectations, Tirole (1982) derives the conditions under which bubbles can be ruled out. He shows that at least one of the following four conditions must be violated in order to sustain a bubble (Barlevy, 2015): The number of potential traders is finite. All traders are assumed to be rational, which is common knowledge. Traders should hold common prior beliefs about the environment. And lastly, resources are allocated efficiently ex-ante, before the trade. Rational bubbles can exist under restrictive theoretical conditions. Blanchard (1979) shows that it is consistent to have bubbles followed by market crashes under rational expectations. He also claims that it is detecting these bubbles seems to be quite hard. Diba and Grossman (1988) show due to free disposal negative rational bubbles are ruled out. They also show that a positive bubble can only start at the first trading day of a stock and a burst rational bubble cannot restart again. This study complements the literature in a sense that it does not focus on the conditions under which a rational bubbles exists but it focuses on the welfare implications.

Another strand of the literature considers asymmetric information bubbles (or heterogeneous belief models) where agents have different information, but still...
based on a common prior distribution (Brunnermeier, 2008; Allen et al., 1993; Conlon, 2004, 2015; Harrison and Kreps, 1978; Scheinkman and Xiong, 2003). In these types of models, prices reflect information but, contrary to the symmetric information case, the existence of a bubble may not be common knowledge.\footnote{As Brunnermeier (2008) mentions, it can be the case that all agents are aware of the overvaluation of an asset but not everybody knows that all other investors also know of this fact. “This lack of higher-order mutual knowledge” allows for the possibility of the existence of finite bubbles. See also Allen et al. (1993).} Another strand of the literature considers the interaction between well-informed sophisticated investors and behavioral investors, who have psychological biases (De Long et al., 1990; Shleifer and Vishny, 1997; Abreu and Brunnermeier, 2002, 2003). In their seminal paper Shleifer and Vishny (1997) show that there are limits to arbitrage. Even though sophisticated investors understand the overpricing, they may not be able to trade against the bubble. This “limits to arbitrage” argument implies that bubbles can exist since arbitrageurs cannot drive the prices to the fundamental.

This study is more related to the class of “credit bubble” models such as Allen and Gale (2000). They present a model built on a risk shifting argument. Investors, having limited liability, borrow from the banks and bid up the asset prices. When the value of their investment turns out to be low, they simply default and walk away. Barlevy (2014) develops a credit-driven bubble model in order to investigate the possible empirical patterns that can be used as indicators of bubbles. He suggests that rapid price appreciation together with high turnover rates and speculative trading are more likely to take place when assets are overvalued. This study complements the aforementioned literature focusing on the policy and welfare implications of housing bubbles, rather than the destructive consequences of bubbles or the explanations of why bubbles form. Our results can explain why the value of assets owned by the poor may depend more on credit growth. More importantly, we offer a channel through which bubbles may improve the welfare of the poor.
3.2 The Model

We consider an OLG model where each generation lives for two periods. Agents are heterogeneous in their initial endowment. There are two types of agents; the rich with an initial endowment $A > 0$ and the poor with no initial endowment. In the economy, there are also two types of assets (a durable consumption good like a residential property) whose consumption generate a positive utility. More precisely, agent $i \in \{R, P\}$ ($R = \text{Rich}, P = \text{Poor}$) derives a utility $u_i(a_j)$ from the consumption of asset $a_j \in \{a_R, a_P\}$ when young. There is a continuous mass $m$ of poor agents and $n$ of rich agents. Type $a_R$ asset represents a residential property in a rich area whereas $a_P$ represents a residential property in a poor area. Consider a segregated city where the rich live in one neighbourhood and the poor in the other. We assume that the rich have no intrinsic utility from the consumption of a property in the poor area. This is just for simplification and, as long as the rich value the poor asset less than the poor do, our results would follow. Formally, we have the following assumption.

**Assumption 3.1** $u_R(a_R) > u_P(a_R) > u_P(a_P) > u_R(a_P) = 0$

A.3.1 basically states that rich agents value the rich asset more than the poor agents and rich agents have no value for the poor asset. In contrast, poor agents derive some utility from the poor asset, albeit lower than the utility they derive from the rich asset.

The assets are in fixed supply. There is a continuum $S^P$ of poor assets and $S^R$ of rich assets. In any period $t$, the old generation retires and those who hold an asset can sell it to a member of the young generation at some price $p_t^j$, $j = R, P$.

Each agent, either poor or rich, cannot purchase more than one house, either as consumers or investors. Moreover, the agents who cannot buy a house obtains zero utility.

---

8The assumption, $u_P(a_P) = 0$, is just for simplification. It does not affect our results qualitatively as long as the above utility ranking holds.
Assumption 3.2  $m > S^P > n > S^R$

A.3.2 will help us to identify the equilibrium prices. Specifically, there are more poor(rich) agents than the supply of poor(rich) asset so that agents compete to buy the assets. The assumption that the supply of poor assets is larger than the mass of rich agents ensures that rich agents will not drive the prices in the poor asset market, even if they may be interested in buying a poor asset for speculative reasons. This will be discussed during the characterization of the equilibrium in the next section.

To simplify the illustration, assume all agents have a discount factor $\frac{1}{r} < 1$ per period.\(^9\)

### 3.3 Characterization of Equilibria

We define the fundamental value of asset $a_j$, $j \in \{R, P\}$ as

$$F_j \equiv \frac{u_i(a_j)}{r - 1}. \tag{3.1}$$

As will become clear, in equilibrium the value of asset $a_j$, is entirely determined by the demand of type $j$ individuals. We thus simplify the notation by setting $u_P(a_P) \equiv u_P$ and $u_R(a_R) \equiv u_R$.

Consider an equilibrium where banks offer contracts with no initial down payment (100% loan to value ratio), type $i$ young agents borrow $B^j_i$ from the bank to buy type $j$ asset from the old agents, and the banks demand a repayment $rB^j_i$, $r \geq 1$. Type $i = R, P$ agent will buy a property when the following holds;

$$\frac{u_i(a_j)}{r} + p^j_{t+1} \geq p^j_i. \tag{3.2}$$

\(^9\)Assume that banks borrow from depositors whose discount rate is $\beta$ and there are enough depositors so that the funding cost of banks will be determined by the depositor’s discount factor. Considering that the banking sector is competitive, banks will charge $r = \frac{1}{\beta}$. This will imply that the opportunity cost of borrowers in the economy is $\frac{1}{r}$.  
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Consider the following environment:

- Banks are competitive, but assume that for each borrower there is an upper bound for the credit available \( \bar{B}_t \). This constraint is relaxed at a rate \( r_2 > 1 \), i.e. \( \bar{B}_{t+1} = r_2 \bar{B}_t \). This borrowing constraint may reflect the total amount of credit available in the economy\(^{10}\) and will be crucial for the determination of equilibrium. Whenever the borrower is expected to default, we also assume that banks do not lend, so that \( \bar{B}_t = 0 \). This implies that if a bank expects that \( p_{t+1} < rB_t \), so that the anticipated price in the next period is not enough to cover the repayment, then \( \bar{B}_t = 0 \).

- In each period \( t \), since there are more young than old who own an asset\(^{11}\), the young compete to buy the asset.

Given this environment, consider first the poor asset \( a_P \). The poor have no initial wealth so they pay a price such that \( p_t^P = B_t^P \). Then (3.2) becomes:

\[
\frac{u_P(a_P) + B_{t+1}^P}{r} \geq B_t^P.
\]  

(3.3)

Also the young poor cannot pay an amount greater than the maximum borrowing:

\[
p_t^P \leq \bar{B}_t.
\]  

(3.4)

**Lemma 3.1** For the poor asset market, if there exists a borrowing equilibrium with \( B_t > 0 \), then price grows at a rate \( r \) or higher in order to avoid default, i.e. \( p_{t+1}^P \geq r p_t^P \). This implies that agents obtain a positive surplus, i.e. (3.2) does not

\(^{10}\)We can think that this assumption is related to the credit-fuelled bubble which resulted in the last financial crisis. In that sense, due to either government policies (as was the case in the US) or simply due to the banks extending their lending base, there will be some credit growth which is captured by the parameter \( r_2 \). We do not put any restriction on the parameter so that any scenario where credit is squeezed can be also captured with parameter \( 0 < r_2 < 1 \). However, in the equilibrium characterization, we will discuss the cases for \( r_2 > 1 \) since our focus is shedding light on credit fuelled bubbles.

\(^{11}\)One can also think of the basic assumption of the classical OLG model, where population grows each period at a fixed rate. However, this assumption will be redundant in our model since, in every period only some young will get the asset and in the next period when they become old, the new generation will keep competing for the asset considering that the mass of asset is always less than the young population in each period. Thus, we simply assume that the population is fixed each period.
Proof. In the model there are two constraints for a young poor agent; the borrowing constraint \( p_t^P \leq \bar{B}_t \) (3.4) and the willingness-to-buy constraint \((WTB_P)\) (3.2). Due to competition among the young, at any period at least one of these two constraints should bind (otherwise, if both are slack, one can outbid others by paying \( p_t^P + \epsilon < \bar{B}_t \) where (3.2) still holds.). The agents do not default in an equilibrium since they cannot access credit if they are not expected to pay back their debt, i.e. \( \bar{B}_t = 0 \) if banks expect that \( p_{t+1}^P < rB_t^i \). Thus, no-default requires \( p_{t+1}^P \geq rB_t = rp_t \). This implies that agents can only borrow if the price of the poor asset grows at a rate \( r \) or higher. In turn, this implies that agents will obtain a positive surplus since \( WTB_P \) does not bind. To see this point, note that a binding \( WTB_P \) would imply that agents cannot pay back their debt:

\[
\frac{u_P(a_P) + p_{t+1}^P}{r} = p_t^P \Rightarrow p_{t+1}^P = rp_t^P - u_P(a_P) < rp_t^P.
\]

(3.5) then implies that in any equilibrium with positive borrowing \( WTB_P \) does not binds.

Lemma 3.2 Suppose A.3.1 and A.3.2 hold. Then, in the poor asset market;

(i) If \( r_2 \geq r \), there exists an equilibrium with prices \( p_t^P = \bar{B}_t \) and \( p_{t+1}^P = \bar{B}_{t+1} = r_2 \bar{B}_t \) in any consecutive periods. Poor agents who hold an asset obtain a positive surplus, (3.2) holds with strict inequality and there are no defaults in equilibrium.

(ii) If \( r_2 < r \), there is a unique equilibrium with price \( p_t^P = 0 \) in every period. Comparing two equilibria (i) and (ii), the poor are better off under (i).

Proof.

Lemma 3.1 shows that in equilibrium, (3.4) must bind due to competition among the young (since \( WTB_P \) is slack). Thus, in case (i), the young must borrow up to the maximum in equilibrium. Then, equilibrium prices are \( p_t^P = \bar{B}_t \) and \( p_{t+1}^P = \bar{B}_{t+1} = r_2 \bar{B}_t \). Since \( r_2 \geq r \), we have \( p_{t+1}^P = r_2 \bar{B}_t \geq r \bar{B}_t \) implying that
agents can pay back their debt and there are no defaults in equilibrium.

A slack in (3.2) implies that the young who hold an asset obtain a positive surplus;

\[
\frac{u_P}{r} + \frac{p_{t+1}^P - p_t^P}{r} = \frac{u_P}{r} + \frac{(r_2 - r)\bar{B}_t}{r} > 0.
\] (3.6)

**Note that** there may also exist no bubble equilibria with prices \( p_t^P = 0, \forall t \), if agents expect \( p_{t+1}^P = B_{t+1} < rB_t = rp_t^P \) at any point in time. The proof is similar to the one provided below.

We now check whether the rich have an incentive to buy the poor asset when \( r_2 \geq r \). Even though they derive no utility, if \( r_2 > r \) the rich may also buy the poor asset to speculate on the price growth. But Assumption 3.2 indicates that they cannot drive the prices since the mass of the poor asset is bigger than the mass of rich agents. Thus, the marginal buyer is a poor and the equilibrium is as established above.

For case (ii); again as proved above, if there exists a borrowing equilibrium \( B_t^P > 0 \), it has to be \( B_t^P = \bar{B}_t = p_t^P \). However, considering that \( r_2 < r \), \( p_{t+1}^P = r_2\bar{B}_t < r\bar{B}_t \) implying that the old cannot pay back their debt and default. But, then expecting a default, banks will never give credit, i.e. \( \bar{B}_t = 0 \). Thus, the only equilibrium involves \( p_t^P = 0, \forall t \).

Now suppose the rich buy the poor asset. Again since \( S^P > n \), the marginal buyer is a poor agent and thus the previous argument applies.\textsuperscript{12}

Comparing the two cases of (i) and (ii), in (i) the surplus from purchasing an asset is bigger than that of case (ii). The reason for this is that, when there is a bubble, agents enjoy an excess surplus, on top of the utility they get from the consumption, considering that price growth is bigger than the repayment to the bank. Formally, the surplus under case (i) is \( \frac{u_P}{r} + \frac{(r_2 - r)\bar{B}_t}{r} \), where the gain from the price growth is positive \( \frac{(r_2 - r)\bar{B}_t}{r} > 0 \) for \( r_2 > r \). Whereas the surplus

\textsuperscript{12}Note that, when \( r_2 < r \), the rich do not have speculative incentives to buy the poor asset since \( u_R(a_P) = 0 \) whereas the poor derive a positive utility even though the price is zero. Thus, even without the assumption \( S^P > n \), the marginal buyer is a poor agent.
under case (ii) is \( \frac{u_P}{r} \) since \( p_t^P = p_{t+1}^P = 0 \). Then, comparing the surpluses we get:

\[
\frac{u_P}{r} + \frac{(r_2 - r)\bar{B}_t}{r} > \frac{u_P}{r}.
\]

Note that here not all young obtain an asset. Thus it should be the case that there will be some credit rationing.

Figures 3.3 and 3.4 provide a graphical illustration of the arguments. Figure 3.3 represents the constraints for the poor when \( r_2 \geq r \). The red lines represent the two main constraints; \( WTB_P \) (3.2) and the borrowing constraint (3.4). Rearranging (3.2) we get \( p_{t+1} \geq rp_t - u_P \).\(^{13}\) The area above this red line represents the willingness-to-buy constraint for the poor (\( WTB_P \)). The area on the left-side of \( \bar{B}_t \) represents the borrowing(resource) constraint. Note that, as proved in Lemma 3.1, in equilibrium \( WTB_P \) (3.2) does not bind considering the no-default condition. Thus, the equilibrium must lie in the area above the blue-dotted line \( rp_t \), which represents the no default condition. Due to the competition among the young, an equilibrium has to be on the dashed-yellow/red line, i.e. borrowing constraint binds, \( p_t^P = \bar{B}_t \) (since \( WTB_P \) is slack). But this means for the next period, the borrowing constraint also binds as well \( p_{t+1}^P = \bar{B}_{t+1} \). Then, the equilibrium is at point \( E^* \).

Note that the (0,0) point at Figure 3.3 can be also sustained as a no bubble equilibrium as long as agents expect the next generation not to borrow (i.e. if agents do not expect any positive price in the next period) and the price will stay at zero.

\(^{13}\)Note that for the poor, the price equals to the borrowing \( p_t = B_t \) and \( p_{t+1} = B_{t+1} \). Thus, (3.2) can be also represented in the graph by \( B_{t+1} \geq rB_t - u \).
Figure 3.3: Poor asset market equilibrium for $r_2 \geq r$ where $p_t = B_t$ and $p_{t+1} = B_{t+1}$.

Figure 3.4 shows the case when $r_2 < r$. The no-default region is shown by the shaded grey area. And the red lines, the binding constraints (3.2) and (3.4), are in the default region. Thus, the equilibrium is at $p_t = p_{t+1} = 0$. To see this is indeed the unique equilibrium, consider a point $C$ on the shaded region. But $C$ is off the WTB$_P$, i.e. $p_{t+1} > rp_t - u$, so that borrowers obtain a positive surplus. In turn, competition among the borrowers implies that the borrowing constraint must be binding. Otherwise, borrowers would have chosen to borrow more to secure the asset. However, any $p_t = \bar{B}_t > 0$ is outside the shaded region, so that default would have occur. But then, expecting a default, banks will not supply any credit. As a result, $\bar{B}_t = 0$ and the only equilibrium involves $p_t = p_{t+1} = 0$, $\forall t$. 
As stated above in Lemma 3.2, there are two main cases in the poor asset market:

i. For \( r_2 \geq r \), the young bid the price up to the borrowing limit \( p_t^P = \bar{B}_t \) and \( p_{t+1}^P = \bar{B}_{t+1} = r_2 \bar{B}_t \), thus implying that price grows at a rate \( r_2 \) every period. Under this equilibrium, young poor individuals can pay back their debt since price growth is fast enough. Thus, there is a bubble equilibrium and for the individuals who got the house (3.2) holds with strict inequality. The price fetched by the asset in the second period of the agents’ life is used to repay the principal plus the interest rate of the loan borrowed \( r \bar{B}_t \). Banks break even and there are no defaults. Under this parametric case, rich agents may also have an incentive to buy the poor asset - even though they do not drive any intrinsic utility from that - since price growth is large.
enough for them to speculate on the bubble. As discussed in the above proof, rich agents’ demand does not drive the prices since the mass of rich agents is smaller than the mass of poor assets available in the economy. As a result, the marginal buyer is a poor agent.

ii. For $r_2 < r$, the borrowing constraint is relaxed tighter than the cost of borrowing $r$, thus implying that even if the poor agent buys the asset by borrowing up to the maximum, still the price growth is not large enough to cover the repayment in the next period; i.e. the price fetched by the asset in the second period of life $r_2\hat{B}_t$ is smaller than the repayment, $r\hat{B}_t$. This implies that if an agent borrows and purchases a house, the agent will default when old. So, the poor asset is not traded at a positive price and there will be an equilibrium where the asset price is below the fundamental, namely $p_t^R = 0$, in every period. In this scenario, no rich agent will have an incentive to buy the asset.

The above discussion implies that there are two types of equilibria for the poor housing market depending on the credit available in the economy. If there is strong credit growth in the economy (case i.), there will be a bubble equilibrium where agents who buy the house obtain positive surplus ($WTB_P(3.2)$ holds with strict inequality). If there is not enough credit growth in the economy (case ii.), then in equilibrium the poor asset is significantly underpriced (the equilibrium price is below the fundamental).

- Now, consider the rich asset, $a_R$:

Different from the poor, rich agents have an endowment $A$, which can be used to buy a house.

The rich again have two constraints; the willingness-to-buy constraint ($WTB_R$)

$$\frac{u_R(a_R) + p_{t+1}^R}{r} \geq p_t^R,$$  \hspace{1cm} (3.7)
and the resource constraint;
\[ p_t^R \leq \bar{B}_t + A. \]  
(3.8)

The rich can pay a downpayment \( D_t \) and borrow \( B_t \) to buy the house, so that the price of the rich asset is \( p_t^R = B_t + D_t \). Below, we will focus on the case where the downpayment is the same in each period, \( D_t = D_{t+1} = D \), so that the price is;
\[ p_t^R = B_t + D. \]  
(3.9)

Then, the willingness-to-buy constraint \((WTB_R) (3.7)\) can be written as;
\[ \frac{u_R(a_R) + B_{t+1} + D}{r} \geq B_t + D \]  
(3.10)

and when the maximum is borrowed \( \bar{B}_{t+1} = r_2 \bar{B}_t \) we obtain\(^\text{15}\)
\[ D \leq \frac{u_R}{r - 1} + \bar{B}_t \frac{r_2 - r}{r - 1} = F^R + \bar{B}_t \frac{r_2 - r}{r - 1}. \]  
(3.11)

Firstly, we need to check whether there can be an equilibrium where rich agents do not borrow, \( B_t = 0 \) and just pay from their initial endowment so that there is no bubble, \( p_t^R = p_{t+1} = D \).

**Lemma 3.3** If \( A \geq F^R = \frac{u_R}{r - 1} \), then there exists an equilibrium without borrowing, \( p_t^R = p_{t+1}^R = F^R \) and \( B_t^* = 0 \). If \( A < F^R \), then in equilibrium it must be \( B_t^* > 0 \) (whenever \( \bar{B}_t > 0 \)).

**Proof.** In any equilibrium, at least one of the constraints (3.7) or (3.8) must bind due to the competition among the young (as buyers). Now, consider an equilibrium where the young do not borrow and pay a downpayment \( D \) so that in each period the price equals to the downpayment, \( p_t^R = p_{t+1}^R = D \). However,\(^\text{12}\)Note that there can be other equilibria where \( D_t \neq D \) and it grows each period. We restrict attention to a case where under a bubble the rich competes for the asset and after some point due to increase in price they have to pay their all endowment. Thus, even though at the initial periods \( D_t < D \) after some period the young rich need to pay \( D \) to ensure to buy the asset.\(^\text{13}\)Note that we denote \( u_R = u_R(a_R) \) for the rest of the paper.
this means that the resource constraint (3.8) is slack (since agents do not borrow). Thus, (3.7) must bind, which implies

\[ \frac{u_R(a_R) + D}{r} = D \Rightarrow D = \frac{u_R(a_R)}{r - 1} = F_R. \]

The second part of the lemma follows from the fact that if \( A < F_R \), then the \( WTB_R \) does not bind so that the resource constraint must bind. \( \blacksquare \)

Lemma 3.3 basically states that, if the endowment \( A \) is big enough, there exists an equilibrium where the rich asset is traded at the fundamental value without any bubble (and the price is stable). If the initial endowment is small then, similar to the poor market, the young borrow to buy the asset, i.e. \( B_t^* > 0 \) provided that \( B_t > 0. \)^16

Consider now an equilibrium with a positive amount of borrowing. The rich have resources \( A \), which can be used to buy the asset. They already paid \( D \leq A \) as a downpayment when they were young. Then, when they are old, the no default condition is \( (A - D) + p_R^{t+1} \geq rB_t \). Since \( p_R^{t+1} = B_t^{t+1} + D \), rearranging the no default condition we get

\[ B_{t+1} \geq rB_t - A. \] (3.12)

Rearranging (3.10)\((WTB_R)\) we get

\[ B_{t+1} \geq rB_t + D(r - 1) - u_R. \] (3.13)

Below, Figures 3.5 and 3.6 show these two constraints of (3.12) and (3.13) for the rich when \( r_2 \geq r \) and \( r_2 < r \) respectively. In both graphs, the dotted blue lines represent the no default conditions and the grey-shaded area presents the pairs \((B_t, B_{t+1})\) where no default occurs. The red and red dotted lines represent the \( WTB_R \) for \( D > F_R \) and \( D = F_R \) respectively. Note that (3.13) \( (WTB_R)\)

^16Note that still there may be a no-bubble equilibrium even if \( A < F_R \). This will be proved in Lemma 3.4.
partially lies within the shaded area for the case \( D \geq F^R \) (red line).

In Figure 3.5 the maximum borrowing (point \( E^* \)) is an equilibrium, though not unique, where the resource constraint binds and the agents obtain a positive surplus. Note that there can be other equilibria (which will be discussed below) such as a point on the \( WTB_R \) when \( D = F^R \) and \( B_{t+1} = rB_t \) so that agents obtain zero surplus (since \( WTB_R \) binds).

\[
\begin{align*}
B_{t+1} = r_2 \bar{B}_t \\
\bar{B}_{t+1} = r_2 \bar{B}_t \\
(0,0) \\
-A \\
\bar{B}_t
\end{align*}
\]

Figure 3.5: Constraints for the rich when \( r_2 \geq r \)

When the wealth is smaller than a specific value \( A = \frac{u}{r} < F^R \), then the downpayment has to be small as well since \( D \leq A \), so that the red line \( WTB_R \) will lie below the default line (the blue-dotted line). This case is similar to the poor asset market where agents are wealth constrained. Thus, in order to have a meaningful difference between the poor and the rich, we assume that \( A \) is large enough. Lemma 3.9 in Appendix considers the case when this assumption does not hold.\(^{17}\)

\(^{17}\)Basically, as shown in the Appendix, if the initial wealth of the rich is smaller than this
Assumption 3.3 $A > A$ where $A = \frac{u_R}{r} < F^R$.

Figure 3.6: Constraints for the rich when $r_2 < r$

Figure 3.6 represents the constraints that the rich face when the credit growth rate is smaller than the borrowing rate, i.e. $r_2 < r$. Considering a candidate bubble equilibrium, there are two possible cases, one where $WTB_R$ binds and the other where the no-default (blue dotted line) binds (when A.3.3 is violated). However, the borrowing level in both of these cases (where the equilibrium is on these lines and moving up along the lines) cannot be sustainable since the credit growth rate $r_2$ is smaller than the slope of these lines $r$. Thus, there can only exist steady state equilibria (with no bubble) where $B_t = B_{t+1} = B^*$ and $D_t = D_{t+1} = D^*$.

As is similar to the poor market, the rich asset will be traded below fundamental, albeit at a positive price.
Note that there may be other equilibria where $B_t$ and/or $D_t$ grow at rates that are not constant. But we restrict attention to balanced growth paths.

Let $\bar{B}_0$ be the initial borrowing limit in period 0.

Lemma 3.4 Suppose A.3.1, A.3.2 and A.3.3 hold. Then, in the rich asset market,

(i) For the case $r_2 \geq r$;

(a) if $A < F^R = \frac{uR}{r-1}$ or
(b) if $A \geq F^R$, $r_2 > r$ and $\bar{B}_0$ is sufficiently large,

then there exist balanced bubble equilibria such that the maximum amount is borrowed $B_t = \bar{B}_t$, $\forall t$, and rich agents who hold an asset obtain a positive surplus ($WB_{BR}(3.13)$ is slack). The price is $p_t^{R*} = \bar{B}_t + A$, implying that the resource constraint (3.8) binds.

(c) if $A \geq F^R$, there also exist bubble equilibria where the rich agents obtain no surplus in all periods, i.e. $WB_{BR}(3.13)$ binds.

(d) also in all cases, there exist equilibria with no bubble where $p_t^{R*} = F^R = \frac{uR}{r-1}$, $\forall t$.

(ii) If $r_2 < r$, there is no balanced growth path involving a bubble; i.e. there exists a continuum of equilibria without a bubble (a steady state) where the asset is traded at the fundamental price $p_t^{R*} = F^R$, $\forall t$ such that:

(a) If $A \geq F^R$, then (3.11) ($WB_{BR}$) binds and $p_t^{R*} = p^* = B^* + D^* = F^R$ for $D^* \in [0, F^R]$ and $B^* \in [0, F^R]$.

(b) If $A < A < F^R$, then (3.11) ($WB_{BR}$) binds and $p_t^{R*} = p^* = B^* + D^* = F^R$ for $D^* \in [F^R - \frac{A}{r-1}, A]$ and $B^* \in [F^R - A, \frac{A}{r-1}]$ where $A = \frac{u}{r}$.

Proof.

We can rewrite the constraints for the rich.

\[ B_t \leq \bar{B}_t. \]

\[ D_t \leq A. \]
\[ WTB_R : \frac{u_R + B_{t+1} + D_{t+1}}{r} \geq B_t + D_t. \]

If \( WTB_R \) holds with inequality, then competition implies \( B_t = \bar{B}_t \) and \( D_t = A \) so that \( p_t^{R} = \bar{B}_t + A \), i.e. the resource constraint binds.

Then we can rewrite \( WTB_R \) as follows:

\[ u_R > \bar{B}_t (r - r_2) + A(r - 1). \tag{3.14} \]

However, we know that \( \bar{B}_{t+1} = r_2 \bar{B}_t \). Taking the limit for \( t \to \infty \) shows that (3.14) can only hold for all \( t \) if \( r_2 \geq r \). If also \( A < F^R = \frac{u_R}{r-1} \), then the resource constraint always binds in every bubble equilibrium (and the rich who hold an asset experience positive surplus).

Consider then the case where \( A \geq \frac{u_R}{r-1} \). We need to look at the initial conditions. If \( r_2 > r \) and \( \bar{B}_0 \) is large enough such that \( WTB_R \) is slack (i.e., (3.14) holds at time zero), then we are back to the case above.

If \( \bar{B}_0 \) is small or \( r_2 = r \) so that

\[ u_R < \bar{B}_0 (r - r_2) + A(r - 1) \]

then either \( B_0 < \bar{B}_0 \) or \( D_0 < A \) or both.

Whenever \( A \geq \frac{u_R}{r-1} \), bubble equilibria where \( WTB_R \) binds are also possible.

We now construct a bubble equilibrium where \( WTB_R \) binds.

Suppose that \( D_t = D \) is constant and \( B_t \) grows as follows

\[ B_{t+1} = rB_t + (r - 1)D - u_R \tag{3.15} \]

then the rich make zero surplus in all periods. Consider a special case where \( D = \frac{u_R}{r-1} \). Then \( B_t \) grows at a rate \( r < r_2 \) in every period so that the borrowing constraint (and the resource constraint as well) never binds.

**Note however that** there may be other equilibria where \( B_t \) and/or \( D_t \) grow
at rates that are not constant and satisfy (3.15). But we restrict attention to balanced growth paths.

For the case (ii), when \( r_2 < r \):

Note that due to the resource constraint,\(^{18}\) the price ratio \( \frac{p_{t+1}^R}{p_t^R} \) is bounded above by \( r_2 \) in the limit for \( t \to \infty \). Since \( r_2 < r \),

\[
\lim_{t \to \infty} \frac{p_{t+1}^R}{p_t^R} \leq r_2 < r .
\]

\( WTB_R(3.7) \) implies

\[
\frac{p_{t+1}^R}{p_t^R} \geq r - \frac{u_r}{r-1}
\]

so that even though we have binding \( WTB_R \),

\[
\lim_{t \to \infty} \frac{p_{t+1}^R}{p_t^R} \geq r > r_2 .
\]

Since we obtain a contradiction, this means that for \( r_2 < r \) there cannot exist a balanced bubble equilibrium.

Thus, consider an equilibrium where the price is constant, \( p_t^R = p^{R*} \). Then, from \( WTB_R \), it must be \( p^{R*} \leq \frac{u_R}{r-1} \). However, due to competition, \( p^{R*} < \frac{u_R}{r-1} \) cannot be an equilibrium, since otherwise a young agent can pay \( p^{R*} + \epsilon \) and obtain the asset for sure. Thus, the equilibrium must be such that \( WTB_R \) binds (agents obtain no surplus). The price is thus equal to the fundamental value in all periods.

\[
p^{R*} = \frac{u_R}{r-1} = F^R .
\]

The only difference between (ii)(a) and (ii)(b) is the maximum borrowing considering the default cut-off. Formally, at steady state, no default becomes

\[
B^* \geq r B^* - A ,
\]

\[
B^* \leq \frac{A}{r-1} . \tag{3.16}
\]

Note that agents have a continuum of choices between borrowing and down-payment. This is due to rich agents having two choice variables and the cost of

\(^{18}\)Recall that the resource constraint is \( p_t \leq B_t + A \) and \( p_{t+1} \leq B_{t+1} + A = r_2 B_t + A \)
borrowing being the same as the opportunity cost of consumption in the model. In that sense, agents are indifferent between borrowing less and consuming less today but repaying a lower amount tomorrow vs. borrowing more and consuming more today and repaying a higher amount. Since we are interested in the equilibrium price, this does not affect our argument.\footnote{In order to understand this point clearly and formally. Consider an equilibrium for case (ii(a). For the given equilibrium price $p^{R}_t = B_t + \dot{D} = F^R$ consider two strategies where a young pays $0 \leq B_t \leq \tilde{B}_t$ with prices $p^{R}_t = B_t + \hat{D}^*$ and $p^{R}_{t+1} = B_{t+1} + D^*$ is an equilibrium price, this does not affect our argument.}

Considering the different possible cases for $r_2$, the intuition of the Lemma 3.4 is as follows. Whenever the credit growth rate is larger than the cost of borrowing, there exists a bubble-equilibrium where prices grow steadily and the agents who hold an asset enjoy a positive surplus. This is due to the fact that the price fetched in the second period of life (when agents are old) is higher than the repayment to the bank.

Whenever the credit growth rate is smaller than the borrowing rate, $r_2 < r$, the borrowing is not sustainable. Since the price growth would be smaller than the borrowing rate,\footnote{Actually, in the rich asset market, the price growth rate should be smaller than the growth rate of credit.} a bubble could not be sustained since agents would not be able to pay back their debt. Thus, the only equilibrium is a steady state where the rich asset is traded at the fundamental price.

It is also worth noting that when the initial credit limit is small and the endowment $A$ is large, there exist bubble equilibria where the rich experience zero surplus.

**Lemma 3.5** As a special case, when $r_2 = r$, in the rich asset market any borrowing level $0 \leq B_t \leq \tilde{B}_t$ with prices $p^{R}_t = B_t + \hat{D}^*$ and $p^{R}_{t+1} = B_{t+1} + D^*$ is an equilibrium.

\[ \hat{D} = \frac{u}{r} + \frac{p_{t+1} - r\dot{B}_t}{r} \Rightarrow \hat{D} + B_t = \frac{u}{r} + \frac{p_{t+1}}{r} \] whereas when $A$ is paid and $B_t - (A - \hat{D})$ is borrowed (3.7) can be written as $A = \frac{u}{r} + \frac{p_{t+1} - r(\dot{B}_t - (A - \hat{D}))}{r} \Rightarrow \hat{D} + B_t = \frac{u}{r} + \frac{p_{t+1}}{r}$. Thus as long as the resource constraint, (3.8) does not bind, there exist a continuum of equilibria, $p^{R}_{t+1} = B_{t+1} + \hat{D}$ where $D \in [D, A]$.\footnote{Actually, in the rich asset market, the price growth rate should be smaller than the growth rate of credit.}
equilibrium where $B_{t+1} = rB_t$ and

- $D^* = F^R$ for $A \geq F^R$ and $WTB_R$ binds, i.e. the young who hold an asset get no excess surplus.
- $D^* = A$ for $A < F^R$ and $WTB_R$ is slack, i.e. the young who hold an asset get excess surplus.

**Proof.** The proof is similar to case (i) in Lemma 3.4, the only difference is that $WTB_R$ binds for $A \geq F^R$. ■

**Proposition 3.6** Suppose $A.3.1$, $A.3.2$ and $A.3.3$ hold. An equilibrium of this economy consists of price pairs $(p^*_t, p^*_{t+1})$ and borrowing levels $B^*_t$ for both asset markets $j \in \{R, P\}$ and a downpayment $D^*$ for the rich such that,

(I) if credit growth is fast, i.e., $r_2 \geq r$;

(a) in the poor asset market there exists an equilibrium where agents borrow up to the maximum $p^*_P = \bar{B}_t$ and $p^*_{P_{t+1}} = \bar{B}_{t+1} = r_2\bar{B}_t$. Poor agents who hold an asset obtain a positive surplus.

(b) in the poor asset market there also exists a steady state with price $p^*_P = 0$ in all periods.

(c) in the rich asset market, if $A < F^R = \frac{uR}{r - 1}$ or if $A \geq F^R$, $r_2 > r$ and $\bar{B}_0$ is sufficiently large, then there exist balanced bubble equilibria such that the maximum amount is borrowed $B_t = \bar{B}_t$, $\forall t$, and rich agents who hold an asset obtain a positive surplus ($WTB_R(3.13)$ is slack). The price is $p^*_{R_t} = \bar{B}_t + A$, implying that the resource constraint (3.8) binds.

If $A \geq F^R$, then there also exist bubble equilibria where the rich agents obtain no surplus in all periods, i.e. $WTB_R(3.13)$ binds.

(d) in the rich asset market there also exists a steady state with price $p^*_{R_t} = p^*_{R_{t+1}} = F^R$, $\forall t$.

(II) if credit growth is smaller than the borrowing rate $r_2 < r$, then

(a) in the poor asset market there exists a unique steady state with price $p^*_P = 0$, $\forall t$. 83
(b) in the rich asset market there exists a steady state (no bubble) where
the asset is traded at the fundamental: i.e. \( p_t^{R^*} = p_{t+1}^{R^*} = F^R, \forall t \) and
\[ (3.11) \quad (WTB_R) \text{ binds} \]

**Proof.** See proof of the previous Lemmas 3.2 and 3.4. ■

When \( r_2 > r \), in the poor asset market, the only alternative to a bubble
equilibrium is an equilibrium where the asset is severely underpriced, i.e. \( p_t^P = 0 \)
in all periods. In contrast, in the rich asset market there exist equilibria where
the price is equal to the fundamental. If the young rich do not expect any price
growth, they will pay \( p_t = F^R \). Thus, expectations are crucial in the equilibrium
selection.

An interesting observation following from Proposition 3.6 is that, while the
poor always obtain positive surplus in a bubble equilibrium (even though in the
steady state), this is not generally true for the rich.

Note also that when the credit growth is fast, the rich agents also have an
incentive to purchase the poor asset in order to speculate on the price growth
(even if they do not derive any intrinsic utility from the poor asset). However,
considering A.3.2, the rich cannot drive the prices in poor asset market. As for
the rich asset market, since the rich can rely on their endowment and value the
rich asset more than the poor, they can always price out poor agents since the
poor cannot provide a downpayment.\(^{21}\)

Comparing the two types of equilibria (I).(a) and (I).(b), the poor are better
off when there is a bubble in the poor asset market.

**Proposition 3.7** For a given credit growth rate \( r_2 > r \), in any bubble equilibrium
such that the resource constraint binds, the bubble grows faster in the poor market
than when compared to the rich market.

\(^{21}\)Note that this depends on the nature of the contract for the rich. If the contract requires
a downpayment then the poor can never buy a rich house. If the contract does not require
any downpayment, then we need to consider a scenario where the price of the poor asset grows
faster than that of the rich asset. For example, if the price of the rich asset grows at \( r_2 \) (for
the case \( r_2 > r \)) and the price of the rich asset grows at rate \( r \), at some point the poor asset
will become more expensive. Then, we need to assume that the price of the poor asset at any
period is bounded by the price of the rich asset.
Proof. Compare the two bubbles in the poor and the rich asset markets. For the poor asset, \( p^P_t = \bar{B}_t \) and \( p^P_{t+1} = \bar{B}_{t+1} = r_2 \bar{B}_t \). This implies that the bubble grows at the rate \( r_2 \). For the rich market \( p^R_t = \bar{B}_t + D \) and \( p^R_{t+1} = \bar{B}_{t+1} + D = r_2 \bar{B}_t + D \). However, this means the growth rate of the bubble is less than \( r_2 \) in the rich market since \( D > 0 \).

The intuition of this result is simple. Since the rich can pay from their endowment, when there is a bubble in the rich market the price grows slower than when compared to the poor market. This result matches the empirical observations given in Figures 3.1 and 3.2.

Several assumptions of the model need to be discussed. First, the zero wealth assumption for the poor just allows us to present the main idea of this paper in a starker manner. A model where the poor also have some initial wealth, albeit significantly smaller than the wealth of the rich would generate similar results.

Second, when \( r_2 > r \), i.e. the credit growth rate is larger than the cost of borrowing, there exist ever growing bubbles in both markets. Considering the limited resources, these bubbles cannot be sustained forever, since at some point the bubble will become so big that all the credit of the economy will be allocated to the bubble.

### 3.4 Extensions

#### 3.4.1 Depreciation

In order to illustrate some possible consequences of underpricing, consider an environment where the stock of houses depreciate over time at rate \( \lambda \in (0, 1) \). More precisely, if no new houses are built in period \( t \),

\[
S^I_{t+1} = \lambda S^I_t.
\]
Suppose also that there is a producer of houses, who can replenish the stock provided that the market price is above the marginal cost. We assume that the producer is a price taker (i.e. can only sell at market price) and has a constant marginal cost $c^j$ of producing a type $j$ house, $j \in \{P, R\}$. Assume

**Assumption 3.4** $0 < c^P < c^R \leq F^R$.

For simplicity, we restrict attention to the case where the total supply of houses cannot exceed an upper bound $\bar{S}^j$. For instance, this might be the case if there are building restrictions that limit the amount of land available for building. Similar to the previous sections, we assume

$$m > \bar{S}^P > n > \bar{S}^R.$$  

Clearly enough, whatever the price at time $t$, an old agent selling his property will only receive $\lambda p^j_t$. We compare two types of equilibrium; a bubble where the borrowing limit is binding and an equilibrium with no bubble. In general, the surplus generated by the transactions in market $j \in \{P, R\}$ at time $t + 1$ is

$$W_{t+1} = S^j_{t+1} [u^j_t + \lambda p^j_{t+1} - r p^j_t] + \Delta[p^j_{t+1} - c^j].$$  \tag{3.17}$$

where $\Delta \geq 0$ denotes production at time $t + 1$. (Note that the total surplus (3.17) does not include the banks’ surplus, since credit is modelled in a reduced form. This is however consistent with the competitive case where banks make zero profits).

Restrict attention to the poor asset market and consider a bubble equilibrium where the producer supplies $(1 - \lambda)\bar{S}_t^P$ in every period, so that $S_t^P = \bar{S}_t^P$ for all $t$. Assume also that $\lambda$ is not too small so that $\lambda r_2 > r$. This implies that price growth allows old agents to repay their debt with the proceeds of the house sale.
Then, \((3.17)\) becomes

\[
W_t = S^P[u_P + (\lambda r_2 - r)\bar{B}_t] + (1 - \lambda)\bar{S}^P[r_2\bar{B}_t - c^P].
\]

(3.18)

At the other extreme, consider now an equilibrium with no bubble (so that \(p_t^P = 0, \forall t\) and no new houses enter the market). In this case, \((3.17)\) becomes

\[
W_t = \lambda S^P_t u_P.
\]

(3.19)

Clearly enough, \((3.18)\) is always larger than \((3.19)\). Moreover, in the second case \(\lim_{t \to \infty} W_t = 0\), so that the total surplus would converge to zero in the long run. It is also clear that, while a bubble equilibrium may also generate a higher surplus in the rich market, so long as \(c^R \leq F^R\), the supply of rich assets will never go to zero in the long run (so that \(\lim_{t \to \infty} W_t > 0\)). This is because the price of the rich asset is bounded below by the fundamental \(F^R\). \(\textsuperscript{22}\)

**Proposition 3.8** Suppose Assumption 3.4 holds. Then comparing an equilibrium without a bubble \((r_2 < r)\) to an equilibrium with a bubble \((\lambda r_2 > r)\) welfare is higher under the bubble scenario.

### 3.4.2 Change in LTV Policy

Now, consider a scenario where the banks no longer supply 100% LTV loans. This would mean that the poor cannot access credit, given that they have no endowment. When this change is announced there will be widespread default among the poor since the young generation cannot receive any credit, implying that the old cannot find anybody to sell their house to. Thus, the old at the time of the announcement are unable to pay back their debt. It is possible to enrich the model by endogenizing lending in order to generate endogenous credit freezes.

\(\textsuperscript{22}\)Note that part of our welfare result is due to the fact that the interest rate \(r\) is fixed and does not respond to changed conditions.
3.5  Policy Implications and Conclusion

Credit-fuelled bubbles, where the price is above the fundamental, may sometimes make the poor agents better-off compared to a scenario without a bubble, where the poor asset would be significantly underpriced. For example, consider a scenario where the poor with access to good investment opportunities need to take a short-term loan. If the house prices are high (overvalued), the poor may be able to collateralize the house and borrow, whereas if their houses are significantly underpriced they may not be able to access credit at all. This argument is similar to Tirole (1985). He argues that even if bubbles crowd out total investment, still they can improve the flow and allocation of funds through relaxing the borrowing constraint for the investors with a good investment opportunity, i.e., the bubble can lead to a Pareto improvement.

In terms of policy, our results suggest that there may be scope for market interventions aimed at sustaining the value of the assets held by credit-constrained agents after the burst of a credit bubble.
Appendix

Appendix to Ch.2 and Ch.3

Proofs

**Lemma 3.9** Suppose A.3.3 is violated $A < A$, then the equilibrium in the rich market is similar to that of the poor market.

(i) If $r_2 \geq r$, then there exists an equilibrium $p_t^{R*} = \bar{B}_t + D^*$ where $D^* = A < F^R$. WTB$_R$ (3.11) does not bind and (3.8) binds, i.e the rich obtain a positive surplus from purchasing the asset.

(ii) If $r_2 < r$, then the rich borrow in equilibrium $B_t^* = B_{t+1} = \frac{A}{r-1}$, and equilibrium price is $p_t^{R*} = p_{t+1}^{R*} = p^* = \frac{Ar}{r-1}$.

The proof is similar to Lemma 3.2. For part (ii) the only difference from the poor is any price smaller than the endowment can be satisfied as equilibrium, and no agent borrows. The intuition is similar to Lemma 3.2, when the credit growth is smaller than the cost of borrowing, rich agents have an upper limit for the borrowing which is determined by the binding no default condition. Thus, the asset is traded below fundamental value since $p^* = \frac{Ar}{r-1} < \frac{Ar}{r-1} = F^R$ since $A = \frac{u}{r}$.  

90
Figures and Graphs

Figure A.7: Outstanding Asset Backed Securities in US

Source: Securities Industry and Financial Markets Association
Figure A.8: Issuance of Securitization in billion $
Figure A.9: Case–Shiller Home Price Index (High vs Low Tier) for Los Angeles, California
Figure A.10: Case–Shiller Home Price Index (High vs Low Tier) for New York, New York

Source: S&P Dow Jones Indices LLC
fred.stlouisfed.org
Figure A.11: Case–Shiller Home Price Index (High vs Low Tier) for Tampa, Florida
Figure A.12: Case–Shiller National, 10-City and 20-City Home Price Indices for the USA

Source: S&P Dow Jones Indices LLC
fred.stlouisfed.org
Bibliography


Kane, E. (2012). The inevitability of shadowy banking. *Available at SSRN*.


Palomino, F., Renneboog, L., and Zhang, C. (2009). Information salience, in-


Wall, L. D. (2014). Notes from the vault two drivers of financial innovation.