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Abstract—This paper analyzes the resource allocation problem for full-duplex relay-assisted device-to-device (D2D) multicarrier systems, where multiple D2D user groups (UGs) coexist in an underlaying manner. We formulate the optimization problem, which takes the maximization of the system throughput as an objective. Two resources, i.e. subcarrier and transmit power are considered to be appropriately allocated to UGs in order to meet the objective. The formulated problem can be independently divided into a quasi-concave problem and a mixed binary integer programming (MBIP) problem. The MBIP problem is NP-hard. Therefore, to solve this problem efficiently by standard optimization techniques, we propose an alternative algorithm, which is the linear relaxation of the MBIP problem. Then, we mathematically prove and numerically verify the equivalence of the MBIP problem and its linear relaxation. By this way, the resource allocation for UGs can be carried out by a small amount of computational overhead.

Index Terms—Relay-assisted D2D systems, resource allocation, full-duplex communications, multicarrier systems.

I. INTRODUCTION

UNDERLAY device-to-device (D2D) communications in which user pairs in close proximity communicate without going through a base station (BS), have attracted a large amount of attention in recent years due to its high power efficiency, high spectral efficiency and low transmission delay [1]. As an important application of D2D communications, relay-assisted D2D systems are frequently investigated in terms of the aspects of outage performance and resource allocation etc. [2]. However, most recent works related to relay-assisted D2D systems assume relays to be half-duplex, which will degrade the network throughput by a fraction due to the use of multiple orthogonal time or frequency slots for one complete transmission. Thanks to the state-of-the-art progress in self-interference (SI) cancellation technology, e.g. compact, prototyped real-time full-duplex radios [3], [4], SI can be mitigated to the noise level, which makes full-duplex communications more applicable in many systems [5]. More specifically, full-duplex D2D communications without relay have been discussed in [6], and the effects of residual SI and spectral efficiency for full-duplex D2D communications are analyzed in [7] and [8], respectively. Following that, the analysis of outage performance and power allocation of full-duplex relay-assisted D2D systems are given in [9]–[13], but in a simplified case without considering multiple user pairs and subcarriers. Most importantly, the full-duplex D2D system model with multiple non-cooperative user groups (UGs) is proposed in [14], which paves the way for analyzing multiuser and multicarrier cases with cooperative users.
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Therefore, to fill in the gap of resource allocation issues in a general and realistic scenario with multiple users and subcarriers, we analyze the resource allocation problem for full-duplex relay-assisted D2D systems, where multiple UGs and subcarriers are considered. Two resources, subcarrier and transmit power are treated jointly in this paper. A resource allocation problem consisting of both is formulated and can be independently divided into a quasi-concave problem (for the allocation of transmit power) and a mixed binary integer programming (MBIP) problem (for the allocation of subcarriers). Because the MBIP problem is NP-hard [15], in order to solve this problem efficiently by standard optimization techniques, we propose an alternative allocation algorithm, in which the NP-hard MBIP problem can be approximated by a linear programming (LP) problem. Then, we also mathematically prove the equivalence of these two problems. The feasibility and efficiency of the proposed linearly relaxed allocation algorithm is subsequently verified by numerical results.

II. SYSTEM MODEL

A typical UG and the fundamental transmission relations are shown in Fig. 1(a). Each UG consists of one cellular user equipment (CUE), one D2D user equipment (DUE) transmitter, one DUE receiver and one full-duplex decode-and-forward (DF) relay. Note, a UG does not necessarily imply a group of elements in close proximity, but a conceptual group of communication nodes transmitting in an underlaying manner. For illustration purposes, a realization of three UGs in the full-duplex relay-assisted D2D network is shown in Fig. 1(b) 1. Without loss of generality, we assume that there exist K subcarriers which can be allocated to UGs for transmissions. In order to optimize the data rate in multiuser OFDM systems, we assume that a subcarrier should be assigned to only one UG, so that the interference among different

1There are a variety of methods to pair up a UG depending on interference and other factors [16], which are beyond the scope of this paper. Therefore, here we only adopt the concept of UG and assume all UGs are equivalent in terms of their relative locations to BS.
Ugs can be prevented [17]. On the other hand, it is assumed that multiple subcarriers can be allocated to and utilized simultaneously by one UG without considering the power imbalance problem. For convenience purposes, we denote the sets of UGs and subcarriers as $\mathcal{N} = \{ 1, 2, \ldots, N \}$ and $\mathcal{K} = \{ 1, 2, \ldots, K \}$. Meanwhile, for simplicity, we can further represent the BS, CUE, DUE transmitter, and relay by $\mathbf{B}$, $\mathbf{C}$, $\mathbf{D}$, and $\mathbf{R}$ and organize them in a set $\mathbf{\Theta} = \{ \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{R} \}$. In this paper, we adopt the Rayleigh fading model for all channels. Therefore, for any $i \neq j$ and $i, j \in \mathbf{\Theta}$, the channel gain between $i$ node and $j$ node for the $n$th UG and the $k$th subcarrier, denoted as $G_{ij}(n,k)$, is assumed to be independent and non-identically exponentially distributed with average channel gain $\mu_{ij}$. Then, the PDF and CDF corresponding to each channel gain are written as

$$f_{G_{ij}}(g) = \mu_{ij}^{-1} e^{-g/\mu_{ij}}, \quad \Rightarrow \quad F_{G_{ij}}(g) = 1 - e^{-g/\mu_{ij}}.$$ (1)

Meanwhile, power control is applied to all DUE transmitters and relays so that the interference from them to the BS can be mitigated. To do so, it is assumed that the power control for each subcarrier is independent and all channel state information (CSI) is known at the BS. Thus, the transmit powers of the $n$th DUE transmitter and relay over the $k$th subcarrier are constrained by

$$P_S(n,k) = \alpha(n,k) \eta / G_{SB}(n,k), \quad P_R(n,k) = \beta(n,k) \eta / G_{RB}(n,k),$$ (2)

where $\eta$ is a predefined interference threshold at the BS, which is the same threshold for all subcarriers, due to the independent power control policy; $\alpha(n,k) \in (0, 1)$ and $\beta(n,k) \in (0, 1)$, satisfying $\alpha(n,k) + \beta(n,k) = 1$, are the power allocation factors.

Besides, we consider an interference-limited environment, where the additive noise at receivers is negligible. As a result, the instantaneous signal-to-interference ratios (SIR) from the $n$th DUE transmitter to the $n$th relay and from the $n$th relay to the $n$th DUE receiver over the $k$th subcarrier are written as

$$\Gamma_{SR}(n,k) = \frac{G_{SR}(n,k) P_S(n,k)}{G_{CR}(n,k) P_C + P_R(n,k)},$$ (3)

and

$$\Gamma_{RD}(n,k) = \frac{G_{RD}(n,k) P_R(n,k)}{G_{CD}(n,k) P_C},$$ (4)

where $P_C$ is the fixed transmit power of the CUE, which is the same for all UGs. By adopting the DF relaying protocol and assuming the direct transmission link between DUE transmitter and DUE receiver does not exist, therefore the equivalent end-to-end instantaneous SIR and the D2D transmission rate for the $n$th user over the $k$th subcarrier are given by

$$\Gamma_{SRD}(n,k) = \min \{ \Gamma_{SR}(n,k), \Gamma_{RD}(n,k) \},$$ (5)

and

$$R(n,k) = \log_2 (1 + \Gamma_{SRD}(n,k)).$$ (6)

An exception is given by $i = j = R$, and $G_{RB}(n,k)$ is employed to denote the instantaneous loop channel gain leading to residual SI for the $n$th UG and the $k$th subcarrier. By SI cancellation processing, the loop channel gain $G_{RB}(n,k)$ can also be regarded as exponentially distributed.

We do not consider the performance between the BS and CUE in this paper, and simply assume equal transmit power for all CUEs for simplicity, since by the power control specified in (2), D2D communications will not affect the cellular communications between CUE and BS.

This common assumption is applicable to the case when the direct link cannot be established due to overlong distance between the DUE pair, and/or deep fading.

III. PROBLEM FORMULATION AND ANALYSIS

From the system model built in the previous section, we can formulate the resource allocation problem as follows:

$$\begin{align*}
\max_{w(n,k)} & \sum_{n=1}^{N} \sum_{k=1}^{K} w(n,k) R(n,k), \quad \forall n \in \mathcal{N}, \ k \in \mathcal{K} \\
\text{s.t.} & \ w(n,k) \in \{0, 1\}, \ \sum_{n=1}^{N} w(n,k) \leq 1, \ & \alpha(n,k) \in (0, 1), \ \beta(n,k) \in (0, 1), \ \alpha(n,k) + \beta(n,k) = 1, \\
& \ w(n,k) \in \{0, 1\} \text{ is the subcarrier allocation factor; we stipulate that } w(n,k) = 1 \text{ when the } k \text{th subcarrier is allocated to the } n \text{th UG and } w(n,k) = 0 \text{ otherwise.} \\
& \text{Due to the involvement of binary factors } w(n,k), \text{ the optimization problem formulated in (7) is a MBIP problem, which has been proved to be NP-hard [15]. Therefore, to solve this problem, we first divide it into two independent problems for power and subcarrier allocations, respectively. Because power and subcarrier allocations are decoupled, regardless of the subcarrier allocation, we can first deal with the power allocation problem for the } n \text{th} UG \text{ over the } k \text{th subcarrier, formulated by} \\
& \bar{R}(n,k) = \max_{\alpha(n,k), \beta(n,k)} \sum_{n=1}^{N} w(n,k) R(n,k), \quad \forall n \in \mathcal{N}, \ k \in \mathcal{K} \\
& \text{s.t.} \ \alpha(n,k) \in (0, 1), \ \beta(n,k) \in (0, 1), \ \alpha(n,k) + \beta(n,k) = 1. \\
\end{align*}$$ (7)

The optimization problem formulated in (8) is quasi-concave in terms of $\alpha(n,k)$ and $\beta(n,k)$ (see Appendix A for a proof), and thus the optimal power allocation factors $\alpha(n,k)$ and $\beta(n,k)$ can be efficiently determined by standard optimization techniques.

After power allocation, the subcarrier allocation problem can be written as

$$\begin{align*}
\max_{w(n,k)} & \sum_{n=1}^{N} \sum_{k=1}^{K} w(n,k) \bar{R}(n,k), \quad \forall n \in \mathcal{N}, \ k \in \mathcal{K} \\
\text{s.t.} & \ w(n,k) \in \{0, 1\} \text{ and } \sum_{n=1}^{N} w(n,k) \leq 1. \\
\end{align*}$$ (9)

As the problem formulated in (9) is still a MBIP problem and thus NP-hard, we can take a similar method as proposed in [18] by temporarily allowing allocating a subcarrier to multiple users to produce its the linear relaxation. This indicates that we can relax the value of the binary subcarrier allocation factor $w(n,k)$ to $\tilde{w}(n,k)$, which can take any real value in the interval $[0, 1]$. The linear relaxation of (9) can be written as

$$\begin{align*}
\max_{\tilde{w}(n,k)} & \sum_{n=1}^{N} \sum_{k=1}^{K} \tilde{w}(n,k) \bar{R}(n,k), \quad \forall n \in \mathcal{N}, \ k \in \mathcal{K} \\
\text{s.t.} & \ \tilde{w}(n,k) \in [0, 1] \text{ and } \sum_{n=1}^{N} \tilde{w}(n,k) \leq 1. \\
\end{align*}$$ (10)

Obviously, the problem formulated in (10) is linear in terms of $\tilde{w}(n,k)$, so that can be efficiently solved by standard LP techniques. Finally, the binary subcarrier allocation factor $w(n,k)$ is quantized by the largest $\tilde{w}(n,k)$, $\forall n \in \mathcal{N}$. By this way, the NP-hard MBIP problem formulated in (9) can be approximated and solved by the LP problem formulated in (10). The equivalence of these two problems is mathematically proved in Appendix B, which indicates that the LP problem is also optimal.
IV. NUMERICAL RESULTS

In this section, we verify our proposed linearly relaxed allocation algorithm by Monte Carlo simulations. We set up the fixed simulation parameters as follows: $P_C = 1$ (normalized), $\eta = 2$, $\mu_{SB} = 10$ dB, $\mu_{RB} = 12$ dB, $\mu_{CR} = 3$ dB and $\mu_{CD} = 2$ dB. First, we would like to show the priority of the proposed instantaneous power allocation scheme as formulated in (8) over the fixed power allocation scheme that simply specifies a fixed $\alpha$ to all UGs regardless of CSI. The subcarrier allocation applied for both is the one given in (10).

To compare the instantaneous and statistical power allocation schemes, we define $\alpha^2 := \mathbb{E}_q \{ \sum_{n \in N} \alpha(n,k)/N \}$ and $\alpha^* := \arg \max_\alpha \mathbb{E}_q \{ R(n,k) | \alpha(n,k) = \alpha \}$, where $\mathbb{E}_q \{ \cdot \}$ represents the average over repeated trials and $\alpha(n,k)$ denotes the optimized power allocation factor produced by (8). Three channel configurations for $\mu_{SR}$, $\mu_{RD}$ and $\mu_{RR}$ are adopted:

- **Configuration 1:** $\mu_{SR} = 25$ dB, $\mu_{RD} = 35$ dB, $\mu_{RR} = 5$ dB.
- **Configuration 2:** $\mu_{SR} = 35$ dB, $\mu_{RD} = 25$ dB, $\mu_{RR} = 5$ dB.
- **Configuration 3:** $\mu_{SR} = 30$ dB, $\mu_{RD} = 30$ dB, $\mu_{RR} = 10$ dB.

The simulation results of average sum rate vs. $\alpha$ given $N = 5$ and $K = 8$ are shown in Fig. 2, by which $\alpha^2$ will converge to the optimal statistical $\alpha^*$ when the number of repeated trials is large, but the instantaneous power allocation scheme will produce a higher average sum rate than the statistical scheme.

Meanwhile, in order to reflect the positive impacts of resource allocation on the average sum rate and provide comparison benchmarks, we also simulate four other allocation algorithms:

- **Optimal scheme:** Directly apply the optimization by traversing the problem formulated in (7) with centralized coordination among all communication nodes and instantaneous CSI.
- **Incomplete scheme I:** Centralized coordination among all communication nodes is applied with statistical CSI.
- **Incomplete scheme II:** Centralized coordination among all communication nodes is applied without any CSI.
- **Incomplete scheme III:** Instantaneous CSI is accessible by all communication nodes without a centralized coordination.

Then, the numerical results of average sum rate vs. the numbers of UGs are illustrated in Fig. 3. From this figure, the equivalence of the MBIP and LP problems can be verified, as both the optimal and the linearly relaxed algorithms have the same average sum rate given the same system configurations. Also, it is obvious that the proposed resource allocation algorithm outperforms the three other incomplete allocation schemes.

V. CONCLUSION

In this paper, we formulated the resource allocation problem for full-duplex relay-assisted D2D systems and proposed an alternative allocation algorithm given by its linear relaxation. This linearly relaxed allocation algorithm has been mathematically proved and numerically verified to be equivalent to the optimal one.

---

6These are not necessarily fixed values if consider stochastic networks

7Because $\alpha^*$ is produced by the statistical power allocation scheme which is independent from instantaneous CSI and all UGs are assumed to be equivalent, it is statistically feasible to determine $\alpha^*$ via an arbitrary UG.

8These three incomplete schemes are simulated by 1) set up the optimal statistical $\alpha^*$ obtained by statistical power allocation for all UGs over all subcarriers and apply the linearly relaxed subcarrier allocation given in (10); 2) set up random $\alpha(n,k)$ over all subcarriers and apply the linearly relaxed subcarrier allocation given in (10); 3) apply the optimal power allocation scheme given in (8) with randomly allocated subcarriers to UGs.
Lemma 1: For bounded $x \in (x_{\text{min}}, x_{\text{max}})$, if $g(x)$ is a bounded, continuous and monotonically increasing function and $h(x)$ is a bounded, continuous and monotonically decreasing function, $f(x) = \min(g(x), h(x))$ will be quasi-concave.

Proof: See Appendix in [12].

Lemma 2: For bounded $x > 0$, if $f(x)$ is a quasi-concave function with respect to $x$, then $t(x) = \log_2(1 + f(x))$ will also be a quasi-concave function with respect to $x$.

Proof: Because $f(x)$ is a quasi-concave function with respect to $x$, we have the relation infra:

$$f(\lambda x_1 + (1-\lambda)x_2) \geq \min(f(x_1), f(x_2)), \quad \forall \lambda \in (0, 1).$$  

(13)

Because $\log_2(\cdot)$ is a monotonically increasing function of the variable enclosed, we can further derive the relation below:

$$t(\lambda x_1 + (1-\lambda)x_2) = \log_2(1 + f(\lambda x_1 + (1-\lambda)x_2)) \geq \log_2(1 + \min(f(x_1), f(x_2))).$$  

(14)

Again, because of the monotonicity of $\log_2(\cdot)$, the equality given below is obviously valid:

$$\log_2(1 + \min(f(x_1), f(x_2))) = \min(\log_2(1 + f(x_1)), \log_2(1 + f(x_2))) = \min(t(x_1), t(x_2)).$$  

(15)

Substituting (15) into (14) yields

$$t(\lambda x_1 + (1-\lambda)x_2) \geq \min(t(x_1), t(x_2)), \quad \forall \lambda \in (0, 1).$$  

(16)

Therefore, as the relation proved in (16), $t(x) = \log_2(1 + f(x))$ is also a quasi-concave function with respect to $x$.

By Lemma 1 and Lemma 2, now we are ready to prove Conjecture 1. It can be easily found that $\Gamma_{SR}^n(n, k)$ is a monotonically increasing function of $\alpha(n, k)$, while $\Gamma_{RD}^n(n, k)$ is a monotonically decreasing function of $\alpha(n, k)$. Hence, we let $g(\alpha(n, k)) = \Gamma_{SR}^n(n, k)$ and $h(\alpha(n, k)) = \Gamma_{RD}^n(n, k)$. Therefore, by Lemma 1, the equivalent end-to-end SIR $\Gamma_{SRD}^n(n, k)$ is a quasi-concave function of $\alpha(n, k)$. Finally, by Lemma 2, it is evident that the transmission rate $R(n, k) = \log_2(1 + \Gamma_{SRD}^n(n, k))$ is also a quasi-concave function with respect to $\alpha(n, k)$.

Appendix B: Proof of the Equivalence of Problems (9) and (10)

To prove the equivalence of the formulated MBIP problem and its linear relaxation, we express the feasible sets of both by matrices and then analyze their total unimodularity. We organize $w(n, k)$ in the set $w = \{w(1, 1), \ldots, w(1, K), w(2, 1), \ldots, w(N, K)\}^T \in \{0, 1\}^{K \times N}$ and define

$$B := 1_K^T \otimes I_K = (I_K, I_K, \ldots, I_K) \in \{0, 1\}^{K \times KN}$$  

(17)

where $x_Y$ denotes a $Y \times 1$ vector of $x$ and $I_K$ denotes a $K \times K$ identity matrix; $\otimes$ represents the Kronecker product; $(\cdot)^T$ represents the transpose of the matrix enclosed.

Hence, the feasible sets of (9) and (10) can be expressed by

$$\mathcal{F} = \{w \in \{0, 1\}^{KN} | Bw \leq 1_K\} \quad \text{and} \quad \tilde{\mathcal{F}} = \{w \in \mathbb{R}^{KN} | Cw \leq u\}$$  

(18)

where $w$ is produced similarly as $w$, but with elements $\tilde{w}(n, k)$, $\forall n \in N, k \in K; \quad C := (B^T, I_{KN}, -I_{KN})^T$ and $u := (1_K^T, 1_K^T, 0_K^T)^T$.

Meanwhile, according to the definition of the total unimodularity, a matrix is totally unimodular if every square submatrix has determinant $\pm 1$ or 0 [20]. Therefore, by (17) and $C := (B^T, I_{KN}, -I_{KN})^T$, it is evident that $B$ and $C$ are totally unimodular. Also, because $u$ is an integer vector, it can be proved by the integer optimization theory that the feasible set $\mathcal{F}$ has integral extreme points and thus the MBIP problem with the feasible set $\mathcal{F}$ is equivalent to the LP problem with the feasible set $\tilde{\mathcal{F}}$. This proved equivalence allows us to solve the NP-hard MBIP problem formulated in (9) by its linear relaxation formulated in (10), which will reduce the computational complexity from exponential time to polynomial time.
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