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Abstract—In this paper, we propose a novel codebook design scheme for orthogonal frequency-division multiplexing with index modulation (OFDM-IM) to improve system performance. The optimization process can be implemented efficiently by the lexicographic ordering principle. By applying the proposed codebook design, all subcarrier activation patterns with a fixed number of active subcarriers will be explored. Furthermore, as the number of active subcarriers is fixed, the computational complexity for estimation at the receiver is reduced and the zero-active subcarrier dilemma is solved without involving complex higher layer transmission protocols. It is found that the codebook design can potentially provide a trade-off between diversity and transmission rate. We investigate the diversity mechanism and formulate three diversity-rate optimization problems for the proposed OFDM-IM system. Based on the genetic algorithm (GA), the method of solving these formulated optimization problems is provided and verified to be effective. Then, we analyze the average block error rate (BLER) and bit error rate (BER) of OFDM-IM systems applying the codebook design. Finally, all analyses are numerically verified by Monte Carlo simulations. In addition, a series of comparisons are provided, by which the superiority of the codebook design is thereby confirmed.
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I. INTRODUCTION

ORTHOGONAL frequency-division multiplexing (OFDM) has occupied a crucial position in modern wireless communication networks, since the popularization of fourth generation (4G) networks [1]. Specifically, OFDM utilizes a set of subcarriers with different orthogonal frequencies to split a frequency-selective channel into a number of frequency-flat subchannels. Because of the orthogonality of subcarrier frequencies, the subchannels can be regarded as independent and the inter-channel interference (ICI) shall be mitigated or even eliminated [2]. Meanwhile, OFDM has a high spectral efficiency and different subcarriers can overlap in the frequency domain but still maintain orthogonality, as long as certain quantitative relations among their central frequencies can be satisfied. Another attractive feature of OFDM is that it allows independent and different processing on each subcarrier, and provides a higher flexibility for system-level design [3]. From a practical point of view, OFDM is also easy to be modulated and demodulated by inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT) operations, respectively [4]. Based on these merits, OFDM is also believed to play an indispensable role in next generation networks and beyond.

Recently, OFDM with index modulation (OFDM-IM), as a derivative of spatial modulation (SM) for multiple-input and multiple-output (MIMO) systems, has attracted considerable attention in both academia and industry [5]–[8]. The primary principle of OFDM-IM is to extend the modulation dimensions from two (amplitude and phase) to three (amplitude, phase and index of subcarrier). By such an extension, the information conveyed by a transmitted OFDM block is represented by data symbols as well as the indices of active subcarriers, on which these data symbols are carried [5]. Therefore, it has been proven that under certain conditions, OFDM-IM systems will gain a higher reliability and/or transmission rate than conventional OFDM systems [9]–[12].

As a modulation scheme, the superiority of OFDM-IM is highly related to the mapping relation between transmitted bit sequences and subcarrier activation patterns. In this context, how to encode the bit sequence to the data symbols carried on subcarriers as well as the active subcarrier indices becomes the key question. Some early research dedicated to studying the mapping relations is published in [13], [14], which are either with a low spectral efficiency or rely on forward error control techniques. These restrictions make them difficult to use in practical communication networks. A more realistic design of the mapping relation is proposed in [15], in which the information is mapped to the indices regarding a set of a fixed number of subcarriers, instead of the indices of subcarriers per se. Although the spectral efficiency of OFDM-IM has been gradually improved by continuous study, the error performance and diversity order of OFDM-IM are awaiting further enhancement.

In this regard, an equiprobable subcarrier activation (ESA) scheme is adopted for OFDM-IM systems to produce a coding gain, but without any diversity gain [16]. In [17], [18], two mapping selection schemes with more flexible mapping relations based on on-off keying (OOK) are presented and are shown to provide frequency diversity gains. However, because the number of active subcarriers is a variable, a zero-active subcarrier dilemma arises and a dual-mode transmission protocol is necessary. Also, because the modulation is per-
formed on a variable-length bit sequence, the detection and designs of higher layer protocols at the receiver would be challenging. Another diversity scheme based on source coding and redundancy is given in [19], but the resulting system has a considerable loss of spectral efficiency. Coordinate interleaving is employed in [20]–[22] to enhance the error performance without loss of spectral efficiency, but the diversity order is only improved from unity to two. Spatial diversity provided by relay selections for OFDM-IM systems is also investigated in [23], which renders a higher system complexity and extra signaling overheads due to the coordination among multiple relays.

To provide an easy-to-implement and efficient approach to enhance system performance, we propose a novel codebook design scheme for OFDM-IM systems in this paper. The contributions of this paper are listed as follows:

1) We propose a codebook design scheme for OFDM-IM based on the lexicographic ordering principle. We utilize the principle to generate an optimized codebook specifying the mapping relations between bit sequences and subcarrier activation patterns according to the instantaneous channel state information (CSI) and discard some subcarrier activation patterns that are not appropriate to use. By such an optimization process, we can achieve enhanced system performance without loss of spectral efficiency.

2) We also find that a potential diversity-rate trade-off can be provided by the codebook design scheme. Following this, we investigate the diversity mechanism and formulate three diversity-rate optimization problems suited for different application scenarios with solutions based on the genetic algorithm (GA).

3) We analyze and approximate the average block error rate (BLER) as well as the average bit error rate (BER) of the proposed system in closed form, with the help of the approximation of the Q-function and the union bound.

4) We verify the superiority of the codebook design enhanced OFDM-IM over the conventional OFDM-IM and the OFDM scheme without IM by a series of numerical simulations.

The rest of this paper is organized as follows. In Section II, we introduce the system model as well as the assumptions used in this paper. Then, we detail the algorithm to generate the optimized codebook in Section III. Following the codebook design scheme, we investigate its potential diversity mechanism and formulate three diversity-rate optimization problems with solutions based on the GA in Section IV. After that, we analyze and approximate the average BLER and BER in closed form in Section V, which is subsequently verified by numerical results generated by Monte Carlo simulations in Section VI. Finally, Section VII concludes the paper.

II. SYSTEM MODEL

A. System Framework

In this paper, we consider an OFDM-IM system operating over a frequency-selective slow Rayleigh fading channel. Assuming a sufficiently long cyclic prefix (CP) is inserted, transmissions over \( N \) independent subcarriers without inter-carrier interference (ICI) can be enabled by a \( N \)-point IFFT. Then, \( K \) out of \( N \) subcarriers will be activated to form a subcarrier activation pattern according to an equiprobable bit sequence \( b \) with fixed length \( B \). To facilitate the following analysis, we denote the set of all subcarriers as \( \mathcal{N} \). It is apparent that the number of all possible patterns can be determined by \( L = \binom{\mathcal{N}}{K} \), where \( \binom{}{} \) is the binomial coefficient. However, to modulate a sequence of bits, we have to truncate the number of possible patterns to a power of two. We can denote the truncated set of patterns as \( S(c) \) and the truncated set is termed a codebook, where \( c \in \mathcal{C} \) is the index of the codebook and \( \mathcal{C} \) denotes the set of all possible codebooks. Seemingly, the number of patterns in \( S(c) \) can be derived as

\[
S = |S(c)| = 2^\lceil \log_2(L) \rceil, \quad \forall c \in \mathcal{C}
\]

where \( \lceil \cdot \rceil \) represents the floor function. As a consequence, we can determine the number of codebooks to be \( |\mathcal{C}| = \binom{N}{K} \).

Also, by (1), it is straightforward to see that the length of the bit sequence mapped to a subcarrier activation pattern is \( B_s = \log_2(S) \). Assume \( M \)-ary phase shift keying (\( M \)-PSK) is used for amplitude phase modulation (APM) of the symbol carried on each active subcarrier. As there are always \( K \) active subcarriers, we can write the transmission rate in bits per channel use (bpcu) (i.e. the length \( B \) of the equiprobable bit sequence \( b \)) as

\[
B = B_s + B_M, \quad \text{where} \quad B_M = K \log_2(M)
\]

where \( B_s \) represents the length of the segment of the bit sequence mapped to APM constellation symbols. More explicitly, we can express \( B \) in terms of \( N \), \( K \) and \( M \) as

\[
B = \lceil \log_2 \left( \binom{N}{K} \right) \rceil + K \log_2(M).
\]

From the description above, we can see that the mapping relation between bit sequence and subcarrier activation pattern is exactly the same as stipulated in [15], except for the set truncating process. As a result, the proposed system inherits the merits of having a fixed number of active subcarriers and the zero-active subcarrier dilemma (referring to the case where all subcarriers are switched off in order to represent an all-zero bit sequence) can be prevented in this scenario accordingly [17]. Therefore, the forward error control techniques, dual-mode transmission protocol and always-active control subcarrier employed in [14], [17] and [25] are not required, which will lead to a simpler system framework and unified performance analysis.

B. Signal Transmission

Now, the bit sequence \( b \) with length \( B \) can be mapped to the subcarrier activation pattern consisting of \( K \) active subcarriers and the \( K \) data symbols conveyed on these active subcarriers. To uniquely express the subcarrier activation pattern, we introduce the activation state vector (ASV) of subcarriers by

\[
v = [v(n_1), v(n_2), \ldots, v(n_N)] \in \{0, 1\}^{1 \times N},
\]

\( ^1 \)The bit sequence \( b \) also holds other information aside from the bits to be mapped to the activation pattern.

\( ^2 \)It has been proven that PSK, as a constant-envelop APM scheme, outperforms other non-constant-envelop APM schemes, e.g. quadrature amplitude modulation (QAM) [24]. We thereby adopt \( M \)-PSK in this paper.
where \( v(n_{k}) \) is either ‘0’ or ‘1’ representing whether the \( n_{k} \)th ordered subcarrier (more detail of the ordering process will be introduced in Section III) is inactive or active, respectively. Accordingly, we can express the transmitted OFDM block as
\[
x(c, b) = [x(m_1, 1), x(m_2, 2), \ldots, x(m_N, N)]^T \in \mathbb{C}^{N \times 1},
\]
where \((.)^T\) denotes the matrix transpose operation. The element of the block \( x(c, b) \) is given by
\[
x(m_{n_{k}}, n_{k}) = \begin{cases} \chi_{m_{n_{k}}}, & v(n_{k}) = 1 \\ 0, & v(n_{k}) = 0 \end{cases}
\]
where \( \chi_{m_{n}} \) is a \( M \)-ary constellation symbol; \( m_{n_{k}} \in \mathcal{M} \) and \( \mathcal{M} \) is the set of indices of constellation symbols when \( M \)-PSK is used; without loss of generality, we can normalize the constellation symbol by \( \chi_{m_{n}} \chi_{m_{n_{k}}} = 1, \forall m_{n} \in \mathcal{M} \). For clarity, we illustrate the system block diagram of the transmission part of our proposed OFDM-IM system in Fig. 1.

C. Signal Propagation and Reception

At the receiver with perfect synchronization, after sampling, discarding the CP, and performing a FFT, we can express the received OFDM block as
\[
y(c, b) = [y(m_1, 1), y(m_2, 2), \ldots, y(m_N, N)]^T
\]
\[
= \sqrt{P_t/K} H x(c, b) + w \in \mathbb{C}^{N \times 1},
\]
where \( w = [w(1), w(2), \ldots, w(N)]^T \in \mathbb{C}^{N \times 1} \) denotes the vector of \( N \) independent complex additive white Gaussian noise (AWGN) samples on each subcarrier, whose entries \( w(n) \sim \mathcal{CN}(0, N_0) \), and \( N_0 \) is the noise power; \( H = \text{diag}\{h(1), h(2), \ldots, h(N)\} \in \mathbb{C}^{N \times N} \) is a \( N \times N \) diagonal channel state matrix (CSM) characterizing the channel quality; \( P_t \) is the total transmit power that can be used for data transmission at the transmitter and we assume it is uniformly distributed over all \( K \) active subcarriers.

In this paper, we assume all wireless channels to be frequency-selective slow\(^3\) Rayleigh fading channels and the corresponding channel gains to be exponentially independent and identically distributed (i.i.d.) with mean \( \mu \). Therefore, the probability density function (PDF) and the cumulative distribution function (CDF) of the channel gain \( G(n) = |h(n)|^2 \), \( \forall n \in \mathcal{N} \) are given by [26]
\[
f_g(\epsilon) = \exp(-\epsilon/\mu) / \mu \quad \Rightarrow \quad F_g(\epsilon) = 1 - \exp(-\epsilon/\mu).
\]

At the receiver, because of the slow fading model adopted in this paper, the optimized codebook and CSI, i.e. \( S(c) \) and \( H \) are assumed to be known. As a result of this a priori information, the maximum-likelihood (ML) detection method can be employed to perform block detection according to the criterion below:
\[
\hat{x}(c, b) = \arg \min_{x(c, b) \in \mathcal{X}(c)} \| y(c, b) - \sqrt{P_t/K} H x(c, b) \|_F,
\]
where \( \| \cdot \|_F \) denotes the Frobenius norm of the enclosed argument; \( \hat{y}(c, b) \) denotes the received OFDM block contaminated by noise; \( \hat{x}(c, b) \) denotes the estimation trial; \( \mathcal{X}(c) \) is the set of all legitimate \( x(c, b) \) when the codebook \( S(c) \) is in use and we can easily see that \( X = |\mathcal{X}(c)| = SM^K \).

Then, we can define the average BLER as
\[
P_e = E_b \{ P_e(\hat{x}(c, b)|H) \},
\]
where \( E \{ \cdot \} \) denotes the expectation of the enclosed; the conditional BLER when \( \hat{x}(c, b) \) is transmitted is approximated by the well-known union bound to be [27]
\[
P_e(\hat{x}(c, b)|H) \leq \sum_{\hat{x}(c, b) \not= \hat{x}(c, b)} P_e(\hat{x}(c, b)|H) = \tilde{P}_e(\hat{x}(c, b)|H)
\]
and \( P_e(\hat{x}(c, b) \rightarrow \hat{x}(c, b)|H) \) represents the conditional probability of the event that the original transmitted block \( \hat{x}(c, b) \) is erroneously estimated to be \( \hat{x}(c, b) \). The average BLER \( \tilde{P}_e \) is used as an important metric in this paper to evaluate the performance of the proposed OFDM-IM system.

III. CODEBOOK GENERATING ALGORITHM

A. Mathematical Principle of the Codebook Generating Algorithm

As we specified above, there are \( L = \binom{N}{K} \) available patterns in total, from which only \( S = 2\lceil \log_2(L) \rceil \) patterns will be selected to form a codebook and used for OFDM-IM. In other words, there are
\[
\Delta(N, K) = L - S = \binom{N}{K} - 2\lceil \log_2(\binom{N}{K}) \rceil
\]
patterns, which should be discarded. Specifically, denoting the set of all patterns as \( \mathcal{L} \), we need to find \( S(c) \subseteq \mathcal{L} \), by which the corresponding average BLER can be reduced. However, as we derived above, \( |\mathcal{L}| = \binom{N}{K} \) will be a large number for intermediate \( N \) and \( K \), which makes the codebook design demanding\(^4\). Here, to perform the optimization efficiently, we propose a codebook generating algorithm based on the lexicographic ordering principle [28]. First, according to the

\(^3\)The slow fading/quasi-static fading model adopted in this paper means that the CSM will remain constant for a sufficiently long period of time, which justifies the codebook design mechanism, as the signaling overhead and computational resource for performing such an optimization can be maintained below a reasonable level.

\(^4\)For example, when \( N = 8 \) and \( K = 4 \), the numbers of available and selected patterns are determined by \( L = \binom{8}{4} = 70 \) and \( S = 2\lceil \log_2(\binom{8}{4}) \rceil = 64 \). Therefore, \( C = \binom{70}{64} = 131115085 \).
obtained CSI, we rank $G(1), G(2), \ldots, G(N)$ in terms of their values in ascending order. Then, we have the ordered channel gains as

$$G(1)(n_1) < G(2)(n_2) < \cdots < G(N)(n_N),$$

(12)

where $n_\xi$ denotes the original index of the channel gain ranked in the $\xi$th place in ascending order. For clarity, we term $n_\xi$ and $\xi$ the index and the order in this paper, respectively.

We can generate a list consisting of $L$ ASVs by a certain order, and each of them represents a unique subcarrier activation pattern with $K$ active subcarriers. Since multiple subcarriers are considered in OFDM-IM systems, which all have impacts on the performance, it would be tough to define a general criterion to evaluate and order all $L$ patterns in terms of their quality. Therefore, to facilitate this ordering process and ease optimality analysis, we only consider the asymptotic region when the transmit power becomes large. In the asymptotic region, it has been proven that the error performance of OFDM systems is dominated by the worst subcarrier (i.e. the one with the lowest channel gain) [29]. In this regard, the patterns in which the worst active subcarriers have larger gains must be superior to those whose worst active subcarriers have smaller gains. This provides a hint for the pattern ordering and we might resort to the reverse lexicographic order [28]. As a result, we can treat an ASV as a binary sequence where the most significant digit is on the left side and convert it to a decimal number, which can be used as an indicator to characterize the performance of the corresponding pattern in the asymptotic region. Mathematically, for two arbitrary ASVs $v_i$ and $v_j$, we define the lexicographic ordering relation as [30]

$$v_i \prec_L v_j \Leftrightarrow \omega_i < \omega_j,$$

(13)

where $\omega_i = b2d_i(v_i)$ is called an ordering indicator and $b2d_i(\cdot)$ converts a binary vector to a decimal number given the most significant digit on the left side. With the help of $\omega_i$, we can easily enumerate all $L$ ASVs in the lexicographically ascending order as $v_1 <_L v_2 <_L \cdots <_L v_L$, since the reverse lexicographic order is a well-order relation [31]. As we have ordered the channel gains in ascending order, patterns with smaller ordering indicators are superior, and we can simply select the $S$ lexicographically smallest ASVs to form the optimized codebook $S(c)$ by

$$S(c) = \{v_1, v_2, \ldots, v_S\}.$$  

(14)

### B. An Simplistic Example of the Codebook Generating Process

To be clear, we demonstrate a simplistic example of the codebook generating process by reverse lexicographic order when $N = 4$ and $K = 2$ as follows.

1) Initialization: For $N = 4$ and $K = 2$, it can be calculated that $L = \binom{N}{K} = \binom{4}{2} = 6$ and $S = 2^{\log_2(L)} = 2^{\log_2(6)} = 4$. Also, the length of the segment of bit sequence mapped to subcarrier activation patterns can be determined by $B_S = \log_2(S) = \log_2(4) = 2$. Then, we initialize an empty set with size $S$ to represent $S(c)$.

<table>
<thead>
<tr>
<th>Orders $\xi$</th>
<th>Indices $n_\xi$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>[$0$]</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_2$</td>
<td>[$0$, $0$, $1$]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$v_3$</td>
<td>[$0$, $1$, $0$]</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$v_4$</td>
<td>[$1$, $0$, $1$]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$v_5$</td>
<td>[$1$, $1$, $0$]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$v_6$</td>
<td>[$1$, $1$, $0$]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

2) Channel ordering: Assume all channel gains can be perfectly estimated and we know that $G(1) = 0.2, G(2) = 2.6, G(3) = 2.5$ and $G(4) = 0.4$. Then, we can rank them in terms of the value in ascending order and obtain $G(1)(1) < G(2)(4) < G(3)(3) < G(4)(2)$.

3) Generating $S(c)$: It can be easily shown that we have the following six ASVs in reverse lexicographic order: $v_1 = [0, 0, 1, 1]$ ($\omega_1 = 3$), $v_2 = [0, 0, 1, 0]$ ($\omega_2 = 2$), $v_3 = [0, 1, 1, 0]$ ($\omega_3 = 6$), $v_4 = [1, 0, 0, 1]$ ($\omega_4 = 9$), $v_5 = [1, 0, 1, 0]$ ($\omega_5 = 10$) and $v_6 = [1, 1, 0, 0]$ ($\omega_6 = 12$). Then, we can simply select $v_1$, $v_2$, $v_3$ and $v_4$ to form the optimized codebook $S(c) = \{v_1, v_2, v_3, v_4\}$. According to the ascending order $G(1)(1) < G(2)(4) < G(3)(3) < G(4)(2)$ and $S(c)$ as well as the definition of ASV given in (3), we have the relation among orders, indices and ASVs presented in Table I. Following the relation given in Table I, we have the mapping relation between the $B_S$-bit stream segment and subcarrier activation patterns in Table II, by which it is obvious that the activation frequency of a subcarrier in the optimized codebook $S(c)$ is related to its channel quality. The lower ordered subcarriers are not used as much but the higher ordered subcarriers are more likely to be employed (e.g. subcarrier 1 (the worst subcarrier) is only used once in all selected patterns, but subcarrier 2 (the best subcarrier) is used three times).

### IV. DIVERSITY MECHANISM AND DIVERSITY-RATE OPTIMIZATION

#### A. Diversity Mechanism

The diversity gain of multi-carrier systems can be expressed by the number of independent sets of subcarrier activation patterns covering all legitimate $x(c, b)$ [29], [32]. Following this rationale, it can be deduced that for multi-carrier systems, the error performance is dominated by the deepest faded

---

3We intend to list the discarded ASVs $v_5$ and $v_6$ in order to illustrate how the worst subcarrier changes after performing the reverse lexicographic ordering process.
subcarrier (i.e. the subcarrier with the lowest channel gain) when transmit power becomes large [33]. Therefore, if we denote the lowest order of the subcarrier taken in \( S(c) \) as \( \xi_{\min} \), the diversity gain can be expressed as \( d_o = \xi_{\min} \). As we order all subcarriers to generate the codebook by the lexicographic ordering principle, there is the potential to provide a diversity gain by properly choosing \( N \) and \( K \), so that some inappropriate subcarriers can be completely eliminated from the generated codebook. From the viewpoint of ordered subcarrier combinations, we can also express the number of subcarrier activation patterns \( L \) by

\[
L = \Omega(N, K, N - K + 1) = \sum_{\xi=1}^{N-K+1} \binom{N - \xi}{K - 1}, \quad (15)
\]

where \( \Omega(N, K, \nu) = \sum_{\xi=1}^{\nu} \binom{N - \xi}{K - 1} \) representing the number of combinations out of \( \binom{N}{K} \) with ones in the \( \nu \) most significant bits. As a result, we can explicitly give the expression of \( d_o \) in terms of \( N \) and \( K \) as follows:

\[
d_o = \begin{cases} 
1, & \Delta(N, K) < \Omega(N, K, 1) \\
\nu, & \Omega(N, K, \nu - 1) \leq \Delta(N, K) < \Omega(N, K, \nu)
\end{cases}
\]

where \( \Delta(N, K) \) is governed by the worst pairwise error event \( 7 \), in which the worst subcarrier in mapping codebook is activated. Obviously, this phenomenon is also observed and investigated in [33].

Remark 1: The above explanations as well as the expression of \( d_o \) given in (16) might not be straightforward to understand. To understand them better, we might view it from the perspective of independent fading replicas. According to [27], diversity techniques can be understood as the supply of multiple replicas of the same information-bearing signal. Hence, as long as the best replica (for example with the largest end-to-end channel gain) selected from these multiple replicas can be successfully decoded at the receiver, the information intended to be transmitted is retrieved \( 6 \). It has also been proven that for \( M \)-ary orthogonal signals, the error performance is governed by the worst pairwise error event \( 7 \), in which the worst subcarrier in mapping codebook is activated. Obviously, without codebook design and subcarrier selection, the worst subcarrier involved in the codebook will be the worst one in the full set of subcarriers \( \mathcal{N} \), and thereby the diversity gain \( d_o = 1 \) for this case. Following this rationale, if we can have multiple independent subcarrier activation patterns \( 8 \) to represent the same bit sequence, we can select the best subcarrier activation pattern so as to raise the order of the worst subcarrier from 1 to \( \xi_{\min} \). This is the essential principle of the diversity mechanism of the lexicographic codebook design scheme. More intuitively speaking, the diversity gain comes from the prevention of using ‘bad’ subcarrier(s) in the codebook, which can be regarded as a special case of subcarrier assignment for multi-carrier systems [34]–[36]. Therefore, we resort to the basics of combinatorics to identify the order of the worst subcarrier contained in the mapping codebook generated by the lexicographic ordering principle, which immediately gives (16).

B. Diversity-Rate Optimization

By (2), we can also plot the relation among transmission rate \( B \), \( N \) and \( K \) with different APM order \( M \) in Fig. 3, from which it is also evident that the relation between \( B \) and \( K \) is non-monotone, especially when \( M \) is small. Considering both diversity and data rate are important performance evaluation metrics for wireless communication systems’ reliability and efficiency, we can formulate three diversity-rate optimization problems as follows, which will cover a wide range of applications. The first diversity-rate optimization is for diversity-critical systems, in which reliability is of high importance, e.g. Internet of Things, vehicular networks and military wireless sensor networks (WSNs) [37]–[39]. In particular, there is only a minimum quality of service (QoS) requirement for transmission rate, say \( B \), and the objective is to maximize the diversity gain. We can mathematically formulate this optimization problem infra:

\[
\max_{\{ N, K \}} \{ d_o \} \\
\text{s.t. } 2 \leq N \leq \bar{N}, \ N \in \mathbb{N}^+ \\
1 \leq K \leq N - 1, \ K \in \mathbb{N}^+ \\
B > \bar{B}
\]

where \( \bar{N} \) is the maximum allowed number of subcarriers in OFDM-IM systems, which is regulated by the spectral resource assigned. It would be emphasized that the optimization constraint \( \bar{B} \) is a natural number according to (2).

\( ^6 \)For traditional communication systems, independent fading replicas can be generated either in the time, frequency or space domains, which yields time, frequency or space diversity, respectively. For OFDM-IM systems, independent fading replicas could be generated in the index domain [15], and thereby the so-called index diversity is attainable, which can be regarded as a special case of frequency diversity.

\( ^7 \)This phenomenon is also observed and investigated in [33].

\( ^8 \)The independence among subcarrier activation patterns refers to the exclusive use of different worst subcarriers according to different codebooks.
In a similar manner, we have the diversity-rate optimization for rate-critical systems, which dedicate to reinforcing the transmission rate, e.g., data networks for multimedia and virtual reality (VR) applications [40], [41]. In these cases, there is only a minimum QoS requirement for reliability, denoted as $d_o$, and the optimization problem can be formulated as

$$\max_{\{N,K\}} \{B\}$$

s.t. $2 \leq N \leq N^+, \; N \in \mathbb{N}^+$

$$1 \leq K \leq N - 1, \; K \in \mathbb{N}^+$$

$$d_o > d_o$$

(18)

Here, it should also be emphasized that the optimization constraint $d_o$ is a natural number according to (16).

Both optimization problems formulated for diversity-critical and rate-critical systems in (17) and (18) belong to the category of single-objective optimization problems. In addition, we can also regard $d_o$ and $B$ as a whole and optimize both together as a multi-objective optimization problem, which provides a flexibility to trade off the QoS requirements between diversity and transmission rate and is thereby more suited for heterogeneous networks (HetNets) [42]. To be specific, as both $d_o$ and $B$ are expected to be maximized, we can simply employ their product with corresponding powers of weights as a single utility function

$$U = d_o^{w_1} B^{w_2},$$

(19)

where $w_1 \in [0,1]$ and $w_2 \in [0,1]$ are the weights depending on the significance of both measures and we also have $^9 w_1 + w_2 = 1$. Subsequently, we can formulate the joint diversity-rate optimization problem as

$$\max_{\{N,K\}} \{U\} = \max_{\{N,K\}} \{d_o^{w_1} B^{w_2}\}$$

s.t. $2 \leq N \leq N^+, \; N \in \mathbb{N}^+$

$$1 \leq K \leq N - 1, \; K \in \mathbb{N}^+$$

(20)

To provide intuition, the relation among utility $U$, $N$ and $K$ with different APM order $M$ is plotted in Fig. 4, given $w_1 = w_2 = 0.5$.

C. Solutions to Formulated Optimization Problems by the Genetic Algorithm

In this subsection, let us focus on solving the formulated optimization problems in the last subsection. First, we can characterize the computational complexity by the total number of combinations of $\{N,K\}$ (a.k.a., the size of the search space) for a given $N$ as

$$\Xi(N) = \sum_{n=1}^{N-1} n = \frac{1}{2} N(N - 1),$$

(21)

which is obviously with a quadratic time complexity when implementing a brute-force method searching for the optimal solution over the full set of $\{N,K\}$. As given in (2) and (16), we can easily find the optimization problems formulated in (17), (18) and (20) to be nonlinear integer programming problems [43]. Also, as plotted in Fig. 2 and Fig. 3, although $B$ can be proven to a discrete concave function of $N$ and $K$ [44], this is not the case for $d_o$, owing to its zigzag nature. Therefore, it is not possible to apply convex optimization methods to find out the optimal solutions of $\{N,K\}$ to

---

8The determination of $w_1$ and $w_2$ in engineering practice should take the policy and QoS requirements into consideration and requires domain knowledge [40]. As this is out of the scope of this paper, we therefore omit an in-depth discussion regarding relevant issues.
the above formulated optimization problems. Alternatively, in this subsection, we apply the GA to search for the optimal solutions, by which a combination \( \{N, K\} \) is represented by a chromosome \( C \). Moreover, it has been rigorously proven that as long as a sufficiently large operation time is allowed, the solution generated by the GA will converge to the optimal solution [45]. A generic structure of the GA to solve the diversity-rate optimization problems is shown in Fig. 5. Now, we expatiate each of the functional blocks in this structure and construct the optimization model based on the GA in the following steps.

1) *Initialization and input parameters:* In this initial stage, all required parameters for all other stages should be specified and relevant operations are stipulated (i.e. the meta-data and meta-rules). For generating the initial population, we have to specify the size of population \( V_p \) and the rule of generating the initial \( V_p \) chromosomes (i.e. \( V_p \) combinations \( C = \{N, K\} \)). For fitness evaluation, we need to input the optimization objective and constraints, which serve as criteria to evaluate each chromosome and assign a corresponding fitness metric. Then, we should explicitly regulate the termination condition, i.e. when this optimization process should be terminated and how the best chromosome in the last generation can be selected as the output combination. If the termination conditions are not satisfied, we then carry out the selection process and thereby we should tell the optimizer how to perform the selection when initializing. Having selected new parental chromosomes by a certain rule, we then perform crossover processing to exchange genes between two parental chromosomes and produce two offspring chromosomes for the next generation of \( V_p \) chromosomes. The random process of crossover should also be stipulated with relevant parameters, e.g. the crossover probability \( P_c \). To avoid being trapped in a local optimum, we mutate over the new generation of chromosomes to explore a larger search space and the rule as well as the mutation probability \( P_m \) are thus required to be defined.

2) *Generating initial population:* To start the optimization process by the GA, we have to generate the first population consisting of \( V_p \) chromosomes. We can easily do so by two steps. In the first step, we randomly select an integer for \( N \) from set \( \{2, N\} \) with a uniform probability (allowing repetitions). Then, for an arbitrary integer \( N \), we randomly select an integer \( K \) from set \( \{1, N-1\} \) to complete a chromosome structure \( C = \{N, K\} \). Then, we repeat this process \( V_p \) times and obtain the initial population of \( V_p \) chromosomes.

3) *Fitness evaluation:* In this stage, we can check the fitnesses of \( V_p \) chromosomes by the objective given in (17), (18) or (20). Then, for each \( C_i = \{N_i, K_i\}, i = 1, 2, \ldots, V_p \), we will have a measurement \( M_i \), which could be the diversity, data rate or combined utility. It is worth noting that if any of optimization constraints are violated by a chromosome, its measurement will be set to zero\(^{10}\). Then, we normalize the measurement \( M_i \) by

\[
m_i = \frac{M_i}{M_1 + M_2 + \cdots + M_{V_p}},
\]

which is defined as the *fitness* of the corresponding chromosome and equals the survival probability used for the survivor selection.

4) *Termination conditions:* After obtaining the fitnesses of all chromosomes in the present generation, we then examine the termination conditions. To simplify the optimization process, we can simply assume a fixed number of generations \( \mathcal{G} \), which is *sufficiently* large to reach an appropriate average fitness level. Then, if the current generation has not reached \( \mathcal{G} \) yet, we carry on the optimization process and increase the current generation \( G \) by one increment. Otherwise, we terminate the process and give the index of the optimized combination and finally have the optimized combination as

\[
\begin{align*}
\{i_{\text{opt}}\} = \arg \max_i \{m_i\} \\
\{C_{i_{\text{opt}}} = \{N_{i_{\text{opt}}}, K_{i_{\text{opt}}} \} \}
\end{align*}
\]

5) *Survivor selection:* As the fitness we defined above has been a normalized value ranging between 0 and 1, we can directly apply them to the standard roulette wheel selection process as the *survival probabilities* [46]. Then, we conduct the standard roulette wheel selection process \( V_p \) times\(^{11}\) to select \( V_p \) parental chromosomes prepared for mating to reproduce the next generation chromosomes.

6) *Crossover:* Crossover is an efficient approach to explore the search space. In terms of the parity of \( V_p \), we define two modes to perform crossover: 1) if \( V_p \) is even, the crossover

\(^{10}\)In the case where the measurements of all chromosomes are set to zero, the chromosome selection cannot be performed. To mitigate this problem, we stipulate that the measurements are equal to 1/\( V_p \) when the optimization constraints have been violated by all \( V_p \) chromosomes.

\(^{11}\)This is because in this paper we need to guarantee the same sample numbers of chromosomes in all generations. Although a shrinking/variable number of chromosomes in the next generation is also possible, we do not adopt this setting for simplicity.
process might be performed between two adjacent parental chromosomes with probability \( P_c \), as long as both offspring chromosomes do not violate the optimization constraints; 2) if \( V_p \) is odd, the crossover process might be performed between two adjacent parental chromosomes with probability \( P_c \), as long as both offspring chromosomes do not violate the optimization constraints, but the last single parental chromosome will remain the same without crossover. After performing the crossover process, we will have \( V_p \) offspring chromosomes.

7) Mutation: To avoid being trapped in a local optimum, we resort to mutation to provide a larger exploration of the search space. Considering the chromosome structure \( C = \{N, K\} \) in this optimization process, we design a joint mutation process here. In the joint mutation process, both \( N \) and \( K \) will be mutated together with probability \( P_m \) or remain the same with probability \( 1 - P_m \). Specifically, once mutation occurs, \( N \) in the chromosome \( C = \{N, K\} \) is mutated to \( \tilde{N} \), which is randomly chosen from the set \([2, \tilde{N}]\)\(\setminus\{N\}\). Then, \( K \) in the chromosome \( C = \{N, K\} \) is mutated to \( \tilde{K} \), which is randomly chosen from the set \([1, N - 1]\)\(\setminus\{K\}\). In this way, we can avoid violating the constraint between \( N \) and \( K \) after performing mutation, so that the convergence rate of GA will be improved.

By the detailed descriptions of all functional blocks, we have the pseudocode of the GA-based optimization in Algorithm 1. From Algorithm 1, it can be found that the computational complexity of the proposed optimization algorithm based on the GA is \( O(GV_p) \) regardless of the search space, while the computational complexity of the brute-force method is \( O(N^2) \) as the search space is given by (21), where \( O(\cdot) \) is the big O notation\(^\text{12}\).

### V. Error Performance Analysis

In this section, we analyze the error performance of OFDM-IM systems assuming the optimal values of \( N \) and \( K \) are attained via the GA described above. In this paper, we utilize average BLER to characterize the error performance. To calculate the average BLER, we first need to investigate the order statistics of the channel gain, as the channel ordering algorithm is involved in the reverse lexicographic ordering process. According to (7), we can write the PDF of the \( \xi \)th order statistic of the channel gain among \( N \) subcarriers as [47]

\[
\phi(\xi|e) = \frac{N!\left(F_{\phi}(e)\right)^{\xi-1}(1-F_{\phi}(e))^{N-\xi}f_{\phi}(e)}{\xi!(N-\xi)!},
\]

which can be used to average the conditional BLER after performing the codebook design over all channel states. For now, we temporarily neglect the codebook design process. We focus on the basic element of the average BLER, i.e. the conditional probability of the event that the original transmitted block

\(^\text{12}\)For two arbitrary functions \( f(x) \) and \( g(x) \), let \( x \rightarrow \lambda \) where \( \lambda \) can be either a real number, infinity or infinitesimal. It is defined that \( f(x) = O(g(x)) \), if \( \lim_{x \rightarrow \lambda} \{f(x)/g(x)\} \) is bounded.
TABLE III: Rearranging process from transmitted OFDM block to permuted OFDM block when \( N = 4 \) and \( K = 2 \).

<table>
<thead>
<tr>
<th>( x(c, b) )</th>
<th>ASV</th>
<th>( z(b) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([0, \chi_{m_2}, \chi_{m_3}, 0])</td>
<td>(v_1 = [0, 0, 1, 1])</td>
<td>([0, 0, \chi_{m_2}, \chi_{m_3}])</td>
</tr>
<tr>
<td>([0, \chi_{m_2}, 0, \chi_{m_4}])</td>
<td>(v_2 = [0, 1, 0, 1])</td>
<td>([0, \chi_{m_2}, 0, \chi_{m_4}])</td>
</tr>
<tr>
<td>([0, 0, \chi_{m_3}, \chi_{m_4}])</td>
<td>(v_3 = [0, 1, 1, 0])</td>
<td>([0, \chi_{m_3}, \chi_{m_4}, 0])</td>
</tr>
<tr>
<td>([\chi_{m_1}, \chi_{m_2}, 0, 0])</td>
<td>(v_4 = [1, 0, 0, 1])</td>
<td>([\chi_{m_1}, 0, 0, \chi_{m_2}])</td>
</tr>
</tbody>
</table>

\( x(c, b) \) is erroneously estimated to be \( \hat{x}(c, b) \), which can be expressed as [27]

\[
P_e(\hat{x}(c, b) \rightarrow x(c, b)|H) = Q\left( \sqrt{\frac{P_t}{KN_0}} \left\| H (\hat{x}(c, b) - x(c, b)) \right\|_F^2 \right) \]

\[
= Q\left( \sqrt{\frac{P_t}{KN_0}} \sum_{n=1}^{N} G(n)|\hat{m}_n - m_n|^2 \right),
\]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp(-u^2/2) du \) is the Gaussian tail function (a.k.a. the Q-function). Because of the difficulty of processing the Q-function, to provide an insightful expression of the final result, we adopt the approximation of the Q-function by the sum of two linear transformations of the exponential function [15]:

\[
Q(x) \approx \frac{1}{12} \exp\left(-\frac{x^2}{2}\right) + \frac{1}{4} \exp\left(-\frac{2x^2}{3}\right),
\]

which becomes increasingly accurate for a large \( x \). By such an approximation, we can approximate \( P_e(\hat{x}(c, b) \rightarrow x(c, b)|H) \) as follows.

\[
P_e(\hat{x}(c, b) \rightarrow x(c, b)|H) \approx \sum_{i=1}^{2} \mathcal{P}_i \prod_{n=1}^{N} \exp\left(-\frac{\eta_i P_t}{KN_0} G(n)|\hat{m}_n - m_n|^2\right),
\]

where \( \{\mathcal{P}_1, \mathcal{P}_2\} = \{\frac{1}{12}, \frac{1}{4}\} \) and \( \{\eta_1, \eta_2\} = \{\frac{1}{2}, \frac{3}{2}\} \).

To ease the analysis with codebook design, we need to rearrange \( x(c, b) \) by the orders of subcarriers instead of the indices. Then, we can obtain the permuted OFDM block\(^{13}\)

\[
z(b) = [z(m_1, 1), z(m_2, 2), \ldots, z(m_N, N)]^T \in \mathbb{C}^{N \times 1},
\]

according to the incoming bit stream \( b \), which will not change with the channel states. Specifically, \( z(b) \) is formed by replacing the ‘1’s of an ASV with the data symbols in the corresponding \( x(c, b) \) in sequence. We illustrate an example of this rearranging process in Table III, which follows the case shown in Table II. With the help of the concept of the permuted OFDM block, we can modify (27) to be (29) at the top of the next page.

We can remove the conditions on the channel state \( H \) in (29) and obtain \( P_e(\hat{x}(c, b) \rightarrow x(c, b)) \) by the calculation given in (30) at the top of the next page, where \( \Gamma(x) = \int_{0}^{x} u^{x-1} \exp(-u) du \) denotes the gamma function. After this, we can resort to the interchangeability between integral and summation operations to approximate the unconditional BLER by its union bound as follows:

\[
P_e(\hat{x}(c, b)) \leq \sum_{\hat{x}(c, b) \neq x(c, b)} P_e(\hat{x}(c, b) \rightarrow \hat{x}(c, b)).
\]

Finally, as all bits are equiprobable, all subcarrier activation patterns will be used with a uniform probability. As a consequence of this uniformity, we can average \( P_e(\hat{x}(c, b)) \) over all legitimate transmitted OFDM blocks and determine the average BLER to be

\[
P_e = \frac{1}{\mathbb{E}} \sum_{\hat{x}(c, b) \in \mathbb{X}} P_e(\hat{x}(c, b)),
\]

which is the most simplified and general form that we can achieve for the proposed OFDM-IM system applying lexicographic codebook design, since the different components of the summation operation depend on the distribution of the ordered subchannels.

Furthermore, according to the above derivations, we can also derive the average BER, which is a fundamental metric to measure the error performance by considering different coding schemes. The average BER can be determined in (33) at the top of the next page, where \( \delta(\hat{x}(c, b) \rightarrow x(c, b)) \) represents the number of bit errors for the pairwise error event, and is determined by the adopted coding scheme mapping \( B_M \) modulation bits to \( K \) data constellation points.

VI. NUMERICAL RESULTS

In this section, we first check the effectiveness of the solutions to the optimization problems provided by the GA compared to the optimal results provided by the brute-force method. Then, we verify the analysis of average BLER and BER given in Section V by numerical results provided by Monte Carlo simulations. Also, we provide a series of comparisons among the proposed OFDM-IM scheme assisted by the codebook design and relevant benchmarks, which illustrate the performance superiority of the proposed OFDM-IM scheme.

A. Verification of the Solutions to Optimization Problems by the GA

To verify the solutions to the formulated optimization problems by the GA, we need to check the results for all three optimization problems formulated in (17), (18) and (20) for different application scenarios. We set up the simulations by the parameters given as follows: \( \mathcal{G} = 500, \mathcal{N} = 100, M = 2 \), i.e. the binary PSK (BPSK) is adopted as the AM scheme, \( \mathcal{B} = 10 \) and \( \mathcal{d} = 2 \) as well as \( w_1 = w_2 = 0.5 \). In addition, to reflect the average performance of the proposed optimization methodology based on the GA and obtain smoother curves, we average the optimization process over a thousand trials. We also vary the three key simulation parameters for the GA, i.e. the size of population \( V_G \), crossover probability \( P_c \) and mutation probability \( P_m \), to reflect the effects of these parameters. The results regarding the diversity gain, data rate and utility with the number of generations are plotted in Fig.
\[ P_e(\hat{x}(c, b) \rightarrow \hat{x}(c, \hat{b})|H) \approx \sum_{i=1}^{2} \rho_i \prod_{\xi=1}^{N} \sum_{n} \left( -\frac{\eta_i P_b}{K N_0} G(\xi)(n_\xi)(\hat{d}_n - \hat{d}_n^2) \right). \] (29)

\[ P_e(\hat{x}(c, b) \rightarrow \hat{x}(c, \hat{b})) = \sum_{i=1}^{2} \rho_i \prod_{\xi=1}^{N} \int_{0}^{\infty} \exp \left( -\frac{\eta_i P_b}{K N_0} G(\xi)(n_\xi)(\hat{d}_n - \hat{d}_n^2) \right) \phi(\xi) G(\xi)(n_\xi) \frac{dG(\xi)(n_\xi)}{K N_0} \] (30)

\[ \bar{P}_b = \frac{1}{X_B} \sum_{c(b) \in X(c)} \left( \sum_{c(b) \neq \hat{x}(c, b)} P_e(\hat{x}(c, b) \rightarrow \hat{x}(c, \hat{b})) \delta(\hat{x}(c, b) \rightarrow \hat{x}(c, \hat{b})) \right) \] (33)

Fig. 6: Average diversity gain after performing the optimization based on the GA vs. the number of generations: (a) with different \( V_p \in \{10, 20, 50, 100\} \), given \( P_c = 0.7 \) and \( P_m = 0.02 \); (b) with different \( P_c \in \{0.2, 0.4, 0.7, 0.9\} \), given \( V_p = 50 \) and \( P_m = 0.02 \); (c) with different \( P_m \in \{0.005, 0.01, 0.02, 0.05\} \), given \( V_p = 50 \) and \( P_c = 0.7 \).

Fig. 7: Average data rate after performing the optimization based on the GA vs. the number of generations: (a) with different \( V_p \in \{10, 20, 50, 100\} \), given \( P_c = 0.7 \) and \( P_m = 0.02 \); (b) with different \( P_c \in \{0.2, 0.4, 0.7, 0.9\} \), given \( V_p = 50 \) and \( P_m = 0.02 \); (c) with different \( P_m \in \{0.005, 0.01, 0.02, 0.05\} \), given \( V_p = 50 \) and \( P_c = 0.7 \).
Fig. 8: Average utility after performing the optimization based on the GA vs. the number of generations: (a) with different $V_p \in \{10, 20, 50, 100\}$, given $P_c = 0.7$ and $P_m = 0.02$; (b) with different $P_c \in \{0.2, 0.4, 0.7, 0.9\}$, given $V_p = 50$ and $P_m = 0.02$; (c) with different $P_m \in \{0.005, 0.01, 0.02, 0.05\}$, given $V_p = 50$ and $P_c = 0.7$.

6. Fig. 7 and Fig. 8, respectively. Also, we take the optimal results produced by the brute-force method as comparison benchmarks.

From these three figures, we can observe that with any parameter set, the optimized results provided by the GA gradually approach the optimal solutions to all three formulated optimization problems with an increasing number of generations, which verifies the effectiveness of the optimization algorithm based on the GA proposed in this paper. In addition, the convergence rate is affected by the size of population $V_p$, crossover probability $P_c$ and mutation probability $P_m$. First, a larger $V_p$ will undoubtedly lead to a higher convergence rate and is thus able to find out the optimal solution within fewer generations. However, one should always keep in mind that a larger $V_p$ will on the other hand yield a higher complexity. Normally, a practical problem would require a population of several thousands of chromosomes [48]. Therefore, a performance-complexity trade-off emerges and should be taken into consideration when configuring $V_p$. One should note that although it is ensured that the results produced by the GA will approach the optimal with a sufficiently long operation time, we will never know whether a specific result is optimal or not, and even have no idea how far this result is from the optimal without comparison benchmarks generated by other optimization techniques [48]. This is an intrinsic problem always arising with the GA-based optimization processes. Second, for such a simple chromosome structure only containing two genes (i.e. $C = \{N, K\}$), if there exits an intrinsic restrictive relation between these two genes (i.e. $K \leq N - 1$), the conventional crossover processing might not be suitable anymore. Therefore, a higher $P_c$ could result in a poorer convergence rate. In addition, for optimization problems without constraints, i.e. (19), $P_c$ will have little impact on the convergence rate. Third, although mutation could efficiently explore the search space, one should always keep in mind that there is a trade-off between the exploration and exploitation [40]. Hence, the generated performance curves become more variable with a higher $P_m$, especially at the beginning.

Meanwhile, it is noteworthy that the results provided by the GA have been averaged over a thousand trials. As a result of this averaging process, optimized results are seemingly far from the optimal by 500 generations. However, for an individual trial, normally two extreme cases are expected. The optimizer either finds out the optimal solution quickly within several thousands of generations, or gets trapped to a poor solution (we can illustrate this phenomenon by the probability mass function (PMF) of the required generation to achieve the optimal solution for a variety of cases in Fig. 9). The difference is caused by different initial populations. In other words, if the initial population contains several chromosomes close to the optimum, the optimum will be found quickly. Otherwise, it will take a large number of generations to reach the optimal solution by crossover and mutation. This means that the approach to generate the initial population is crucial for finding out the optimal solution in an efficient manner, and therefore more effort should be devoted to the design of the initial population with domain knowledge. However, as an intuitive optimization approach proposed in this paper, we have not involved too many details for how to improve the GA itself and more research regarding these points are necessary before implementing the GA-based optimization in practice.

B. Verification of Average BLER Analysis

Without loss of generality, we normalize $\mu = 1$, $N_0 = 1$ as well as the bandwidth of each subcarrier and simulate the average BLER as a function of the ratio of transmit power to noise power $P_t/N_0$ for the proposed OFDM-IM system with BPSK ($M = 2$) and quadrature PSK (QPSK) ($M = 4$) in Fig. 10. The numerical results presented in this figure as well as other simulation figures in the sequel are averaged over more than $10^6$ trials. Channel gains regarding all $N$ subcarriers are exponentially i.i.d. with mean $\mu = 1$, which are produced by setting a sufficiently long length of channel impulse response. Here, we select $S$ subcarrier activation patterns out of $L$ total patterns by the lexicographic codebook design proposed in Section III. We also adopt different $N$ and $K$ to observe

\[14\text{Here, we apply the kernel density estimation (KDE) (a.k.a. the Parzen-Rosenblatt window method) to estimate the PMF [49].}\]
their effects on the error performance and verify the diversity mechanism detailed in Section IV-A. From this figure, first of all, our analysis presented in Section V has been verified, as analytical curves approach the numerical curves when $P_t/N_0$ becomes large. The difference between the analytical and numerical results is mainly caused by the approximation given in (27). In addition, by comparing the results presented in Fig. 10a and Fig. 10b, it is obvious that a larger $M$ will present poorer error performance, because it is more challenging to distinguish between two adjacent blocks. Furthermore, from this figure, it can be observed that the increase in $N$ will lead to an uncertain effect (could be either constructive or destructive) depending on the value of $K$. On one hand, when increasing $N$, the number of subcarrier activation patterns $L = \binom{N}{K}$ increases and more suitable patterns could be found accordingly, which will yield a constructive effect on the error performance. On the other hand, a larger $N$ will enlarge the search space for estimation at the receiver, which makes the system more error-prone. A similar dilemma can also be deduced for the change of $K$. Therefore, it would be unwise to assert whether it is good or bad to increase or decrease $N$ and $K$. Instead, both should be considered as a whole and chosen holistically as a combination to attain a proper performance level. Most importantly, the diversity mechanism detailed in Section IV-A can also be substantiated by the case $\{N, K\} = \{6, 2\}$ and a diversity gain of two is achieved, which aligns with the expectation.

C. Performance Comparisons

To verify the error performance superiority of the proposed OFDM-IM scheme with codebook design, we compare the average BLER of different OFDM schemes in this subsection by numerical simulations with the same simulation settings as in Section VI-B. We adopt the conventional OFDM-IM scheme without codebook design\textsuperscript{15} and the traditional OFDM scheme without IM as benchmarks and the numerical results are presented in Fig. 11. From this figure, first, we can observe that with the same number of subcarriers and APM order, both proposed and conventional OFDM-IM outperform the traditional OFDM scheme without IM in terms of average BLER. For the case $\{N, K\} = \{6, 3\}$, a coding gain can be observed for the proposed OFDM-IM by the codebook design compared to the conventional OFDM-IM, while an obvious diversity gain is obtainable for the case $\{N, K\} = \{6, 2\}$. Meanwhile, as the same lexicographic coding is used for all proposed cases, it is expected that such a coding gain also holds for the case $\{N, K\} = \{6, 2\}$ when diversity gain is produced. All these performance gains come from the acquisition and utilization of instantaneous CSI. These observations confirm the superiority of the proposed OFDM-IM over the two benchmarks in terms of error performance. Furthermore, one should note that the transmission rate of the proposed OFDM-IM scheme with codebook design is exactly the same as that of the conventional OFDM-IM scheme proposed in [15], which means that the better error performance of our proposed scheme is not attained at the expense of transmission rate.

In this subsection, we also take different subcarrier activation methods into consideration. In existing literature, there are mainly three subcarrier activation methods. Except for the OFDM-IM adopting fixed-number subcarrier activation method in this paper, we also employ the OFDM-IM schemes with the OOK subcarrier activation method and the dual-mode subcarrier activation method as comparison benchmarks [17], [23]. All other simulation configurations are the same as specified in Section VI-B. We present the comparisons of transmission rate and average BLER among the aforementioned schemes in Fig. 12 and Fig. 13, respectively. From Fig. 12, it is shown that when the APM order $M$ is relatively large, our proposed scheme can easily achieve the highest transmission rate by adjusting the number of active subcarriers $K$. In the meantime, as shown in Fig. 13, the adjustment of the number of active subcarriers $K$ will also have an impact on the superiority of average BLER. To maintain the superiority of average BLER at high SNR by harvesting an extra diversity gain, we have to abide by the rule summarized in (16).

D. Verification of Average BER with Different Coding Schemes

In this subsection, we mainly verify the effectiveness of (33) and compare the average BER when different coding schemes are in use. We adopt the same simulation configurations as for the verification of BLER specified in Section VI-B. Also, to facilitate the simulation in the sequel, we adopt two fundamental coding schemes for the proposed OFDM-IM system with QPSK, which are Gray code and binary code. The simulation results are presented in Fig. 14 for both coding schemes. By the results presented in this figure, we can verify the

\textsuperscript{15}In the conventional OFDM-IM scheme, the mapping relation between incoming bit streams and subcarrier activation patterns are given in an arbitrary manner without considering the CSI. We follow this configuration for the benchmark and more relevant details can be found in [15].
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Fig. 10: Average BLER vs. the ratio of transmit power to noise power $P_t/N_0$ with different $N$ and $K$: (a) BPSK; (b) QPSK.

Fig. 11: Comparison of average BLER among the proposed OFDM-IM scheme enhanced by codebook design, conventional OFDM-IM scheme and traditional OFDM scheme without IM.

The effectiveness of (33), as both numerical and analytical results converge at high SNR. The effects of the parameters $N$ and $K$ on the average BER share similar trends as on the average BLER, which are aligned with our expectation. Meanwhile, Gray code outperforms binary code, which is caused by its unique code design that only allows one bit (binary digit) to be different between two successive constellation points. As a result of this unique design, once a block error takes place, a smaller number of bit error events will concomitantly occur, which leads to a lower average BER under the same simulation setting. It can also be easily anticipated that such an error performance superiority brought by Gray code becomes significant with an increasing APM order $M$.

VII. CONCLUSION

In this paper, to enhance system performance, we proposed an OFDM-IM scheme with codebook optimization. The design process can be easily implemented by the lexicographic ordering principle. Also, it has been noticed that a diversity gain can be attained by such an optimization process. Subsequently, we investigated the diversity mechanism and formulated three diversity-rate optimization problems for the proposed OFDM-IM system in terms of the numbers of total subcarriers and active subcarriers $N$ and $K$. Also, we provided details of a GA-based approach to carry out the optimization. With optimal $N$ and $K$, we analyzed the average BLER and BER of OFDM-IM systems applying the codebook design and ML detection. Finally, all analyses were numerically verified by Monte Carlo simulations. In addition, we also provided a series of comparisons of the average BLER among the proposed OFDM-IM scheme with codebook design and a variety of benchmarks, which verifies the superiority of the proposed OFDM-IM in terms of error performance. Tailoring the conventional GA to fit the optimization scenarios of OFDM-IM systems would be worth investigating as future work, including the methods to initialize the first generation chromosomes and perform crossover as well as set up appropriate crossover and mutation probabilities. In addition, an in-depth investigation into coding gain yielded by this codebook optimization would be a worthwhile future research direction.
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Fig. 12: Transmission rate comparisons among OFDM-IM schemes with different subcarrier activation methods with $M = 2, 4, 8, 16$ (from left to right).
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Fig. 14: Average BER vs. the ratio of transmit power to noise power $P_t/N_0$ for Gray coded and binary coded QPSK OFDM-IM systems applying the lexicographic ordering principle.


