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Abstract—Massive multi-input multi-output (MIMO) is believed to be an effective technique for future terrestrial broadcasting systems. Reciprocity calibration is one of the major challenges for massive MIMO systems operating in Time-Division Duplexing (TDD) mode. A new closed-loop reciprocity calibration method is investigated in this paper which can support online calibration with a higher accuracy compared to the existing methods. In the first part of the proposed method, an optimized relative calibration is introduced using the same structure of traditional relative calibration but with less impaired hardware in the reference radio chain. In the second part, a test device (TD) based calibration is proposed which makes online calibration possible. An experiment setup is built for the measurement of the BS hardware impairments and TD based calibration implementation. Simulation results and the error vector magnitude (EVM) of UE received signal after calibration show that the performance of our proposed method is improved significantly compared to the existing relative calibration methods.
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1. INTRODUCTION

O

owadays, terrestrial broadcasting technologies are facing a challenge of the increasing data rate demand from the users. High data rate content such as HDTV (High Definition TV) and UHDTV (Ultra-High Definition TV) makes the limited wireless bandwidth even more urgent. Besides, the expectation for future digital terrestrial TV broadcasting systems is not only traditional rooftop receivers, but also mobile devices, which explodes the demand for mobile data traffic and drives the research of new digital terrestrial TV technologies [1]. MIMO is a key technology to increase the capacity and system reliability without any additional wireless bandwidth for terrestrial broadcasting systems [2]-[8]. In [2] and [3], the first TV broadcasting system using MIMO technology is introduced which is named DVB-NGH (Digital Video Broadcasting - Next Generation Handheld). Many other standardization forums such as ISDB (Integrated Services Digital Broadcasting), ATSC (Advanced Television Systems Committee), and DVB-T2 (Second Generation Terrestrial) are considering using MIMO technology. According to [2], MIMO can help increase the capacity up to 80% over SISO with DVB-NGH. However, it cannot meet the expectation for the future broadcasting systems.

Massive MIMO can make a huge increase on system capacity with a much larger number of antennas configured at the base station (BS) [9]. By utilizing spatial multiplexing, a massive MIMO base station can serve multiple users simultaneously through multi-user beamforming (see [10], [11] and references therein). In order to use multi-user beamforming, the BS needs to know the downlink channel state information. One of the conventional ways to get the downlink (DL) channel state information (CSI) is to feed it back from the terminals which is not practical for massive MIMO because the pilots for channel estimation will take too much time and frequency resources [12]. Thanks to channel reciprocity, the DL CSI can be acquired through uplink (UL) channel estimation in TDD mode [13]. However, because of the hardware impairments of the transceivers, the DL and UL channel are not always reciprocal [14][15], especially when the BS uses a direct conversion transceiver (DCT) and cheap components with aim of reducing hardware costs in massive MIMO systems. Despite the advantages of low-cost, simplicity and flexibility of DCT, some practical problems arise when implementing a direct-conversion transmitter because of the non-linearity of the radio frequency (RF) component, such as in-phase (I) and quadrature (Q) mismatches, clock jitter, power amplifier (PA) distortion and inter-modulation [16]-[22]. The reciprocity of the channel is broken severely by the impairments which makes reciprocity calibration one of the main challenges of massive MIMO systems’ implementation.

Several literatures have discussed reciprocity calibration of massive MIMO systems. A relative calibration method was first proposed and implemented in [15]. The hardware impairments are generally equivalent to the frequency response of the hardware. R. Rogalin et al. in [14] studied an over-the-air calibration protocol which can scale well with the network size for distributed massive MIMO. A least square (LS) problem was generated for reciprocity calibration which took the noise effect into account. In [23], a hardware based calibration setup, which can support online calibration, was studied. However, additional hardware-based circuitries are needed which will increase the cost of BS. All the above methods are all based on the "relatively accurate estimation", in which one of the antennas is used as a reference for calibration. Although this will not result in beam pattern distortion as mentioned in [15], it will degrade the performance (such as EVM) of the base station. A calibration method based on parameter estimation was carried out in [24] which can be performed without any aid of users or external devices. For each pair of transmit (TX) and receive (RX) hardware chain, a parameter was estimated as a function of analog transmit and receive frontends. However, the
calibration accuracy is limited because the impairments’ parameters of the TX and RX are not estimated separately.

In this work, we propose a closed-loop reciprocity calibration method which can increase the system EVM performance for massive MIMO systems. Zero forcing (ZF) is used as the precoding method. Our major contribution is reciprocity calibration method with higher calibration accuracy compared to the existing methods. Meanwhile, it has the ability to support online calibration without any additional hardware circuit in the BS. The calibration method includes two parts. In the first part, offline-over-cable calibration is performed. The calibration algorithm in this step is the same as the traditional relative calibration but the reference TX/RX hardware chain is specified to be high accuracy. In the second part, a test device (TD) based over-the-air calibration is introduced to support online calibration and also improve the calibration accuracy compared to the existing calibration methods. Furthermore, with our proposed calibration, the BS does not need any additional hardware circuit which can reduce the cost of the BS compared to that in [23] and [24]. Some other references about over-the-air calibration for the antenna system can be found in [25]-[27]. The impact of DCT hardware impairments on massive MIMO systems is firstly analyzed, in particular DC offset and frequency-dependent (FD) I/Q imbalance. Then based on the analysis of hardware impairments, the signal model and system structure of the proposed reciprocity calibration is studied. Finally, a MIMO experiment system is built for measurement of the hardware impairments as well as the implementation of the proposed calibration method.

The rest of the paper is organized as follows. Firstly, the analysis and modeling of hardware impairments are presented in Section II. Secondly, in Section III, the system structure of our reciprocity calibration method is presented including the offline-over-cable calibration and over-the-air online calibration. We then describe the experiment setup, measurements and simulation results in Section IV. Finally, conclusions are made in Section V.

II. HARDWARE IMPAIRMENTS MODEL

In this section, the hardware impairments of a single antenna DCT system is modeled first as shown in Fig. 1, which shows the RF band imbalance model directly [19] although there exists some models based on the equivalent baseband imbalance [28]-[30]. The massive MIMO system model with hardware imbalance is studied next.

A. Single antenna DCT impairments model

In ideal DCT system, the RF signal can be modeled as:

\[
y(t) = \mathcal{R}\{x(t)e^{j2\pi f_it}\} = x(t)e^{j2\pi f_it} + x^*(t)e^{-j2\pi f_it},
\]

where \(x(t)\) stands for the complex baseband signal which is modulated by quadrature modulator and \(x(t) = x_i(t) + j \cdot x_q(t)\). According to (1), the ideal desired baseband signal is shifted to RF frequency band \(f_c\) and \(-f_c\) which is its mirror and there is no overlap between these two frequencies. However, due to the hardware impairments of real components, problematic overlapping exists. Generally, as shown in Fig. 1, the DCT impairments include the following factors:

1. The amplitude and phase difference between the LO branches: \(g\) and \(\theta\).
2. The DC offset of I and Q branch.
3. The baseband gain and phase difference between I and Q branch.
4. The mixer conversion gain and amplifier gain difference between I and Q branch.

Factors 1 and 2 are generally frequency-independent while factors 3 and 4 are frequency-dependent effects.

Appendently, by shifting the baseband frequency response to RF, the baseband impairments can be modeled in RF band. The frequency response of the equivalent RF model of FD impairments can be modeled by \(h_i(t)\) and \(h_q(t)\).

Therefore, the impaired RF signal can be written as:

\[
y_{RF}(t) = (x_i(t) + D_i) \cdot g \cdot \cos(2\pi f_c + \theta) \cdot h_i(t) + (x_q(t) + D_q) \cdot \cos(2\pi f_c + \pi/2) \cdot h_q(t)
\]

\[
= x(t)e^{j2\pi f_it} \cdot g_i(t) + x^*(t)e^{-j2\pi f_it} \cdot g^*_i(t),
\]

\[
+ x'(t)e^{-j2\pi f_it} \cdot g_i(t) + x(t)e^{j2\pi f_it} \cdot g^*_i(t),
\]

\[
+ D(t)
\]

where

\[
g_i(t) = \frac{g \cdot e^{\theta} h_i(t) + h_q(t)}{2}
\]

\[
g^*_i(t) = \frac{g \cdot e^{\theta} h_i(t) - h_q(t)}{2}
\]

and \(D(t)\) is caused by DC offset. In (2), “\(\ast\)” stands for convolution and ‘(\(\cdot\)’ represnts conjugation.

Equation (2) shows that the ideal term \(x(t)e^{j2\pi f_it} + x^*(t)e^{-j2\pi f_it}\) is distorted by \(g_i(t)\) and \(D(t)\). \(D(t)\) can be easily cancelled by DC offset calibration [37]. Besides, the desired signal is also impaired by \(x'(t)e^{-j2\pi f_it} \cdot g_i(t)\) and \(x(t)e^{j2\pi f_it} \cdot g^*_i(t)\) which can be viewed as a result of the image signal distorted by \(g^*_i(t)\). The frequency dependent \(g_i(t)\) results in the common gain of I and Q branch, while \(g^*_i(t)\) gives rise to I/Q imbalance of the system.

Fig. 1. hardware imbalance model
Let $H_i(f)$ and $H_0(f)$ be the baseband equivalent of the frequency response of RF imbalanced filter, thus the baseband equivalent model after DC offset calibration can be given as [25]:

$$Y_{RF}(f) = X(f)G_i(f) + X^*(-f)G_0(f)$$

(3)

where

$$G_i(f) = g \cdot e^{j\theta_i} H_i(f) + H_0(f)$$

$$G_0(f) = g \cdot e^{j\theta_0} H_i(f) - H_0(f)$$

According to (3), the RF signal is distorted both in amplitude and phase. For simplicity, let

$$Y_{RF}(f) = M(f) \cdot Y(f) = \left|M(f)\right| \cdot e^{j\phi_0(f)} \cdot Y(f)$$

(4)

where $M(f)$ stands for the transceiver hardware impairments which is frequency-dependent with amplitude of $|M(f)|$ and phase of $\phi_0(f)$. In particular, $M(f) = T(f)$ or $M(f) = R(f)$ where $T(f)$ and $R(f)$ stand for the transmitter impairments and receiver impairments respectively. The demodulation model as shown in Fig. 2 shows the conventional I/Q-demodulation-based model from which how the impairments impact the received signal can be seen. In massive MIMO systems with separate local oscillators (LO), each RF chain is independent, so the impairments are independent as well. Here, we only analyze one of the RF chains. In next subsection, the impact of hardware impairments on massive MIMO system will be studied.

B. massive MIMO impairments model

The massive MIMO system is configured with $N$ antennas in the base station and $K$ user terminals with a single antenna. Through multiuser beamforming, the BS can serve all the terminals simultaneously which helps to achieve high throughput. The downlink baseband OFDM signal model of the $i$th subcarrier is given by

$$Y_i = H_{d,i} X_i + N_i$$

(5)

where $H_{d,i}$ is the frequency of the $i$th subcarrier is given by

$$H_{d,i} = \text{diag}(f_{i,1}, \ldots, f_{i,N})$$

and phase of $\phi_i$, channel estimation is performed by

$$\tilde{H}_i = R_i \cdot H_{d,i}$$

(6)

where $R_i = \text{diag}(r_{i,1}, \ldots, r_{i,N})$ and $H_{d,i}$ is the ZF precoding matrix, the propagation channel state information is represented by $\tilde{H}_i \in \mathbb{C}^{K \times N}$;

$N_i$ represents the Gaussian noise vector and $X_i$ is a $N \times 1$ vector of DL precoded symbols at subcarrier $i$. For DCT transceivers, $\tilde{H}_i$ can be represented by $T(f_i)$ as described in Section II. A, where $f_i$ is the frequency of $i$th subcarrier.

After precoding, it can be written as [31]

$$Y_i = H_{d,i} X_i + N_i$$

(7)

where $X_i$ is a $K \times 1$ vector of DL pilot symbols of the $i$th subcarrier; $H_{d,i} = R_i \cdot B_i \cdot T_{d,i}$ denotes the UL CSI with $T_{d,i} = \text{diag}(t_{d,1}, \ldots, t_{d,N})$ and $R_i = \text{diag}(r_{i,1}, \ldots, r_{i,N})$ containing the terminals’ transmitter impairments and the BS’s receiver impairments respectively; “($\cdot)^H$” means transpose; $N_i$ stands for the UL Gaussian noise vector. $R_{d,i}$ can be represented by $R(f_i)$.

Note that the objective of this paper is to calibrate the non-reciprocity of the BS’s UL and DL RF chain. Therefore, only the BS’s hardware impairments is considered in our system model so the terminals are assumed to be ideal and they can be treated as perfect transceivers with $R_{d,i} = I$ and $T_{d,i} = I$. Utilizing some simple algebra, (5) can be rewritten as

$$Y_i = H_{d,i} H_{u,i}^H Y_i + N_i$$

(8)

As shown in (8), it can be easily seen that the symbols received by the terminals are distorted by $T_{d,i}$ and $R_{d,i}$. The system performance is degraded by the hardware impairments.
III. PROPOSED CALIBRATION METHOD

In this section, we present a closed-loop reciprocity calibration method which can support both high accuracy offline and online calibration. The proposed method includes two parts. The first part is based on traditional relative calibration in which a reference antenna is used to receive and transmit pilots over cable. We call it optimized relative calibration. In the second part, an innovative test device based online calibration method is studied which can support online calibration and it is named TD based calibration.

A. Optimized relative calibration

In relative calibration, one of the base station antennas is used as a reference antenna. The pilots designed for impairments measurement are transmitted between the other antennas and the reference antenna. The impairments measurement is performed by channel estimation utilizing the known pilots sent out and the received signal by the BS antennas. The channel estimation results from the reference antenna and the other antennas can be written as:

\[ \hat{H}_{i,j} = \frac{1}{n_i x_j} R_{i,j} \]

where BS antenna 1 is set to be the reference antenna and the other antenna \( j \) is between 2 and \( N \). Meanwhile, the reverse procedure is carried out and the channel estimates can be given as:

\[ \hat{H}_{j,i} = \frac{1}{n_j x_i} R_{j,i} \]

In particular, the calibration procedure is as follows:

1. Sequentially transmit pilots to and from each base station antenna and reference antenna.
2. Perform channel estimation for the received signal of each transmission.
3. Calculate the calibration coefficients.

After reciprocity calibration, the calibration coefficients are calculated:

\[ C_{r,i} = \hat{H}_{i,j} \hat{H}_{j,i} \]

Using pre-precoding calibration in [11], the UL channel estimation results used for precoding will be:

\[ \hat{H}_{U,i} = C_{r,i} R_{U,j} \]

By combining (8) and (12), the signal received by the UEs can be rewritten as:

\[ Y' = B x (\hat{H}_{U,j}^H)^{-1} D + N \]

where \( a_{t,r} \) and \( a_{r,t} \) stand for the transmitter and receiver impairments of the reference antenna respectively.

B. TD based calibration

Although the BS system is calibrated before release, the accuracy of electronic components naturally drifts over time and it is necessary to calibrate the BS hardware at regular intervals to maintain the intended level of accuracy. By taking advantage of less expensive maintenance of the BS, it is very important that the system can be calibrated online rather than shut down the BS and calibrate it offline.

The TD based calibration that we propose is shown in Fig. 4 which utilizes both UL and DL channel estimation as a closed-loop method. This calibration procedure includes four steps. Firstly, the UL channel estimation is performed by sending pilots from the TD. Secondly, the BS gives response to the TD and sends pilots back to the TD. Thirdly, the TD transmits the DL channel estimation results back to the BS. Finally, the calibration coefficient is calculated according to the DL and UL channel estimation results.

We understand that the BS may not transmit pilots to the UEs during normal working mode in this scenario. Assume that in this case, the BS can switch to a so-called calibration mode that can give response to the TD pilots and send pilots back to TD which makes online calibration possible. As the BS only sends pilots to the TD in calibration mode, the time-frequency resource will not be a problem to orthogonalize the pilots of each antenna element. In order to
feed the DL channel estimation results back to BS, the BS can be typically connected to the wired Internet [14], [32]. After DL and UL channel estimation, the calibration coefficient can be calculated as

\[
C_{DL,i} = \frac{H_{DL,i} H_{UL,i}^\dagger}{r_{DL,i} R_{a,i}^{-1}},
\]

(15)

where \( H_{DL,i} \) and \( H_{UL,i} \) are the DL and UL channel matrix between the BS and TD at subcarrier \( i \) respectively; \( r_{DL,i} \) and \( r_{UL,i} \) are the transmitter and receiver impairments of TD which can be very small if the TD is built with accurate components and sufficiently calibrated in advance. Hence, the impairments of TD are assumed to be approximate to 0 with remaining calibration error \( a_r \) and \( a_k \) respectively. Using pre-precoding calibration in [11], the UL channel estimation results used for precoding will be

\[
\bar{H}_{UL,i} = C_{DL,i} B R_{a,i},
\]

(16)

Combining (8) and (16), the signal received by the UEs can be rewritten as:

\[
Y_i = B T_{a_i} (\bar{H}_{UL,i})^\dagger (\bar{H}_{UL,i} H_{UL,i})^{-1} D_i + N_i
\]

\[
= \frac{r_{DL,i}}{r_{UL,i}} D + N_i
\]

\[
= D + \frac{a_r - a_k}{1 + a_k} D_i + N_i
\]

(17)

which means that the impairments caused by the transceivers of the BS is calibrated with residual error of \((a_r - a_k)/(1 + a_k)\). In order to maintain the accuracy of calibration as much as possible, the TD is designed to exhibit low hardware impairments and the moving average algorithm can be used for the channel estimates, which can help to reduce the impact of noise. Moreover, some appropriately accurate channel estimation method can be introduced as well [34].

IV. SIMULATION AND MEASUREMENT RESULTS

In this section, the performance of the proposed calibration method is evaluated via MATLAB simulation in which the hardware impairments of BS are modeled by the experimental measurement results. The experiment is divided into two steps. In the first step, a well calibrated TD is used to measure the hardware impairments of the base station and calculate the reciprocity calibration coefficients. Based on the measurement data, the MATLAB simulation for reciprocity calibration is performed. In the second step, the proposed reciprocity calibration method is implemented and the EVM performance is analyzed by processing the received data at UEs side in MATLAB. The configuration of this experiment consists of 8 antennas at BS and 2 single antenna terminals, which cannot be considered as massive MIMO. Therefore, a computer simulation for our proposed method for massive MIMO systems is introduced as well.

A. Experiment setup

This experiment is based on a Linux Server communicating with each National Instrument (NI) Universal Software Radio Peripheral (USRP) (DCT) via Internet and the system is controlled to work in TDD mode. We utilize C language to communicate with USRP driver and Python to do some system control, data capture control and graphic user interface etc. As the USRPs are physically separated, time and frequency synchronization need to be carefully designed. All the RF chains are synchronized by sharing a 10MHz reference signal and a pulse-per-second (PPS) signal from a signal generator between each BS USRP [33].

The experiment in the first step is carried out as shown in Fig. 5(a). The BS is made of four USRP X310 as an 8 antenna transceiver system. An 8 antennas’ uniform linear antenna array is allocated as the BS antennas. Each antenna element is omnidirectional and is separated by a half wavelength. The USRP can support 2x2 MIMO and is configured to work at 2.6GHz and the bandwidth of USRP is set to be 20MHz. A well calibrated USRP, which has lower DC offset and IQ imbalance compared to the USRPs not well calibrated, is used as TD for the BS hardware impairments measurement. In order to ensure high SNR, the TD is placed within 4 meters distance of the BS in line of sight.

In the second step, the reciprocity calibration is implemented and some modulated data after precoding is sent to the UEs via downlink. A USRP with two different single antennas is used as two UEs as shown in Fig. 5(b). These two UE antennas are separated by several wavelengths to ensure independence. Precoding at the BS is based on uplink channel estimation results and the original modulated data generated offline. The working procedure in this step is shown as below:

1. UEs send pilots to the BS via uplink.
2. Channel estimation is performed at BS based on the received signal.
3. Calibrate the uplink channel estimates using the reciprocity calibration coefficients in the first step.
4. Precode the modulated data with calibrated uplink channel estimates.
5. BS sends out precoded data.
6. UEs capture data and evaluate the system performance.

The system performance is evaluated via MATLAB by comparing the captured data with the original data bits. In order to reduce the effect of carrier frequency offset (CFO) and sampling frequency offset (SFO), some pilots are inserted into the modulated data. The frame structure and pilots design in this experiment are introduced next.

B. Pilot design

Channel estimation is used for hardware impairments’ measurement and uplink CSI training in the data transmission step. In this experiment, the pilots’ design for channel estimation is different with that for CFO/SFO cancellation.

Firstly, an OFDM frame consists of a preamble and pilot data as shown in Fig. 6(a), which is generated offline. The USRP starts to transmit the OFDM frame repeatedly. The pilot
USRP4 stands for the standard deviation of the DL and normalized magnitude in P dB and . Furthermore, the EVM of the received signal is smaller and shown in Fig. 6(a). The downlink data frame contains reciprocity calibration frame for channel estimation, which is paper. So the uplink frame structure is the same as the because only downlink performance is considered in this method.

Cancellation in order to reduce the impact on the performance pilots in the modulated data for CFO/SFO estimation and precoding. In each symbol, one OFDM-based systems [35], we inserted some block-type pilots in the modulated data for CFO/SFO estimation and cancellation in order to reduce the noise effect. After this experiment, the channels between the BS and TD is i.i.d. complex variables with uniformly distributed phase over \([-\phi, \phi]\) and normalized magnitude in \([1-\sigma, 1+\sigma]\) respectively where \(\sigma\) stands for the standard deviation of the squared-magnitude [14] and is measured decibels. Different levels of TD impairments as well as different SNR are considered in the simulation.

In the first step of our measurement, the DCT hardware impairments is measured via channel estimation as shown in Fig. 8 and Fig. 9. We can see that the DL and UL are not reciprocal and the amplitude of each channel are different. Moreover, the amplitude of impairments is frequency-dependent. The impairments we measured includes the fading of the channel over air and is not equalized.

According to the BS hardware impairments we measured, an 8x2 MIMO simulation is performed. The propagation channels between the UEs and the BS are configured to be Rayleigh fading. The frequency response of the TD are modeled as i.i.d. complex variables for CFO/SFO estimation and cancellation in order to reduce the impact on the performance of the proposed calibration method.

In the uplink, the UEs only send pilots up to the BS because only downlink performance is considered in this paper. So the uplink frame structure is the same as the reciprocity calibration frame for channel estimation, which is shown in Fig. 6(a). The downlink data frame contains preamble and precoded data as shown in Fig. 6(b). Some pilots are inserted into the data symbols. In order to estimate CFO and SFO, these pilots are precoded using the same precoding matrix as the data. Although inserting pilots into data symbols will cause data rate loss, it will not affect the system EVM performance. The preamble is used for time synchronization and the amplitude of preamble is normalized to 1 as well as the precoded data and the pilots.

C. Measurement results

In the first step of our measurement, the DCT hardware impairments is measured via channel estimation as shown in Fig. 8 and Fig. 9. We can see that the DL and UL are not reciprocal and the amplitude of each channel are different. Moreover, the amplitude of impairments is frequency-dependent. The impairments we measured includes the fading of the channel over air and is not equalized.

As shown in Fig. 7, the performance of proposed method is better than that of the hardware based relative calibration method in [23] and the method in [24]. When the impairments of the TD is considered, the EVM of proposed method is larger than the reference, which is with ideal hardware, but still smaller than the existing methods when \(\sigma < -20\) dB and \(\phi < 2^\circ\). Furthermore, the EVM of the received signal is smaller when the residual impairments are smaller. The method in [23] can support online calibration but it is based on relative calibration therefore with less calibration accuracy.
In the second step, the reciprocity calibration is implemented in an 8x2 MIMO system as mentioned in subsection A. The OFDM data symbols are modulated as 16-QAM (quadrature amplitude modulation). Equalization and CFO/SFO cancellation are introduced according to the pilots we insert into the data symbols. The received signal constellation of UE1 with different calibration method is shown in Fig. 10(a) and Fig. 10(b) below. The Root-Mean-Square (RMS) EVM of the former method is 16.34% and the latter is 5.76%, which means the performance of our proposed calibration method is improved significantly with EVM improvement of around 10.6% compared to calibration in [23] in this case.

Another simulation is introduced as shown in Fig. 11. Different BS antenna numbers are considered. The received signal SNR is set to be 20dB. The BS antennas are impaired by $\sigma = -14$ dB and $\phi = 10^\circ$. We can see that our proposed method is robust to different massive MIMO configurations and the impact of BS hardware impairments cannot be cancelled out by scaling law [36] from reciprocity calibration point of view. The system performance depends on the residual impairments of the TD. When the impairments of the TD is very small, such as $\sigma < -26$ dB and $\phi < 1^\circ$, the performance of our proposed method is similar and very close to the case that all the BS antennas are ideal but is much smaller than the relative calibration in [23]. When $\sigma = -20$ dB and $\phi = 2^\circ$, the EVM performance of the proposed method is similar to that in [24].
via the Internet, the calibration coefficient is calculated. In this scenario, the BS can respond to the TD and switch to calibration mode, which makes online calibration possible. The reciprocity calibration is performed by multiplying the calibration coefficient with UL channel estimation results between the BS and UEs.

A lab measurement setup is built for BS hardware impairments’ measurement and the implementation of TD based calibration. Based on the impairments’ measurements, a simulation of different SNR for 8x2 MIMO system is based calibration. Based on the impairments’ measurement, a [1].

EVM of received signal confirms the validity of our proposed [9].
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