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Abstract

The Smart X-ray Optics project is a UK based consortium of eight institutions investigating active/adaptive X-ray optics for both large and small scale applications. The consortium is funded by a basic technology grant from the Engineering and Physical Sciences Research Council (EPSRC).

The large scale application is aimed towards future high angular resolution, large X-ray telescopes for X-ray astronomy. The first prototype mirror incorporates piezoelectric devices to a standard X-ray shell to enable the surface to be actively deformed. The aim is to achieve an angular resolution better than that currently available (e.g. Chandra 0.5”). The initial design is based on a thin nickel ellipsoid segment on the back of which a series of thirty, curved piezoelectric actuators have been bonded.

The small scale application is aimed at providing an X-ray focusing device, capable of producing a focused spot of $\sim 10\mu m$, the same size as an average biological cell for cancer research and studies. Current small scale devices, zone plates, are limited by their focal length and aperture, and cannot be used at energies greater than 1keV. In order to increase the workable X-ray energies, whilst still providing small spot sizes over short distances, a new optic was designed. Micro Optical Arrays are based on polycapillary or Micro Channel Plate optics (MCPs) and consist of a series of parallel channels, etched into silicon wafers. By the attachment of piezoelectric devices, a device with a variable focal length can be created.

The work presented within this thesis describes the design, metrology, modelling and X-ray testing of the first large adaptive X-ray optic and the theory, modelling and X-ray testing of the small scale optic. Summaries, conclusions and future work are also outlined.
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1.2 A normal incidence adaptive optical mirror. A high quality optical mirror has had multiple piezoelectric devices attached to the reverse side. a) The mirror with the hexagonal piezoelectric devices attached to the back and b) the reflective side of the mirror. The gold leads are the electrodes which control the actuators[1]. .................. 3
1.3 An example of a synchrotron mirror which consists of a silicon mirror, ground to form, with a series of piezoelectric devices attached on the back. The surface of the silicon is finished with an X-ray reflective coating. Using the piezoelectric devices, the mirror is bent into a very precise elliptical shape which can focus the X-ray beam to a nanometre scale. ................................................................. 4
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1.7 A PZT plate with associated axes and poling direction. ................... 7
1.8 The change in reflectivity of a nickel substrate with a $30\mu m$ gold layer on the surface, as a function of energy and surface roughness at various grazing angles. These graphs were calculated using the Centre for X-ray Optics website[2]. ........................................... 11
2.1 a) A Kirkpatrick-Baez telescope and b) a grid of K-B plates[3]. ......... 18
2.2 Different forms of Wolter telescopes a) type 1, b) type 2 and c) type 3[4]. ................................................................. 19
2.3 The XMM-Newton satellite during the solar array deployment test at ESTEC, Netherlands[5]. .................................................. 20
2.4 An artist’s impression of the Chandra X-ray Observatory in operation[6] 21
2.5 a) An image created by combining optical data and X-ray data from Chandra of NGC4258[7] and b) an image of NGC4258 taken by XMM-Newton[8]. The detail is much less than that seen in a). ............... 22
2.6 The XMM-Newton telescope modules. It consists of three mirror modules with each module containing fifty eight nested Wolter 1 mirrors. The mirrors are gold coated, electroformed nickel with varying radii and thickness. a) A single mirror module[9] and b) the three mirror modules being installed[10].

2.7 The four nested glass mirrors of NASA’s Chandra X-ray observatory. These were produced by grinding large pieces of zerodur ceramic to the precise form and then coating the inside with an X-ray reflective coating, iridium. The zerodur ceramic used for the mirrors is so thick that the number of nested shells is restricted[11].

2.8 The glass slumping technique utilized by GSFC, USA. a) A sheet of 0.4mm thick commercially produced glass is thermally slumped over a quartz mandrel. b) An engineering model of NuSTAR where cylindrical glass slumped mirrors are mounted to approximate parabolic and hyperbolic segments to create a Wolter 1 telescope. c) Two completed glass segments after slumping and trimming. These mirrors have been coated with gold but in the case of NuSTAR, the mirrors are coated in iridium. Images provided by GSFC.

2.9 a) Glass slumping at GSFC for the NuSTAR mission. b) An artist’s impression of the NuSTAR extendable deployment mast and optics[12].

2.10 Construction of silicon pore optics. A sheet of silicon is etched or cut to create channels. The reverse side of the sheet is then coated in either gold, iridium or a multi-layered coating. Multiple sheets are then stacked and compressed to cold weld them together which creates silicon pore optics with a large collecting area. The silicon channels are coated in a layer of SiO$_2$ which is etched to taper the sheets to approximate a Wolter 1 geometry, thus creating an effective X-ray optic.

2.11 An ellipse with two foci $f_1$ and $f_2$. A ray produced at $f_1$, and reflected off the inside surface of the ellipse, will be focused at $f_2$.

2.12 An ellipse with centre $C$ and focus $F$.

2.13 The production of the mandrel for electroforming the optic. The mandrel was designed to have wasters which can be removed to improve the consistency of the thickness of the nickel and to prevent rounding of the edges due to grinding and polishing. a) The mandrel’s schematic before manufacture which was cut from a block of aluminium and coated in a 100µm layer of kanigen and then ground to form by hand. b) The mandrel after it had been milled to the rough shape required. c) The mandrel after polishing and d) the mandrel after the 30nm gold layer has been deposited, shown with the wasters detached. Images provided by UCL.
2.14 The production technique of the LAXRO by electroforming. a) The mandrel was prepared before the electroforming by placing non conducting tape between the gaps of the wasters and main body of the mandrel to enable the removal of these areas after electroforming. Tape is also placed around the outside of the mandrel to prevent electroplating in these regions. b) The in-house electroforming tank at UCL, approximately 0.6 m x 0.6 m x 1 m tall. c) The optic and mandrel once they had been removed from the tank after the electroforming process had been completed. d) The optic once it had been removed from the mandrel. e) The areas which were plated over the wasters can easily be removed. It is clear that this area is thicker and contains a lot of air bubbles. Images provided by UCL.

2.15 One of the pre-prototype replicated segments. a) The segment after replication shown with the wasted section which was removed after electroforming. b) The pre-prototypes reflecting surface shown with some damage from cleaning. c) The pre-prototype front and back with a few piezoelectric devices attached. d) The pre-prototype sitting on the aluminium frame showing the difference in size between the pre-prototype and the first elliptical prototype optic. Images provided by UCL.

2.16 The reverse side of the large scale adaptive optic after the actuators had been attached. a) The thirty piezoelectric actuators have been numbered in sequence. The number is shown along with the thickness of each actuator which ranges between 165 $\mu$m and 265 $\mu$m. The thickness is not known for all of the actuators and some required re-sputtering, where the gold coating is reapplied to the outer surface. The top three rows were actually piezoelectric actuators produced for the cylindrical pre-prototype optics, but have a very similar radius of curvature to one end of the elliptical prototype mirror and so could be used over a small section of the optic. b) The attached piezoelectric actuators have been harnessed where all the electrodes for the piezoelectric devices have been soldered and wired up to the 32-pin connector which was connected to the actuator control system. Images provided by UCL.

2.17 The piezoelectric devices for the first elliptical prototype were 32 mm x 29 mm and are $\sim$200 $\mu$m thick. They were coated in gold to create a conducting surface. The piezoelectric actuator is shown with the two electrodes attached, one is the ground wire whilst the other provides the voltage for the movement. The ground wire is accessed by removing a small amount of the top layer in one corner.

2.18 a) and b) show curved piezoelectric actuators. c) The piezoelectric devices have been curved over a former with the correct radius of curvature. By using pre-curved piezoelectric devices, it was hoped that print-through and stress on the optic could be reduced. Normally a conductive glue is required to access the bonded electrode, however these piezoelectric actuators have access to the electrode as a small section of the top surface is removed. Low shrinkage glue was also used to prevent print-through. Images provided by UoB.
2.19 A cross section taken through one of the pre-prototype mirrors showing the optic thickness, glue layer and the actuator. Within the glue layer, several 80µm diameter glass beads are visible which were used as spacers to control the glue thickness. This image was taken using an SEM at UoB.

2.20 a) The schematic of the frame and b) the completed aluminium frame for the optic support during the tests. The optic rested along its axial edges as this was shown to produce the least amount of axial distortion on the optic. The edges of the support structure were coated with vacuum compatible foam produced by Upilex®[13], as this provided the support required, whilst still allowing the piezoelectric devices to operate without restriction. Images provided by UCL.

2.21 a) The optic support structure developed by UCL. Space foam is placed along the axial edges of the support to allow support but also allow full movement as the piezoelectric devices are actuated. b) All three sections of the support structure assembled together with the optic and attached to the flange. c) The full structure within the TTF above the flange. Images provided by MSSL.

2.22 The finished support structure. a) The lower section of the mount with the three height adjustable support legs. These were attached to the flange and raised the rest of the structure off the edges of the pipe. The flange provided the connection between the micrometers, the piezoelectric devices and the computer control. b) The flange section attached to the micrometre section with the plastic skis which supported the optic whilst it was passed down the facility. c) The entire mounting with the soft mount attached. Images provided by MSSL.

2.23 The Wyko data of the cylindrical stainless steel mandrel provided by UCL. Over this small region, the surface was found to have an RMS surface roughness of ~4nm. This was replicated on to the optics surface, giving a surface roughness of ~6nm to 8nm.

2.24 The Wyko data of the elliptical kanigen mandrel provided by UCL. Over this small region, the surface was found to have an RMS surface roughness of ~2nm. This was replicated on to the optics surface and gave a surface roughness of ~4nm to 6nm. This was an improvement on the cylindrical mandrel, and deemed sufficient for the first series of tests.

2.25 Operation of a Long Trace Profiler (LTP). A Laser beam is split into two pairs of collinear beams. One of the pairs is directed through the reference arm and reflected back by the reference surface, whilst the second pair are directed towards the test surface and reflected back into the optical head. Once the beams have been reflected, they are focused onto a linear array detector by a Fourier Transform lens, creating two sets of interference fringes. The separation of the minima gives a direct measure of the slope error on the mirror[14].
2.26 a) and b) operation of a Long Trace Profiler with the addition of a Dove prism. The Dove prism removes the mechanical errors introduced by the static sag of the translation stage due to gravity and the dynamic sag due to the optical head moving along the translation stage[14]. The LTP at STFC Daresbury utilises a Pentaprism for the same purpose.

2.27 The mirror with the thirty piezoelectric devices attached to the reverse, being scanned by the LTP. The optic was set up on the aluminium frame, designed for the X-ray tests, on top of the granite table. The height and stability of the granite table is controlled precisely so that no vibrations of the granite are picked up by the LTP. The laser is on a computer controlled translation stage which also calculates the slope of the optic’s surface. The whole arrangement is contained within a sealed chamber which prevents any distortions caused by air currents or temperature variations.

2.28 The measurements taken of the profile of the elliptical mandrel using the LTP at STFC Daresbury Laboratory. The top graph shows the expected theoretical form is shown in black and the sixteen axial strips taken with the LTP are shown in varying colours. The lower graph shows the difference between the theoretical profile and the axial strips. The strips were 290mm in length and separated by 6.25mm. The data for the extra 10mm of the mandrel was extrapolated using a least squares fit of the last few points of real data. The error in the 1.75mm data set is a calculation error and was not a real feature on the mandrel.

2.29 The scans taken of the released ellipsoidal mirror prior to any actuators being attached. The top graph shows the scans which were measured across the optics surface are shown in various colours, with the theoretical form of the mirror shown in black. The bottom graph shows the difference between the expected mirror profile and the actual profile which was measured with the LTP. These plots show that the mirror was a lot flatter than was expected which changed the focal length of the optic and therefore its required position with respect to the source and detector. The axial strips were 270mm in length and separated by 7.5mm. The measurements were extended across the full length of the mirror by extrapolation using a least squares fit method.

2.30 A comparison between the mandrel’s profile and the profile of the released mirror. The plot clearly shows that the mirror was distorted due to stress during the release process and this caused it to be flatter than expected. Eleven scans have been compared to produce this plot as eleven scans of the released optic were measured.
2.31 The top graph shows axial scans along the centre of the mirror with thirty piezoelectric devices attached are plotted, with the power supply to the actuators turned off, on and the difference between the two. With the power on, all the actuators are effectively at +100\,V even though they were set to 0\,V, which is demonstrated in the plot of the difference between the power being on and off. The red vertical lines represent the positions of the piezoelectric devices along the length of the mirror. The lower graph shows the plots once the theoretical profile of the mirror has been subtracted, which accentuates the print-through effect seen on the mirror’s surface.

2.32 The difference between the released optic and the addition of the piezoelectric actuators. Here the positions of the piezoelectric actuators are shown in black and the various scans are shown in different colours. The top frame is the comparison with the actuators turned off and the lower frame shows the comparison with the power turned on. The extent of the print-through from the actuators described earlier, is clearly visible in both of these plots.

2.33 An example of an illustration produced in Q. In this model, a perfect simulation of the ellipse prototype mirror was completed. The top left shows the ellipse in black and the outline of the TTF is shown in blue. The two axes on this plot are not to scale and the axis of the ellipse is tilted with respect to the TTF axis. The detector and source are at the foci of the ellipse. The change in the tunnel’s width can also be seen on this plot. Top right shows the full detected image with the rays which have not been reflected by the optic at the bottom of the image. The red circle represents the area of interest which was used to calculate the HEW values. This shows the outline and shape of the optic. Bottom left is a zoomed in image of the rays being reflected by the optic and then hitting the detector. Bottom right is a zoomed in view of the focused spot. The resolution of this image is limited by the detector’s pixel size, 0.21\,mm.

2.34 Results from the models of the rotation in the X, $\theta$, and Y, $\phi$, axes in top and bottom respectively. It is clear from these graphs that the optic was more sensitive to rotation about the X axis, $\theta$ than the Y axis, $\phi$ as rotation in the $\theta$ direction is effectively a rotation around the ellipsoid's axis.

2.35 The basic ellipse model with the gravitational sag deformations added in Q. This image has the same set up as in figure 2.33. It can be seen that the focused spot has been spread out in to a fan shape. The vertical detected distribution can also be seen in the lower right hand frame of this image. For a focused spot, a single central peak would be seen. The detected image was measured by simulation using Q to have a HEW of 13.77", close to what was predicted using the COMSOL Multiphysics FEA data of 10.02".
2.36 A model produced in Q of the response of the optic without any actuators attached, with the deformation matrix set to the measured data taken using the LTP at STFC Daresbury Laboratory, as shown in figure 2.29. The top left shows the ellipse, TTF, and the position of the ellipsoidal mirror. This image also shows the X-rays from the source being reflected by the optic towards the detector. Top right shows a zoomed-in image of the central detected area. Bottom left is a vertical distribution of the detected image. The bottom right is the shape of the optic which was implemented to create the model. This shape gave a measured detected spot of $1.51'$.

2.37 A model of the response of the optic with actuators attached, with the deformation matrix set to the measured data taken using the LTP at STFC Daresbury Laboratory, as shown in figure 2.31. Top left shows the ellipse, TTF and the position of the ellipsoidal mirror. This image also shows the X-rays from the source being reflected by the optic towards the detector. The top right is a zoomed-in image of the detected spot. The bottom left shows the distribution of the detected spot. The bottom right is the deformation matrix added to the optic. This shape gave a simulated HEW of $3.64'$. 

2.38 Set up for the piezoelectric actuator simulation. Left shows the initial optic distortion, consisting of two orthogonal sine waves across the full length of the optic, which produces a $30''$ image on the detector. Middle, The initial piezoelectric arrangement on the mirror with four piezoelectric devices and right, arrangement of the thirty piezoelectric actuators.

2.39 Results from the simulation of four piezoelectric actuators in Q. The top graph demonstrates the decrease in the HEW of the detected image as each full iteration of the four piezoelectric devices is completed. Each piezoelectric device was actuated in ten equal steps in the voltage range of $-100V$ to $+100V$. A least squares fit was used to find the optimum voltage for each of the piezoelectric devices by plotting the voltage against the detected HEW. The graph shows a decrease in the HEW from just over $30''$ to just under $4''$. The bottom graph shows the change in the FWHM with each iteration. A single iteration in this case is all four actuators being iterated and the optimum voltage found.

2.40 The FFT patterns created by the process described in section 2.4. The first column contains the basic patterns and the subsequent columns are those which have been multiplied by the short length patterns. The patterns range from -1 to +1 and the voltage applied to each individual piezoelectric is calculated by taking these values and multiplying it by the voltage iteration value in the range of $-100V$ to $+100V$. 
2.41 A comparison of the Gaussian model and the influence functions of the COMSOL Multiphysics models produced at UCL, on a three by three actuator grid. The Gaussian model is on the left followed by the nickel and glass models respectively. The top images show the effect of the actuators across the entire plate, the middle images show graphs of the heights of the functions and the lower images show the 3D deformation matrix. These models have been produced by simulating optics of 0.4mm thickness with 0.2mm thick piezoelectric plates attached.

2.42 A comparison of the Gaussian models and the influence functions of the COMSOL Multiphysics models produced at UCL, on a three by three actuator grid with a glue layer. The Gaussian model is on the left followed by the nickel and glass models respectively. The top images show the effect of the actuators across the entire plate, the middle images show graphs of the heights of the functions and the lower images show the 3D deformation matrix. These models have been produced by simulating optics of 0.4mm thickness with 0.2mm thick piezoelectric plates attached and a 0.5mm glue layer.

2.43 The results of the iterative routine in Q using the FFT patterns and the LTP data of the optic with the power supply to the piezoelectric devices turned on. In this routine, the patterns were ordered based on their influence on the HEW. Here the HEW was reduced from 3.46' to 1.83'. The top graph shows the change in HEW and the lower graph the effect on the FWHM based on the pattern iteration.

2.44 The results of the iterative routine in Q using the FFT patterns and the LTP data of the optic with the power supply to the piezoelectric devices turned on. In this routine, the patterns were ordered based on their optimum voltage. Here the HEW was reduced from 3.46' to 2.38'. The top graph shows the change in HEW and the lower graph shows the effect on the FWHM based on the pattern iteration.

2.45 The results of the iterative routine in Q using the FFT patterns and the LTP data of the optic with the power supply to the piezoelectric devices turned on. a) The results with the patterns in the order of HEW influence and b) the results with the patterns in the optimum voltage order. The top images are a representation of the optical distortion, the middle images are the piezoelectric distortions and the bottom images are the combined response.

2.46 A sketch of the TTF at UoL. The facility is 28m in length and has an X-ray source capable of producing energies of up to 100keV at one end and a detector chamber containing an MCP detector system at the other. Several flanges exist along the length of the facility to allow access and for optics to be mounted. The access flange to the detector chamber, where optics can also be mounted, is inside a clean room.
2.47 a) The source end of the TTF at UoL. The source is contained within the blue lead lined cage at the bottom right of the image. It is capable of producing X-ray energies in the range of 0.1 keV to 100 keV and the copper anode can be coated in varying materials to create specific X-ray excitation lines. b) The detector tank at the other end of the facility, 28 m from the source. Within the detector tank, the MCP detector has a movement of 825 mm, in the X axis, on an automated translation stage. It is also possible to manually move the detector in the Y and Z axes. The detector chamber opens onto a clean room to allow space instruments to be tested. Images provided by Dr. J. Pearson, UoL.

2.48 A diagram demonstrating the TTF axes. The (0,0) point is the centre of the detector’s nominal field of view and the X axis is down the beam line away from the detector, towards the source. The detector is moved in the X axes using automated motors and can be moved manually in the Y and Z axes.

2.49 The set up of an MCP detector with a resistive anode where two MCPs are arranged behind a UV filter. A high voltage is applied to direct the electron cloud down the channels of the MCPs, towards the resistive anode. Two MCPs are used to multiply the signal.

2.50 Two charged MCP plates, with channel walls in a chevron configuration at an angle of 13°, in front of a resistive anode. The X-rays which reach the detector (shown in green), interact with the walls of the first MCP plate which causes an exponential cascade of electrons. The field between the two plates is such that the electron cascade is directed from the first plate, down the corresponding channel of the secondary plate. Once the electron cloud has cascaded down the second MCP plate, it is dumped onto the anode.

2.51 The resistive anode behind the two MCP plates within the detector system. It consists of a resistive plate and four electrodes at the corners, which are labeled X1, X2, Y1 and Y2. Each electrode receives a proportion of the charge which has been dumped on the resistive plate. These proportions are then translated into X and Y positions using equation 2.11.
2.52 An unlinearized is shown on the left and a linearized image of the regular series of pin holes is on the right. Due to the nature of the read out from the MCP detector, a pin cushion effect is created in the detected image and to correct for this, an image is taken of a series of regularly spaced pin holes whose real positions are known. These positions are compared to the detected image’s positions using a local polynomial fit. A look up table is then created which is used to correct any images which have been obtained with the same detector. The linearization of the edges of the image is not very good for two reasons: firstly, there was some distortion on the original image which made it difficult to find the precise position of the centre of the holes at the edge; and secondly, the curvature is greatest at the edges and the polynomial fit therefore needs more terms. As the data obtained is within the central region of the detector, the effect at the edges is unimportant.

2.53 a) The laser in place of the X-ray source to enable alignment of the optic within the facility. b) The view of the laser from within the blue X-ray source cage.

2.54 An example of the images taken during the alignment of the optic within the TTF using the laser as the source. The exit aperture of the detector chamber was covered with paper to form the image, both the reflected beam and the mirror intersecting the straight through beam from the laser are visible.

2.55 Three images showing the change in the reflected beam. Left, the “first light” image obtained with the laser. Middle, an intermediate stage of alignment and right, the final position of the optic after alignment. The calculated position of the detector is shown as a black mark in the middle and right images.

2.56 a) The detector in it’s original position and b) in the new position, raised by 141.06 mm, required for the X-ray tests.

2.57 The copper anode of the X-ray source coated in a thin layer of NaCl to excite the emission lines required for the X-ray tests.

2.58 The first X-ray image obtained during the X-ray tests. The histogram on the X axis is the total integration across the height of the plate and the histogram on the Y axis is the total integration across the width of the plate. The colour bar on the right shows the maximum number of counts detected in any one position and the graph in the bottom left corner is the pulse height of the signal received by the anode. The header of the image shows the image name, total number of counts detected in the image and the count rate.
2.59 Further examples of X-ray images obtained during the X-ray experiments carried out within the TTF. The histogram on the X axis is the total integration across the height of the plate and the histogram on the Y axis is the total integration across the width of the plate. The colour bar on the right shows the maximum number of counts detected in any one position and the graph in the bottom left corner is the pulse height of the signal received by the anode. The header of the image shows the image name, total number of counts detected in the image and the count rate.

2.60 A series of fourteen local group patterns to control the piezoelectric devices during the X-ray tests. The white areas indicate the actuators which are active (with a value of +1) whilst the rest remain passive (with a value of 0). The voltage applied to each individual piezoelectric is calculated by taking these values and multiplying it by the voltage iteration value. Patterns three to ten are each of the columns of devices actuated in turn.

2.61 HEW and FWHM results from the full adjustment of the piezoelectric devices during the X-ray tests. The pattern number refers to the patterns described in figure 2.60. The HEW or FWHM were improved by a few patterns but not in a predictable way.

2.62 Optimum voltages obtained from the full adjustment routine during the X-ray tests. The top left is a 3D representation of the shape of the optic with the voltages shown in table 2.5, top right is a colour representation of the optic shape and the bottom image is a representation of the voltages applied where black is -40V and white is +100V.

2.63 Graphs demonstrating the HEW and FWHM changes in each of the images taken with the piezoelectric devices at 0V. The HEW images are on the left and the FWHM are on the right. The top frames show the change over a period of days from the start of testing, whilst the lower frames show the changes over successive actuations of the devices. Both show a trend of decreasing HEW and increasing FWHM over time.

2.64 An illustration of the Hartmann test, designed to calculate the errors within an optical system. By reconstructing the paths of the rays between two photographic plates, it is possible to calculate the errors in the mirror’s form.

2.65 The results from the Hartmann test. Histograms of the changes are shown alongside an illustration of the piezoelectric devices being actuated. Each graph consists of three panes with the top representing the left hand side of the image, the middle representing the central region and the bottom representing the right hand side. The data from the +100V images are shown in black whilst -100V are shown in red.

2.66 Results of the second piezoelectric stability tests. The actuators were held for five hours in a pattern which forced each adjacent actuator into an opposite voltage to its neighbour. The HEW results are on the left and FWHM are on the right and demonstrate a drift of 17.53°.
2.67 The stability of the power supply for the piezoelectric devices over a five hour period tested at UCL. Data was taken every ten minutes for the first hour and every twenty minutes for a further four hours.

2.68 Scans of the optic’s surface using the LTP at STFC Daresbury Laboratory with the piezoelectric devices actuated at the optimum voltages determined during the X-ray tests. The top graph shows the single scan with the theoretical curve the optic should have had. The bottom graph shows the change in the figure of the mirror between the piezoelectric devices being actuated and not actuated. The positions of the piezoelectric devices are shown in red.

2.69 Scans taken along the surface of the mirror with piezoelectric 17 actuated, shown alongside the modelled data and the position of the piezoelectric devices shown in black. The difference between the measured and modelled data is due to the glue thickness which causes the kinks in between the actuators but does not appear to change the influence of the device.

2.70 The results of the iterative routine in Q using the local group patterns and the LTP data of the optic with the piezoelectric devices turned on. In this routine, the patterns were ordered based on their influence on the HEW. Here the HEW was reduced from 3.46’ to 1.84’. The top graph shows the change in HEW and the bottom graph shows the effect on the FWHM based on the pattern iteration.

2.71 The results of the iterative routine in Q using the local group patterns and the LTP data of the optic with the piezoelectric devices turned on. In this routine, the patterns were ordered based on their optimum voltage. Here the HEW was reduced from 3.46’ to 1.79’. The top graph shows the change in HEW and the bottom graph shows the effect on the FWHM based on the pattern iteration.

2.72 The top images represent the starting mirror deformation, the middle figures are the piezoelectric distortion from a) figure 2.70 and b) figure 2.71 and the lower figures are the combination of the top two. These images demonstrate that for any series of patterns and initial mirror figure deformation, there is no single solution.

2.73 Ray traced model in Q of the LTP data taken with the piezoelectric devices actuated at the optimum voltages found during the X-ray tests, table 2.5. The simulated HEW for this deformation matrix was found to be 2.14’.

2.74 Ray trace in Q of the model created with the optic fixed at the four corners and the piezoelectric devices at the optimum voltages found during the X-ray tests. The simulated HEW found with this model was 2.92’.

2.75 Ray trace in Q of the model created with the optic fixed at two points at the centre of the ends of the mirror and the piezoelectric devices at the optimum voltages found during the X-ray tests. The simulated HEW found with this model was 2.07’.
2.76 Ray traced model in Q of the curvature errors. The optic was modelled as having a radius of curvature from 155\text{mm} to 160\text{mm} as opposed to 164\text{mm} to 169\text{mm}. The simulated HEW for this deformation matrix was found to be 2.44'.

2.77 Ray traced model in Q of the curvature errors combined with the print-through from bonding the piezoelectric devices. The simulated HEW for this deformation matrix was found to be 2.62'.

2.78 A simulation of the X-ray data obtained by combining errors from curvature, bonding the piezoelectric devices and pitch and yaw errors.

2.79 Models produced at UoB showing the reduction in the size of the kinks by a) reducing the size of the gaps between the actuators and b) filling the gaps with polymide. All the models were produced using a three by three actuator grid in COMSOL Multiphysics and were provided by UoB.

3.1 An illustration of a single Fresnel zone plate used to focus X-rays via diffraction. It consists of alternating opaque and transparent zones which are arranged so that the X-rays are diffracted around the opaque zones, constructively interfere, and create the desired focus[15].

3.2 A point-to-point focusing device using two reflections of grazing incidence. The source is brought to a focus by consecutive reflections from two surfaces. The grazing angle with which the X-rays hit the optic, depends on the radius of curvature of the optic. By adjusting the radius of curvature, the focal length is adjusted. A device of this type, would satisfy the Abbe sine condition[16] as X-rays both on and off axis would be focused[17].

3.3 A cross section of a proposed system with a cylindrical profile. The channels are attached to the centre stop and outer edge via spindles. The central stop reduces the number of straight through rays which hit the detector. By bending the optic to a spherical profile, it would create a spot focus similar to that of a zone plate but using grazing incidence reflections as opposed to diffraction[17].

3.4 Current prototype MOA design, not to scale. The silicon chip is 20\text{mm} x 10\text{mm} x 0.2\text{mm} with a central active area. The central area is 4\text{mm}^2 and consists of 0.01\text{mm} wide slots with 0.01\text{mm} wide walls. There is a central stop to reduce the number of X-rays which pass straight through the optic and hit the detector. The lighter grey strips are the piezoelectric actuators which are 1\text{mm} wide and 1\text{mm} from the central area to reduce stress as they are actuated.

3.5 The mount designed to hold the MOAs. The handles control the micrometers which allow the MOAs to be moved in the translational directions and to be aligned with each other. The electrodes from the piezoelectric actuators can be attached to the drivers via the connectors on the MOA holder. a) Half of the mount with the area where the MOA will be contained at the top. The channels for the piezoelectric actuator electrodes can be seen. b) The full mount shown with sections for two MOAs. Images provided by MSSL.
3.6 The MOA holder component of the mount, shown in figure 3.5, with an MOA in place. This component holds the MOA in place as there is a cut out section which the MOA sits in and the clamp is placed over the top. The clamp has two knife edges which allow the MOA to bend without any stress being added. There are also channels cut into the holder to allow access to the piezoelectric electrodes. The electrodes are connected to the driver via the connectors at the base of the holder.

3.7 An image of the MOA holder for the X-ray tests at UoL. The silver surround is made from steel and acts as a baffle to prevent the rays which do not hit the MOA from travelling through to the CCD. The baffle attaches to the rotation arm to allow rotation of the MOA in one axis. The brown holder is the purpose built MOA holder and an MOA with piezoelectric strips can be seen inside. The MOA holder is attached to the baffle via four screws and the clamp which holds the MOA in place can also be seen over the top of the MOA.

3.8 Geometry of a single reflection from an MOA channel[18].

3.9 Geometry of reflections from a tandem pair of MOAs[18].

3.10 A channel wall shown with scallops down its length. Left, an illustration of the MOA wall as it is etched, which creates the scallops during the passivation process. Right, the in-plane scattering caused by these features due to the change in slope, the grazing angle is increased or decreased by a small factor $\delta$.

3.11 A channel wall with the curtain features shown down the length of the wall. Left, the entire length of the channel with the curtain effect which is orthogonal to the scallops, shown in figure 3.10, and is caused by the roughness along the edge of the mask used to etch the channels. Right, the out-of-plane scattering caused by this effect which shifts and spreads out the line focus.

3.12 A zoomed in image of a single scallop with radius $T$, height $h$ and width $d$.

3.13 A demonstration of shadowing on a reflected surface. The reflective surface is pictured with surface roughness features of length $t$, and height $h$. The X-ray is coming from the left of the image and is reflected at an angle $\theta_g$, the grazing angle. Part of the surface is hidden from the incoming X-rays by the surface features thus reducing the efficiency of the optic[19].

3.14 Images of the front side of the dry etched MOA taken with the FEGSEM. a) The active area of the MOA, a few broken channels are clearly visible. b) A closer view of the broken channels within the MOA’s active area. c) A view down the length of the channel wall where the curtain effect is visible. d) A wider angle view down the MOA channel wall where both scallops and the curtain effect are visible. e) A series of channels, undamaged. The quality of the etch can be seen in this image, the walls are evenly spaced and vertical. f) A view of the edges of the channels which have been curved to improve the quality and ease of the etch. The scales in these images are 500, 10, 2, 2, 20 and 20 $\mu$m for a), b), c), d), e) and f) respectively.
3.15 Images of the rear side of the dry etched MOA taken with the FEGSEM.  
a) The rear side of the active area of the MOA. It can be seen that this 
side of the MOA is very damaged, with broken channels, chips and 
scratches over the entire area.  
b) The channels are much narrower, uneven and damaged compared with the front side of the MOA.  
c) A zoomed image of the damaged area of the channel walls.  
d) A closer view down the length of the channel walls where the scallop 
and curtain effects are less visible, however, it does appear as though 
a substance has been dripped down the walls creating very high 
levels of surface roughness.  
e) A view of the tops of the channel walls which appear uneven and narrow.  
f) The corners of the channels are very misshapen and damaged and there are a large number of broken 
channels on this side of the MOA. The scales in these images are 200, 
100, 20, 5, 20 and 50µm for a), b), c), d), e) and f) respectively.  

3.16 A series of images of a wet etched MOA using the ESEM at UoL. The 
surfaces of the channel walls are much cleaner and show practically no 
surface features. The channel walls are incredibly straight and even 
and there are very few broken channels although some do appear to 
of stuck together.  
a) and b) show the front side of the MOA and c) 
and d) show the reverse side. Both sides are practically identical to 
one another. The scales in these images are 3mm, 100µm, 2mm and 
20µm for a), b), c) and d) respectively.  

3.17 Line-to-line focusing of a 1.04 keV source, with a flat MOA. The top 
image shows the full system with the source positioned on the right 
of the image and the detector on the left. The red rays are produced 
by the source and represent the rays which have not been reflected 
whilst the green rays represent those which have undergone a single 
reflection. It can be seen in both images that not all the rays produced 
at the source are reflected by the optic, some pass straight through 
to the detector. The axes for both frames are in mm and the source 
to detector distance is 40mm. The MOA is positioned at 20mm and 
has a focal length of 20mm. The bottom image shows a zoomed-in 
section of channels and shows the rays being reflected. The red rays 
from the source enter the channels from the right and are reflected 
toward the detector on the left. The MOA has been modelled with a 
perfect reflecting silicon surface with no deformations.  

3.18 Line-to-line focusing with a curved MOA. The top image has a source 
to detector distance of 45mm and the MOA is positioned at 30mm 
with a radius of curvature of 60mm, curved toward the source. The 
bottom image is a zoomed-in section of the channels which shows the 
rays being reflected. The red rays from the source enter the channels 
from the right and are reflected toward the detector on the left. The 
model was produced and set up in the same way as figure 3.17.
3.19 A finite source of 1.04 keV being reflected by an MOA acting as a collimator. The figure is set up in the same way as figure 3.17. The focal length of the MOA is 25 mm and the radius of curvature of this MOA is 50 mm, positioned at 25 mm, and curved toward the source. The lower image shows a zoomed-in image of the channels, where the rays enter the channels from the right at an angle, and are reflected toward the left. It can be seen that the reflected rays, in green, are parallel to the optical axis.

3.20 An MOA acting as a telescope, focusing an infinite source at an energy of 1.04 keV. The formatting for this figure is the same as in figure 3.17. The focal length of the MOA is 20 mm and the length of the system is 30 mm. The MOA has a radius of curvature of 40 mm, is positioned at 20 mm and is curved toward the focus. The lower image shows a zoomed-in image showing that the parallel rays entering the channels from the right, exit the MOA at an angle on the left.

3.21 Two MOAs acting as a collimator-telescope tandem system. The top image has the finite source with an energy of 1.04 keV on the right of the image at 45 mm and the detector is on the left at 0.0 mm. The image has been produced in the same way as 3.17, with the addition of the blue rays which demonstrate rays which have been reflected twice, once by each MOA. The collimator-telescope system is operating over a distance of 45 mm with the two MOAs positioned at 25 mm and 20 mm respectively. The first is a collimator MOA with a radius of curvature of 40 mm curved toward the source. The second MOA is acting as a telescope also with a radius of curvature of 40 mm curved toward the detector. The MOAs are separated by 5 mm and the rays are parallel to the optical axis between them, this can be seen in the lower image. The rays enter the channels from the right, are reflected by the first MOA and are then reflected by the second MOA as they are perfectly aligned. The majority of the rays reflected by the first MOA are reflected by the second MOA. Two foci can be seen in the top image, the first is at \( \sim 8 \) mm, the second is at 0.0 mm. The first focus is created by rays which have passed through the first MOA and are only reflected and focused by the second MOA and the second focus is created by the rays which have been reflected by both MOAs.
3.22 Line-to-line focusing with an equal grazing angle tandem MOA system. The system is set up in the same way as figure 3.21. Set over 45\(mm\) with the source at 45\(mm\), the MOAs at 30\(mm\) and 27.5\(mm\) respectively, and the detector at 0.0\(mm\). The full system is shown in the top graph, where the rays are reflected at the same angle by both MOAs. Not all rays reflected by the first MOA are reflected by the second MOA. A zoomed-in image in the lower frame shows the rays being reflected by the two MOAs. There are two foci again in the image, caused by reflections from the first MOA and reflections from both MOAs. The second focus, from the double reflection rays, is not at 0.0\(mm\) due to the gap between the MOAs. The intensity of the focus spot is also less than that in figure 3.21, because fewer rays are focused by both MOAs.

3.23 Line-to-line focusing with an equal grazing angle tandem system, with no gap between the MOAs. This system is identical to figure 3.22 except the MOAs are almost touching. The number of rays which are focused by both MOAs is greatly increased and the focus has been moved to 0.0\(mm\) as expected. In the lower frame, it is clear how close the MOAs are, although some rays reflected by the first MOA are still not reflected by the second.

3.24 A flat-curved tandem MOA system. The source is to the right of the image and the detector is to the left and is configured in the same way as figure 3.21. In the top frame, the MOA closest to the source has an infinite radius of curvature, and the second MOA is curved toward the focus. The source is focused over a distance of 20\(mm\). The MOAs are positioned at 7\(mm\) and 6.8\(mm\) respectively and can be seen in the lower frame. The number of rays focused by this system is less than that shown in figure 3.23, as fewer rays reflected by the first MOA are focused by the second MOA. Some of the rays which have been reflected off one wall in the first MOA experience a secondary reflection off the opposite wall. These rays, shown in blue, are not reflected by the second MOA which reduces the efficiency of this configuration.

3.25 An illustration of a crossed pair of MOAs. These MOAs are set up so that they are orthogonal to one another. This creates a focused spot, with cross arms, as opposed to a line focus.

3.26 A crossed pair of MOAs creating a focused spot. The two MOAs are orthogonal to one another so that each produces a line focus. The point at which the two line foci cross, creates the single point focus. The left hand frame shows the whole system over 160\(mm\), with a gap of 5\(mm\) in between the two MOAs. The right hand frame shows the modelled detected image with the axes in \(\mu m\) and the focused spot is \(\sim 3\mu m\) in diameter.
3.27 A crossed pair of MOAs creating a focused spot of high intensity. The two MOAs are orthogonal to one another so that each produces a line focus. The point at which the two line foci cross, creates the single point focus. The left hand frame shows the whole system over 41 mm, with a gap of 1 mm in between the two MOAs. The right hand frame is the modelled detected image with the axes in μm and the focused spot is ~15μm in diameter. The focused spot is more intense than in figure 3.26 as more rays are focused by both MOAs.

3.28 Ray tracing and detected images of cylindrical and parabolic MOAs. An infinite source is focused by a curved MOA over a distance of 40 mm. The MOA is positioned at 20 mm and is curved toward the source with a radius of curvature of 40 mm. a) The ray-tracing and detected image of an MOA bent to a parabola. b) An MOA bent to a cylindrical profile. The ray-tracing in both cases is almost identical. The parabolic detected image shows a much cleaner, sharper line focus and the scattered rays are also more coherent.

3.29 Detected distributions of cylindrical and parabolic MOAs as modelled in figure 3.28. a) The distribution of a parabolic MOA and b) the distribution of a cylindrical MOA. The detected distributions are subtly different. The widths of the distributions are very similar, but the intensity of the parabolic line focus is ten times greater than that of a cylindrical MOA.

3.30 A tandem MOA system with scallops and shadowing. The left hand image shows the ray-tracing and the right hand image shows the detected image. This is the same set up as shown in figure 3.21. The number of scattered rays have been increased and the intensity of the line focus has been reduced, but a focus is still produced. The number of rays which are reflected by both MOAs is also reduced.

3.31 A crossed pair of MOAs with scallops and shadowing included, over a large aperture. The left hand frame shows the ray-tracing and the right hand frame shows the detected image. The MOAs are focusing over a distance of 40 mm and the MOAs are at 19 mm and 20 mm and are orthogonal to one another. There are very few focused rays due to scalloping effects and no focused spot can be seen in the detected image.

3.32 A crossed pair of MOAs with scalloping and shadowing, but over a small aperture and longer distance. Left, the ray-tracing and right, the detected image. The MOAs are focusing over a much larger distance of 160 mm with the MOAs at 25 mm and 80 mm and are orthogonal to one another. The number of scattered rays is increased and the intensity of the focused spot is much lower compared to that shown in figure 3.26.

3.33 The set up of the reflectivity tests performed at STFC Daresbury Laboratory. The MOA was rotated on one stage, about an angle Ω and the detector was rotated on the other, about an angle Θ. Images provided by STFC Daresbury Laboratory.
3.34 An example of the results obtained from the reflectivity tests carried out at STFC Daresbury Laboratory. These results cover an angle range of -1.0° to 8.0° with the straight through flux shown at 0.0° on the X axes and the reflection is seen at approximately 4.0°. Images provided by STFC Daresbury Laboratory.

3.35 The relationship between Θ and Ω. The black line is the expected relationship of Θ=2Ω, and the red line shows the positions of the peak number of counts at each angle.

3.36 Combination of all the results obtained during the experiments at STFC Daresbury Laboratory. The blue line indicates the transmitted component detected whilst the red line indicates the reflected component. The vertical lines show the cut or repeat in data obtained.

3.37 Image of the XMM-Newton CCD life test facility at UoL. The test facility is 3.1m long with an X-ray source, X-ray CCD and mounting at the centre, for an optic. The X-ray source is on the right hand side of the image (by the bookcase) whilst the CCD is on the far left of the image. The MOA was mounted behind the flange which is in the centre of the pipe. The rotation arm can also be seen attached to this flange.

3.38 Ray tracing of the MOA tests. The source is at an energy of $\sim$1keV and the detector and MOA are positioned as in the testing facility. The ray traced system and detected image are shown for four different angles. a) The initial position of the MOA where the rays passing straight through the optic was studied. b) and c) are intermediate angles between a) and d). d) The angle at which the full length of the MOA channels are illuminated.

3.39 Detected distribution of the ray-tracing of the MOA tests. The source is at an energy of $\sim$1keV and the detector and MOA are positioned as in the testing facility. a) The distribution of the initial position of the MOA where the majority of rays pass through the optic was studied. b) and c) show intermediate angles between a) and d). d) The angle at which all the MOA channels are illuminated. The distributions appear off centre as the reflected rays are not in the centre of the detector as the MOA is rotated.

3.40 Ray tracing of the MOA tests, as in figure 3.38 but with additional surface features and roughness. The source is at an energy of $\sim$1keV and the detector and MOA are positioned as in the testing facility. The ray traced system and detected image are shown at the same four angles as in figure 3.38. Scattering of the beam is clearly visible in all four images. The width of the detected focused line is also wider due to the surface features.

3.41 Detected distribution of the ray-tracing of the MOA tests, as in figure 3.39 but with surface roughness. The source at an energy of $\sim$1keV and the detector and MOA are positioned as in the testing facility. The width of the distributions is wider than that shown in figure 3.39, this is due to the increased scattering of the beam due to the surface roughness.
3.42 An example of a CCD image obtained during the MOA tests within the CCD life test facility at UoL. The central bright region is the straight through flux from the MOA.

3.43 Results from the reflectivity tests using a dry etched MOA. There is an increase in the amount of reflected flux as the amount of flux in the central region decreases. The amount of reflection is very low at $\sim 3.33\%$ and has suffered from the surface roughness features as shown by the asymmetry in the left and right hand reflection.

3.44 A demonstration of why no reflection was seen using the wet etched MOA, with the path of the X-rays shown in green. The reflected flux was being blocked by one of the flanges in the facility.

3.45 The mounting for the wet etched MOA within the crystal holder. A dial on the top allows for accurate alignment of the MOA with the source and a $\theta, 2\theta$ turn table allows the reflected flux to be studied.

3.46 The results from the reflectivity tests of the wet etched MOA mounted in the crystal chamber. The triangular shape is very clear and shows reflection of 5.93%.

3.47 A possible new MOA prototype, made from a silicon sandwich chip of $200\mu m$ silicon, $1\mu m$ silicon oxide and $10\mu m$ silicon. The $200\mu m$ silicon layer will be wet etched with many channels over the majority of the length of the chip. The $10\mu m$ layer will have a central active area as with the previous prototype. The silicon oxide layer will act as a bonding layer between the two etched silicon layers.

3.48 A possible prototype design called the spider. A series of channels are etched to make the silicon easier to bend. The legs act as levers which move independently and can either be dry or wet etched and are designed to remove stress from the active region. Provided by UoB.
2.1 A table showing the ellipsoidal segment dimensions for the first prototype optic. The semi-major and semi-minor axes of the ellipse are governed by the dimensions of the TTF. The optic was very close to a cone in form as can be seen by the sagittal difference between a cone and the optic. The level of asymmetry can be seen in the difference in the radii of curvature at the front and the back of the optic. The grazing angle achieved allowed energies up to $\sim 5keV$ to be focused during the tests.

2.2 Summary of the results obtained by modelling the data from the LTP in Q. Both the simulated HEW and FWHM values are displayed in $mm$ (as measured at the detector) and arcminutes.

2.3 Table showing the contents of the array to generate each eigenfunction and the corresponding imaginary part values required. The terms are marked as $ia$ where $i$ is the eigenfunction index and $a$ is the sign of the corresponding imaginary part.

2.4 Table showing the four patterns in the shorter direction. The basic patterns created using the FFT method are copied into the adjoining rows and then multiplied by these patterns to create the sixteen FFT patterns, all of which are orthogonal to one another.

2.5 Optimum voltages calculated for each of the piezoelectric devices, from the full adjustment routine during the X-ray tests.

2.6 Summary of all the results from both the models and the X-ray data. The size of the reflection on the detector is shown in $mm$ as well as the results in arcminutes for both the HEW and FWHM of the images.
CHAPTER 1

INTRODUCTION

1.1 Introduction and Justification of work

The Smart X-ray Optics (SXO) project is a UK based consortium funded by a basic technology research grant from the Engineering and Physical Sciences Research Council (EPSRC[20], PI. Dr. P. Doel). The project had one proof-of-concept year (2005) and has since run for three years, of a four year project (2006-2010). The consortium consists of eight UK institutions investigating the application of adaptive/active optics in both the macro and micro scales for the next generation of X-ray optics. Previously, adaptive optics have only been used in optical astronomy and on focusing mirrors for synchrotron radiation sources, however, it is hoped that this technology can be adapted for other X-ray instruments. The large scale optic is aimed towards developing technologies to produce an X-ray telescope with in-situ surface manipulation to improve the resolution of the telescope. The small scale application is aimed towards an X-ray focussing device, with a variable focal length to produce a focused spot on the scale of a single biological cell for radiation induced cancer research and studies. Both applications will achieve these goals by the addition of piezoelectric actuators which have been bonded to the surface.

As the SXO project is a collaboration between eight institutions, the work presented within this thesis forms a small part of the achievement of the project and could not have been undertaken without the results, analysis and assistance from the other institutions. Some of the work outlined has developed due to results from
other institutions or with the inclusion of data from those institutions. Below is a brief description of each institution's role.

University College London (UCL) and the Mullard Space Science Laboratory (MSSL) have been project managing and leading the project since its conception in 2005. UCL have provided modelling of the piezoelectric actuators and have manufactured the large scale adaptive prototype. MSSL have provided vital engineering for the production of the mounting for both devices.

Kings College London (KCL) have designed and modelled the small scale device, and are designing and manufacturing the micro-focus source. Some modelling of the piezoelectric devices for the small scale optic and investigation into bending techniques has also been undertaken.

The School of Metallurgy and Materials at the University of Birmingham has developed, designed and manufactured the piezoelectric devices used for both the large and small scale prototype optics. Extensive modelling of the piezoelectric devices in order to optimise the designs has also been completed and the conception and modelling of the new small scale optic designs.

The Scottish Micro-electronic Centre (SMC) at the University of Edinburgh have been involved in the design and investigation of the production methods of the small scale device. This has included both dry and wet etching techniques and they have produced prototypes of the small scale device using both methods.

The Science and Technologies Facilities Council (STFC) Daresbury Laboratory have completed reflectivity tests on the small scale optic and have carried out a large amount of metrology using the Long Trace Profiler (LTP) on the large scale optic and mandrel. STFC Daresbury Laboratory has also been involved in the design concepts of both devices.

The work undertaken and described within this thesis is concerned with the design, modelling and testing of the large scale prototype optic and with the modelling and preliminary reflection tests of the small scale optic.
1.2 X-rays and current adaptive/active X-ray optics

X-rays were first discovered in 1895\cite{21} and were initially described in detail by Wilhelm Conrad Röntgen, where X signified the unknown origin of this new form of radiation. X-rays are defined as being within the energy range of 0.12keV to 120keV\cite{22} and although they are most commonly used for medical applications\cite{23}, the regions of the Universe which are under extreme conditions, e.g. within black holes, can also be imaged in this energy range\cite{21}.

As X-rays are absorbed by almost all materials, and at normal incidence, transmitted rays do not get bent as they pass through the medium and so cannot be focused by standard lenses. Grazing incidence optics have to be used to produce a focused image of an X-ray source. This is a reflection at an extremely shallow angle, usually $\leq 3^\circ$ (angle $\theta_g$ in figure 1.1) but higher energy X-rays need smaller angles to be reflected than soft X-rays\cite{16} (see section 1.4 for a more detailed explanation).

Adaptive/active optics have been used for many years in both optical astronomy\cite{24}, using normal incidence mirrors, and in synchrotron radiation sources\cite{25}. In the field
Figure 1.3: An example of a synchrotron mirror which consists of a silicon mirror, ground to form, with a series of piezoelectric devices attached on the back. The surface of the silicon is finished with an X-ray reflective coating. Using the piezoelectric devices, the mirror is bent into a very precise elliptical shape which can focus the X-ray beam to a nanometre scale.

of optical astronomy, hundreds of actuators (as shown in figure 1.2) are used at a time on several mirrors to remove aberrations and distortions on the image such as blurring, caused by the Earth’s atmosphere. Using reflecting lasers the atmosphere’s effect on the image can be calculated and by a simulated annealing method these distortions are removed. Simulated annealing is a process which improves the Half Energy Width (HEW) or Full Width Half Maximum (FWHM) of an image by applying a series of voltage patterns to the actuators. Each image is compared to all previous images and using a probability function the next pattern, which will improve the image, is calculated in real time. The composite mirror, optical mirror with the addition of piezoelectric actuators, have typical values of between 1.5\(mm\) and 2.5\(mm\) in thickness. The FWHM of an image is defined in terms of the surface brightness flux and it is the width at which the flux at the peak drops to half the peak value (see figure 1.4). The HEW of an image is defined in terms of the integrated flux, energy or power and is the width at which the total integral is half. The FWHM describes the size of the central region of the image and the HEW contains information on the scattering.

In synchrotron radiation sources, the focusing mirrors tend to be very large flat mirrors, with radii of curvature from 2\(km\) to 5\(km\)[26] or more. Piezoelectric actuators are used to bend the mirror very precisely in to an elliptical shape to focus the beam from the source, and thus achieve the best focused spot size. Synchrotron mirrors tend to be very thick silicon (with typical values of approximately 50\(mm\),
ground to a surface quality of a few atoms and then coated with an X-ray reflective material. The piezoelectric devices tend to be around 25\(mm\) in thickness and are attached along the rear surface, such that there is a single row of actuators along the length of the mirror, as demonstrated in figure 1.3. Due to the thickness of the mirrors, to provide the actuation required, the piezoelectric devices have to be around 25\(mm\) thick so the composite mirrors are approximately 75\(mm\) thick in total, making them much thicker than the optical mirrors. Several algorithms for this application have been written in order to be able to optimize the piezoelectric configuration, but no standard method exists. These form corrections are usually performed prior to any experiments being carried out and are adjusted as required during the lifetime of the mirror. A combination of both the systems described above are required for this project.

1.3 Background to piezoelectric devices

Piezoelectric actuators have been used for many years in optical adaptive optics, synchrotron radiation sources (as described above) and other commercial applications. When subjected to an electric field, they develop a strain and when subjected to a force, they produce an electrical charge, which makes them suitable as both actuators and sensors. Many materials display a small amount of natural piezoelectric properties such as quartz, tourmaline and Rochelle salt, but this effect can be amplified by using PZT (lead zirconate titanate, \(\text{Pb}[\text{Zr}_x\text{Ti}_{1-x}]\text{O}_3\) where \(0 < x < 1\))[27])
ceramics for actuators and PVDF (polyvinylidene fluoride polymer) for sensing[28].

Two forms of piezoelectric actuator design are being investigated for the purposes of this project, piezoelectric plates and Macro Fiber Composites (MFCs)[29]. A piezoelectric plate consists of PZT material, sandwiched between a pair of electrodes. In comparison, MFCs use piezoelectric fibres in parallel lines, on the top of which is laid an interlaced electrode pattern which is then sandwiched between two layers of polyamide. Piezoelectric plates experience motion in all three spatial axes, however, due to their fibre structure, MFCs experience motion in primarily one direction. MFCs are extremely flexible, as shown in figure 1.5, compared to PZT plates, allowing them to be bent to fit curved surfaces. However, PZT plates can be produced in different shapes and sizes by using moulds during production (figure 1.6).

The School of Metallurgy and Materials at the University of Birmingham provided the piezoelectric actuators for both areas of the project. They are capable of fabricating their own actuators[30] which can either be a PZT plate or a fibre based device similar to an MFC called an Active Fibre Composite (AFCs)[31]. For the
purposes of both the large and small scale applications, the piezoelectric actuators used had to be able to move the surfaces of the devices by several microns. The piezoelectric devices are intrinsic to both the small scale device and the large scale optic and an understanding of them is essential to understand how they will affect the two devices as they are actuated. Piezoelectric materials are characterised by their $d_{33}$ and $d_{31}$ properties which describe the degree of contraction or expansion they experience when an electrical potential difference is applied[28].

The relationship between stress, $[e]$, and strain, $[d]$, in piezoelectric material is given by equation 1.1.

$$[e]^T = [c^E][d]^T$$  \hspace{1cm} (1.1)

where $T$ is the stress vector and $[c^E]$ is the stiffness matrix of the material being used[28]. The most common material used for actuators is PZT ceramic, but PZT crystals have a dielectric nature and must be poled using a potential difference to align the crystals to the same direction, prior to the material being used as an actuator or a sensor. The poling direction is usually aligned normal to the surface with the largest area. This axis is traditionally labelled 3 and the other two axes within the plane are labelled 1 and 2 (see figure 1.7). As $d$ represents the strain on the PZT plate, the value of $d_{33}$ is the strain in the 3-axis caused by the electric field in that axis. Similarly, $d_{31}$ is the strain in the 1-axis due to the electric field present in the 3-axis. In general, $d_{33}$ is positive and represents expansion and $d_{31}$ is negative and represents the contraction.

Using these values it is possible to calculate the optimum characteristics of the actuator required and therefore what proportions of lead, zirconate and titanate are needed. It is also possible to calculate the influence functions of the actuators and
produce models to predict the response of the surfaces.

1.4 A brief summary of X-ray physics

James[32], Compton and Allison[33] and Henke[34] give a complete description of the nature of X-rays interacting with matter and this is briefly summarised below. The reflection of electromagnetic waves can be described by the complex index of refraction, $n$, of the reflectivity material given by equation 1.2:

$$n = (1 - \delta) - i\beta$$  \hspace{1cm} (1.2)

where both $\delta$ and $\beta$ are positive and they can be calculated using atomic physics. $\delta$ is the phase change and $\beta$ describes the absorption of a material at the specific wavelength and is related to the mass absorption coefficient $\mu$ by the equation:

$$\beta = \frac{\lambda \rho}{4\pi \mu}$$  \hspace{1cm} (1.3)

where $\lambda$ is the wavelength of the electromagnetic wave, $\rho$ is the mean mass density of the reflecting material. $\beta$ can then be calculated from equation 1.3 and absorption measurements of $\mu$ or calculations from first principles. For X-ray wavelengths sufficiently apart from absorption edge, $\delta$ can be calculated from equation 1.4 which is derived from dispersion theory.

$$\delta = \frac{N_0 Z}{A \lambda} \frac{e^2}{2\pi m_0 c^2 \rho} \lambda^2$$  \hspace{1cm} (1.4)

where $N_0$ is Avogadro’s number and $Z$ and $A$ are the atomic number and weight respectively. Near to absorption edges, $\delta$ becomes complex and has to be calculated using the Kramers and Kroenig equations. At X-ray wavelengths, $\beta << 1$ and $\delta << 1$, which means that the real part of the reflective index in less than 1.

Total reflection will occur at a grazing angle of $\theta_g$ measured off the surface plane and given by:

$$\cos \theta_g = 1 - \delta$$  \hspace{1cm} (1.5)

or

$$\theta_g = \sqrt{2\delta}$$  \hspace{1cm} (1.6)

but due to $\beta$, reflection at this angle will not be total.
By combining 1.6 and 1.4, for heavy elements with $\frac{Z}{A} \sim 0.5$, we get:

$$\theta_g(\text{arcmin}) = 5.6\lambda^{1/2} \rho^{1/2}(\text{g/cm}^3)$$

and for gold:

$$\theta_g = 25(\text{arcmin})\lambda^{1/2}$$

This angle is equivalent to the critical angle, $\theta_c$, where total internal reflection will occur. As $\theta_c$ is the ratio of the refractive indices of the two materials:

$$\theta_c = \frac{n_2}{n_1}$$

at X-ray wavelengths this angle will be the point at which total external reflection will occur as $n_2$ is slightly less than 1.

The Fresnel equations give the amplitude reflection coefficients as[16]:

$$r_l = \frac{Z_2 \cos \theta_2 - Z_1 \cos \theta_1}{Z_2 \cos \theta_2 + Z_1 \cos \theta_1}$$

and

$$r_\perp = \frac{Z_2 \cos \theta_1 - Z_1 \cos \theta_2}{Z_2 \cos \theta_1 + Z_1 \cos \theta_2}$$

where $r_l$ and $r_\perp$ are the polarisation of the ray and $Z$ is the complex impedance given by:

$$Z = \frac{C\mu}{\eta}$$

The reflectance of a ray is given by $R = r^2$, at normal incidence $\theta_1 = \theta_2 = 0$ and taking the real parts, $R$ becomes:

$$R = \left(\frac{n_1 - n_2}{n_1 + n_2}\right)^2$$

At X-ray wavelengths and with $n_1 = 1$ (within a vacuum), $R$ is incredibly small which leads to no reflection at normal incidence angles. The rays which are transmitted do not get bent as they pass through the medium and so cannot be focused.

Scalar scattering theory in Beckmann and Spizzichino[35] describes the scattering of rays from randomly rough surfaces.

$$\frac{1}{I_0} \frac{dI_s}{d\omega} = \frac{2\pi F^2 \alpha}{\lambda^2} \exp (-g) \sum_{m=1}^{\infty} \frac{g^m}{m!} \int J_0(V_{xy}\tau) C^m(\tau) \tau d\tau$$
where $I_0$ is the totally reflected flux, $I_s$ is the scattered flux, $\omega$ is the scattering solid angle, $J_0$ is the $0^{th}$ order Bessel function, $C^m$ is the auto correlation function and

$$F = 1 + \frac{\phi}{2\alpha}$$  \hspace{1cm} (1.15)

where $\phi$ is the scattering angle in the plane of incidence given by:

$$\phi = \frac{\lambda}{d \sin \alpha}$$  \hspace{1cm} (1.16)

and $d$ is the particular spatial wavelength of the surface roughness. From equation 1.14:

$$g = \left( \frac{2\pi}{\lambda} \sigma (2\alpha + \phi) \right)^2$$  \hspace{1cm} (1.17)

and

$$V_{xy} = \frac{2\pi}{\lambda} \left( \left( \phi \left( \alpha + \frac{\phi}{2} \right) \right)^2 + \epsilon^2 \right)^{\frac{1}{2}}$$  \hspace{1cm} (1.18)

and $\sigma$ is the RMS surface roughness and $\epsilon$ is the scattering angle perpendicular to the plane of incidence. Solving for equation 1.14 gives the ratio between the amount of reflected flux and the scattered flux given an RMS surface roughness.

$$\frac{I_s}{I_0} = 1 - \exp \left( - \left( \frac{4\pi \sigma \sin \alpha}{\lambda} \right)^2 \right)$$  \hspace{1cm} (1.19)

The same results can be obtained using vector theory as described in Rice[36]. At small grazing angles, $\sin \alpha$ becomes $\theta_g$ and so equation 1.19 becomes the Total Integrated Scatter (TIS) and is used to calculate the $1^{st}$ order diffraction.

$$TIS = 1 - \exp \left( - \left( \frac{4\pi \theta_g \sigma}{\lambda} \right)^2 \right)$$  \hspace{1cm} (1.20)

where $\sigma$ is the RMS surface roughness and $\theta_g$ is the grazing angle, at a wavelength $\lambda$. Using the exponential expansion, equation 1.20 becomes

$$TIS \simeq \left( \frac{4\pi \theta_g \sigma}{\lambda} \right)^2$$  \hspace{1cm} (1.21)

This is a first order approximation and gives the percentage of the rays that are scattered due to the surface roughness of the optic. In order to not be dominated by scattering, this value must be kept below $\sim 10\%$.

Figure 1.8 shows the change in reflectivity as a function of energy (top) and of surface roughness (bottom) calculated using the CXRO[2] website. A nickel
substrate with a 30µm gold layer on the surface was modelled to demonstrate the effect on the reflectivity at various grazing angles as described above. The reflectivity of a given material would be a sharp cut off but the absorption of the material, as given by $\beta$ smooths the curve as shown in figure 1.8.

1.5 Current modelling products for X-ray optics

Many software packages exist designed to model either X-ray wavefronts or provide ray-tracing from a specified source. Some have been designed for a specific purpose whilst others are modelling packages which have a facility to model mirrors or lenses with a reflective surface of a user defined design. There have also been many methods used for computing the ray’s path from the source.

SHADOW is a ray-tracing program and was created for the XUV optics range but was extended in 1986 to be more general[37]. SHADOW simulates the photon flux in a synchrotron radiation beam line and can trace up to 5,000 rays with satellite programs analysing the data produced. Each ray is given a starting position and
direction, it will then either hit the optic and be reflected or miss it completely and move on to the next surface. All settings within the program, e.g. surface type and quality, source type etc. can be set by the user allowing for accurate models to be created. Outputs created include a cross section of the beam along the length of the beam line, position of the focus, vignetting and mirror illumination. X-ray Oriented Programs (XOP) is a front end interface for synchrotron radiation programs used to model X-ray sources, optical devices and analysis of data[38]. It is often used with SHADOW to expand the functionality and provide data analysis of the results from SHADOW. As these programs were specifically designed for synchrotron radiation sources, they were not capable of simulating all of the situations required for this project and so were not used in this instance.

J. Bahrdt from Bessy[39] has developed software called PHASE, which uses ray-tracing for the first estimation and “physical optic code” for detailed beam studies in order to model X-rays through a synchrotron detector. The models follow a process of creating the X-ray sources, defining the beam-line, tracing the rays and producing a graphical representation of the rays. Once the graphic output has been checked for consistency the system switches to the physical optic and models the wavefront propagation and produces a final graphic output of the wavefront’s path. In order to model the wavefronts, the amplitude, phase and energy of each wave is calculated and a Fourier Transform method is completed to calculate the path. Diffraction effects on long mirrors in grazing incidence geometry are not exactly simulated and as the grazing incidence angle is required to model X-ray telescopes, the software was not suitable for this application.

PHASE was adapted in order to model the transverse coherence properties of X-ray beams in 3rd generation synchrotron radiation sources[40]. The wavefront propagation is calculated using the propagation of the EM field and specifically the electric field. In order to complete this, the probability of the field being at a specific point along the path is calculated (using ray-tracing) and then summed to produce the most probable propagation of the wavefront. Spectral coherence in the soft X-ray region was used for testing the model.

A commercially available product called ZEMAX[41] uses a function called Physical Optics Propagation, which models the wavefronts via ray-tracing but only models
rays from a defined source in a specific direction and does not allow the interaction of an optic with the rays from the source or simulated detector output.

Another commercially available product is Oslo Premium[42] which computes the wavefronts in several ways depending on which method the program decides is the best for the situation described by the user. The optics are designed by the user who specifies the size, radius, aperture size, number of apertures, tilt etc. as well as the surface of the optic. The program works with lenses and not mirrors, although the lens can be designed to have a reflective surface thus creating a mirror. The outputs created from the data include the amplitude, phase and intensity of the waves after interaction with the optic. There is only a small catalogue of lenses available and thus a system such as a Wolter 1 mirror would have to be designed and created from scratch. This would be a very long process for modelling X-ray telescopes and also does not include the response from a detector.

For the purposes of modelling piezoelectric actuators, the best program to use is COMSOL Multiphysics[43] as it allows source and surface creation, and the changes to the surface due to the actuators to be modelled. It demonstrates the changes to the surface by ray-tracing the EM field from the source to the surface. Although this is perfect for modelling the effects to a surface, it is not a suitable program to model the surface interaction with the wavefronts on to a detector.

None of the systems or products described above provided the necessary facilities to accurately model and describe the optics via interactions with X-rays. For this reason, in-house software called Q was used for the purposes of modelling both of the adaptive X-ray optics.

Q has been developed by R. Willingale, Dept. of Physics and Astronomy, at the University of Leicester. By using the sequential ray-tracing code in Q, the optics behaviour as it interacts with X-rays at different wavelengths can be modelled and studied. Q works by taking each ray individually and calculating the angles and direction of the ray after reflection, based on the optic type and surface. Different forms of calculation can be selected so that either counting statistics or reflectivity look-up tables can be used and probability functions are used to allow for non-reflected rays and rays which do not reach the detector. In Q the user specifies the size, direction and type of the optic, source and detector to enable them to
be modelled. The optic is described by setting the type, axis, normal, the radius of curvature if required, and surface type and quality. The source can be either infinite or finite and the detector can be any size and shape. The detector within the program is not a specific type and just produces an image of the rays which have reached its position. Deformation matrices can be used to alter the shape of the optic, source or detector and can be created by, and then read in from, an external source or calculated within Q. Using these values, the software can predict how the X-rays will react with the optic and therefore what results would be seen by a detector. Plots can be produced showing the X-rays interacting with the surface, the detected image, detected distribution, a profile of the detected image, histogram of the point or line spread function or the positions of the rays as they exit the optic. Using this software, extremely accurate models and predictions can be created for almost any optic. Routines can be added to the software in order to model any new optic, mirror or device design needed.

1.6 Thesis overview

The work contained and described within this thesis outlines the work completed at the University of Leicester. Chapter 2 describes the processes employed to produce the first large scale adaptive X-ray prototype, including design, production, metrology, modelling and testing of the optic. Chapter 3 outlines the development of the small scale optic, focusing on the theory, modelling and preliminary reflectivity tests carried out. Finally chapter 4 gives the summaries, conclusions and future work of the project and the work described within this thesis.
CHAPTER 2

DESIGN, MODELLING AND TESTING OF THE

LARGE ADAPTIVE X-RAY OPTIC PROTOTYPE

2.1 Chapter overview

An X-ray telescope with a better angular resolution combined with a larger collecting area than that currently available is required in order to study the regions of the Universe under extreme conditions in detail, such as Active Galactic Nuclei (AGN), black holes and neutron stars. This is the aim of NASA’s Generation-X mission for which new technology needs to be developed to achieve the required resolution of 0.1” and a collecting area of 50m²[44]. The aim of the Large Adaptive X-ray Optic (LAXRO) is to investigate whether the angular resolution and the figure quality of the surface of a standard X-ray mirror could be improved by the addition of piezoelectric actuators, in order to provide in-situ manipulation of the reflecting surface.

This chapter outlines the design, production and testing of the LAXRO. The first section of this chapter, section 2.2 gives an introduction and background to X-ray telescopes. Section 2.3 describes the processes used to design the prototype optic and the LAXRO design is outlined in section 2.4. Production of the optic is described in section 2.5, including mirror manufacture and the mounting designed and produced for the prototype during the X-ray tests. Metrology of the optic along with modelling and simulation of the piezoelectric actuators is described in sections
2.6, 2.7 and 2.8 respectively. The Tunnel Test Facility (TTF), which was used to carry out the X-ray tests, is outlined in section 2.9 and the X-ray test procedures and results are detailed in sections 2.10 and 2.11. Further metrology and modelling based on the results is outlined in sections 2.12 and 2.13 with the summaries and conclusions of the chapter given in section 2.14.

The work described in this chapter has been published in the conference proceedings, journals and articles described in the publications section.

2.2 Introduction and background to X-ray telescopes

Emissions from regions of the Universe under extreme conditions, such as temperature and pressure in AGN, black holes etc., are best studied at the X-ray wavelengths. The X-rays emitted by astronomical sources may be either thermal radiation, produced by gas at temperatures above $10^6K$, or non-thermal radiation in the form of high-energy electrons interacting with either a magnetic field or with low energy photons[21]. An example of his form of radiation is in binary star systems where the accretion of matter on to a compact object, such as a black hole, neutron star or white dwarf, releases energy at X-ray wavelengths[45]. X-ray telescopes enable the study and analysis of these high-energy regions and provide a view of the most violent areas of the Universe. Current X-ray telescope technology has enabled us to look deeper in to space, further back in time and as close as $\sim 90km$ from the event horizon of a black hole. However, if we are to solve some of the fundamental questions of the evolution of the Universe, the sensitivity and resolution of space based telescopes needs to be improved.

X-ray telescopes are described by their collecting area and their resolution; the larger the collecting area, the further back in time we can view the Universe as more photons can be collected from dimmer objects and the better the resolution of the optic, the easier it is to distinguish between individual objects and the sharper the image. These two features are not independent of each other as a telescope with a large collecting area would suffer from source confusion if it did not have a high angular resolution. A very large collecting area combined with high angular
resolution would provide a very high sensitivity to distant sources.

As the Earth’s atmosphere absorbs X-rays, telescopes looking at this region have to be launched and operated in space and this was first suggested by Giacconi et al. in 1960[46]. Launch weight limitations and the cost of launch, $50,000/kg, restricts the mass and therefore the collecting area of any telescope put into space. In order to create a telescope with an improved angular resolution than that currently available and to increase the collecting area of the optics, thinner lighter mirrors are being developed. These mirrors are easily deformed by gravity and handling, as well as the severe conditions imposed during launch. In-situ manipulation of the surfaces of the mirrors would allow these deformations to be removed and thus improve the angular resolution and overall functionality of the telescope.

In order to answer some of the most fundamental questions of the evolution of the Universe, new technologies need to be developed. The large scale application is geared towards developing possible technologies to create a telescope with an increased collecting area and an improved angular resolution.

The current telescopes, Chandra and XMM-Newton, have resolutions of $\sim 0.5''$[47] and $\sim 12-13''$[48] respectively. Planned future telescopes, such as NASA, ESA and JAXA’s combined International X-ray Observatory (IXO)[49] and NASA’s Generation-X mission[50], hope to reach angular resolutions of $\sim 5''$ and $\sim 0.1''$ respectively and collecting areas of over $3m^2$.

There are four main types of X-ray telescope, Kirkpatrick-Baez and Wolter types 1, 2 and 3. A Kirkpatrick-Baez telescope consists of two orthogonal reflecting surfaces to create a double reflection and was suggested in 1948[3]. To increase efficiency and reflecting area, a grid of these plates can be used (figure 2.1) and the efficiency can be improved further still if the plates have a parabolic shape. However, focusing X-rays in this way does have a few problems such as small aperture, poor resolution and geometric aberrations.

In 1952 Wolter[51] produced a study of concentric figures of revolution, such as paraboloids, hyperboloids and ellipsoids, and showed that to achieve a true image over an extended field of view, the X-rays must undergo double reflections from either paraboloid/hyperboloid or paraboloid/ellipsoid combinations. A Wolter 1 (figure 2.2 a)) telescope has two surfaces of revolution, normally a paraboloid followed by
a hyperboloid and the collecting area can be increased by having nested shells, like the XMM-Newton telescope\cite{48}. Wolter 2 telescopes have a paraboloid shell with a hyperboloid block behind the mirror shells, as shown in figure 2.2 b). These are not as widely used as Wolter 1 as they cannot be nested due to the design of the hyperboloid, which limits the collecting area of the telescope. A Wolter 3 telescope (figure 2.2 c)) consists of a paraboloid surface followed by an ellipsoidal surface but as with the Wolter 2 geometry, it is very difficult to nest this form of telescope and so it has a restricted collecting area.

2.2.1 A brief overview of past and present of X-ray telescopes

The Sun was the first object in astronomy to be imaged using an X-ray telescope on a V2 rocket, in 1949\cite{52}, as it was found to have a strong X-ray signal which could be measured and the first X-ray images of the sky were taken in 1962 by rocket-borne telescopes\cite{53}. High Energy Astronomy Observatories (HEAO) were designed to be the first specific X-ray devices launched by NASA. The first HEAO-1, which was launched in 1977, was designed to study and survey the X-ray sky over a range of $0.2keV$ to $10MeV$. The mission lasted eighteen months and detailed readings of a few objects were taken over three to six hour periods. HEAO-2, which was renamed the Einstein X-ray Observatory, was launched in 1978 as the first imaging X-ray mission\cite{54} and had a resolution of $\sim 1''$\cite{53} and a collecting area of $200cm^2$.

Many developments have occurred in the harder X-ray region ($10keV$ to $80keV$), however, this thesis is concerned with the softer region ($0.1keV$ to $10keV$) and associated telescopes. Since the Einstein X-ray Observatory, there have been several X-ray missions including ROSAT (Roentgensatellit) and EXOSAT (European Space
Figure 2.2: Different forms of Wolter telescopes a) type 1, b) type 2 and c) type 3[4].
2.2.1.1 XMM-Newton

The XMM-Newton telescope was launched on December 10\textsuperscript{th} 1999 by ESA as a complementary optic to Chandra\cite{48}. The XMM-Newton telescope consists of three X-ray mirror modules formed by fifty eight nested Wolter 1 shells. The outer diameter of the shells is 700\textit{mm} and the mirrors were formed by electroplating nickel of between 0.66\textit{mm} and 0.9\textit{mm} thickness on to a highly polished ceramic mandrel. The mandrel was coated with a thin layer of gold to create the reflective surface, onto which the nickel was electroplated and the shell was removed by thermal shock. The satellite is 11\textit{m} in length, 4\textit{m} in diameter and the solar array powering the satellite has a span of 16.1\textit{m} and a total weight of 4\textit{tons}, making it the largest satellite ever built by ESA. Figure 2.3 shows an image of the XMM-Newton satellite during the solar array deployment tests at ESTEC, Netherlands. It is the most sensitive instrument within the energy range of 250\textit{eV} to 12\textit{keV}. At 1.5\textit{keV}, the collecting area of the telescope is 1650\textit{cm}\textsuperscript{2} making it almost four times the size of Chandra. The angular resolution of the telescope is $\sim$12-13\textquoteleft, therefore the detail of the images is much less than that of Chandra (figure 2.5), but it can take pictures of objects further back in time and carry out spectroscopy.

Figure 2.3: The XMM-Newton satellite during the solar array deployment test at ESTEC, Netherlands\cite{5}.

Agency’s X-ray Observatory) and the most recent are described below.
2.2.1.2 Chandra

The Chandra X-ray telescope was launched by NASA on July 23rd 1999 by a space shuttle[47] and an artist’s impression of the Chandra X-ray observatory is shown in figure 2.4. The mirrors are the largest, smoothest and most accurately formed X-ray mirrors ever manufactured. The images produced improved the quality of previous images by up to 25% in both detail and sharpness (see figure 2.5). The telescope is 13.8\,m in length and is powered by two solar arrays with a total span of 19.5\,m each and its original lifespan was only 5 years but this has been extended and it is still fully operational. The telescope itself is made up of 4 nested Wolter 1, 833\,mm long, zerodur shells with the inner mirror coated in 600\,Å of iridium and the others coated in gold. This creates a collecting area of 400\,cm\(^2\) at 2\,keV to 5\,keV and 800\,cm\(^2\) below 2\,keV[55]. The average angular resolution of the telescope is 0.5'' with a pointing accuracy of 30'', 99% of the time, which is achieved by removing the known variation in pointing from the images.

2.2.2 The future of X-ray telescopes

There has always been a trade off between angular resolution and collecting area, however, the aim of future missions is to combine the two to create highly sensitive optics.

2.2.2.1 The International X-ray Observatory (IXO)

Both ESA and NASA planned mid resolution, moderate collecting area X-ray telescopes with the aim to be launched in \(\sim\)2020, XEUS (X-ray mission for Evolving
Figure 2.5: a) An image created by combining optical data and X-ray data from Chandra of NGC4258\cite{7} and b) an image of NGC4258 taken by XMM-Newton\cite{8}. The detail is much less than that seen in a).

Universe Spectroscopy) and Constellation-X respectively. However, both realised that the requirements for the telescopes were almost identical and although they would be made in very different ways, it would be beneficial to combine the two efforts and incorporate the JAXA (Japan Aerospace Exploration Agency), to create the International X-ray Observatory (IXO). To date, the schematics and optical design for IXO have yet to be confirmed but it is likely to be either slumped glass, Wolter 1 nested shells, or silicon pore optics in a Wolter 1 approximation (see section 2.2.3). The aims of IXO are to create a telescope with a 3\(m^2\) collecting area, a twenty fold improvement on XMM-Newton, an angular resolution of 5” and to be launched \(\sim2021\)[56]. The main drive is the increase in collecting area which will enable the study of super massive black hole evolution and objects up to a redshift of \(z=6\). It is likely that IXO will be operated on an extendable boom, as was designed for Constellation-X, opposed to two separate spacecraft, which was planned for XEUS.

2.2.2.2 Beyond IXO

After IXO, NASA are planning an ambitious project, called Generation-X[57], to create an X-ray telescope with an angular resolution of 0.1” and a collecting area of 50\(m^2\). With this collecting area, so many sources would be visible that a resolution of \(\sim0.1”\) would be essential in order to differentiate between them. Generation-X would be a huge improvement in both collecting area and resolution. In order to
create such a telescope many suggestions have been made, but a large majority have included adaptive/active optics. This is the aim of the SXO consortium; to investigate this form of technology. If such a telescope could be created then it would be possible to detect and study the first black holes, stars and galaxies\cite{58} at redshifts beyond \( z=6 \). In order to be able to detect the first black holes at a redshift of \( z=15 \), a flux sensitivity of \( 3 \times 10^{-20} \text{erg cm}^{-2} \text{s}^{-1} \) is required, which can only be achieved with a collecting area of \( 50 m^2 \) and an angular resolution of \( 0.1" \). The hunt for the missing baryon mass could also be achieved with this type of telescope as well as detailed study of stellar formation and galactic evolution. Using such a telescope would greatly reduce observing times and therefore more people could access the data and use the telescope to perform vital research to significantly increase our understanding of the evolution and origin of the Universe. Long observations of single objects such as supernovae explosions and Gamma Ray Bursts (GRBs) could also be carried out without interrupting other observing programmes.

### 2.2.3 Methods of X-ray telescope fabrication

In the past the majority of X-ray telescopes have been built using two different methods. One is to electroform the mirror shells from a material such as nickel, whilst the other is to use high precision glass, which is ground to form. ESA’s XMM-Newton mission consisted of three telescope modules, each containing fifty eight nested Wolter 1 mirror shells, as shown in figure 2.6\cite{59}. These shells were produced using ceramic mandrels and electroformed nickel. Ceramic mandrels were
ground to high precision to create high quality surfaces, which were coated in a vacuum deposited layer of gold and placed in the electroforming bath. The nickel was electroformed onto the gold coating and the shell, once completed, was removed by cooling both the shell and the mandrel. Due to the different temperature coefficients of the ceramic and nickel, the shell easily popped off the mandrel. In order to prevent too many handling deformations, the mirror had a series of small holes drilled along the edge and was lifted off the mandrel using a suspended wire frame. A nickel mirror with a gold coating, which is flat to $\sim 10\AA$ and has an accurate form, is left. Finally the mandrel was cleaned and could then be reused. This method creates thin nickel shells with accurate forms which can be nested (figure 2.6) thus creating a large collecting area. The gold coating acts as both a release layer and a reflective coating to improve the reflectivity of the mirrors. This process was also used to create the mirrors on NASA’s Swift telescope, which is a three instrument device designed to detect and monitor Gamma-Ray Bursts (GRBs)[60]. The X-ray Telescope (XRT) on Swift is a Wolter 1 telescope with a collecting area of $135\,cm^2$ at $1.5\,keV$, an angular resolution of $18''$ and operates in the range of $0.2\,keV$ to $10\,keV$.

The other method to produce the mirrors is to grind zerodur ceramic very precisely into the required shape, and then apply a reflective coating such as gold or iridium. These mirrors tend to be very thick and so only a few shells can be nested, reducing the collecting area. An example of this form of telescope is NASA’s Chandra X-ray observatory[61] which consists of four nested zerodur mirrors, shown in figure 2.7. These mirrors have been produced so precisely that Chandra has an average angular resolution of $0.5''$, the best angular resolution achieved in X-ray
Due to the cost and weight restrictions of launching telescopes, new methods of producing X-ray mirrors are being developed. In recent years, a few institutions in America[62] and Italy[63] have started working on glass slumping. Glass slumping is where a sheet of commercially produced glass is thermally slumped over a quartz mandrel. The sheet is then trimmed to create thin glass segments which can be combined in order to create full shells. Usually, a hyperbolic segment and a parabolic segment are created separately and then mounted in pairs to create a Wolter 1 geometry. The sheets used for slumping are usually around 0.4mm thick or less, so it is easy to create nested shells and thus increase the collecting area of the telescope whilst reducing the mass. It is hoped that by using this method a combination of a large collecting area and high angular resolution could be achieved. This was the aim of NASA’s Constellation-X mission (figure 2.8), however, it has now been combined with ESA’s XEUS mission to produce the International X-ray Observatory (IXO).

The Nuclear Spectroscopic Telescope Array (NuSTAR), a high energy X-ray telescope being developed at CalTech, USA and the University of Columbia, USA, will consist of slumped glass mirror segments produced at Goddard Space Flight Center (GSFC), USA. The mirror segments are conic sections which are mounted into a Wolter 1 approximation. NuSTAR will be the first focusing high energy X-ray mission to look at black holes, supernovae explosions and AGN. It will operate...
Figure 2.9: a) Glass slumping at GSFC for the NuSTAR mission. b) An artist’s impression of the NuSTAR extendable deployment mast and optics[12].

Figure 2.10: Construction of silicon pore optics. A sheet of silicon is etched or cut to create channels. The reverse side of the sheet is then coated in either gold, iridium or a multi-layered coating. Multiple sheets are then stacked and compressed to cold weld them together which creates silicon pore optics with a large collecting area. The silicon channels are coated in a layer of SiO$_2$ which is etched to taper the sheets to approximate a Wolter 1 geometry, thus creating an effective X-ray optic.

in the energy range of 6keV to 79keV and should achieve a resolution of $\sim 1\arcmin$ over a 10m focal length. It is due to be launched into a low Earth orbit in August of 2011[12]. Figure 2.9 shows an artist’s impression of NuSTAR and glass sheets being thermally slumped at GSFC, whilst figure 2.8 b) shows an engineering model of the telescope.

Another developing technology is the use of silicon pore optics, which were planned for ESA’s XEUS mission[64]. Sheets of silicon are etched or cut to create a series of channels and a layer of SiO$_2$ is applied which is etched to taper the sheets to approximate a Wolter 1 geometry. The reverse side of the sheet is then coated with either gold, iridium or a multi-layered coating to create a reflective surface. The reflective surface is then cold welded to the top of the channel walls to create square, silicon pores (figure 2.10). A very large collecting area can be achieved with this method.

Another form of X-ray telescope technology is the Micro Channel Plate (MCP)
which have been used as detectors in previous missions (e.g. Chandra), but are now being used as X-ray focusing devices for the Bepi-Colombo mission to Mercury[65]. The MIXS-T and MIXS-C instruments on Bepi-Colombo will use the fluorescence emission of Mercury’s surface, due to the interaction with X-rays produced by the Sun, to create a complete map of the elements on the surface. MCPs are created by forming tubes of glass with a square profile and a soluble support core, which are then drawn out and stacked. The stack is then drawn and stacked and cut to create 1.5\text{mm} thick plates containing $\sim 10^7$ precise square pores[66]. The pores are coated with iridium to provide reflections at various energies. These plates are then mounted as a tandem pair to provide double reflections. By slumping the plates it is possible to approximate a Wolter 1 geometry but with a reduced mass, as the MIXS-T optics will weigh just 2kg, in comparison the XMM-Newton optics weighed $\sim 1000kg$.

2.3 Design of the first large scale prototype optic

2.3.1 Background to the initial design requirements

In order to remain within the weight limit but at the same time increase the size of telescopes, thinner, lighter mirrors or shells are required. Unfortunately, these are prone to deformations and distortions due to gravity, handling and the stresses and excessive vibrations of launch conditions, all of which can damage and distort the mirror and compromise the angular resolution. One solution is to create an optic capable of active adjustment to overcome and correct the deformations introduced during manufacture and launch whilst maintaining a large collecting area. Active alignment of the telescope’s various components would also be achievable thus improving the overall performance of the telescope.

The LAXRO, which is at an initial stage of development, is aimed at providing the necessary active X-ray optics to realise future telescopes such as the Generation-X concept. The design, modelling and testing of the LAXRO was completed at the University of Leicester (UoL); manufacture of the mirror was completed at University College London (UCL); the mounting for the optic during the X-ray tests was designed and engineered at the Mullard Space Science Laboratory (MSSL) and the
piezoelectric devices were designed and manufactured at the School of Metallurgy and Materials at the University of Birmingham (UoB).

2.3.2 Ellipse theory

Traditionally, X-ray telescopes utilise two reflections off consecutive conic sections (paraboloid and hyperboloid in the case of a Wolter 1 telescope, section 2.2). An ellipse is a very basic example of a single reflection surface telescope. As an ellipse has two foci, if a ray or source is placed at one focus, and is reflected off the inside of the ellipse surface, then a perfect image will be formed at the other focus (see figure 2.11). This is because the sum of the angles from the tangent to the rays always equal a constant i.e. $a + b = c$.

Ellipses are conic in shape and have an eccentricity of less than 1 and in the case of a circle, the eccentricity is 0. The quadratic equation to describe an ellipse is given by equation 2.1

$$ax^2 + bxy + cy^2 + dx + ey + f = 0 \quad (2.1)$$

but it can also be paramatised as shown below. For example, the radii from the two foci add to give double the semi-major axis and the semi-major and semi-minor axes can be used to give the eccentricity, $e$, as shown in equation 2.2:

$$e = \sqrt{1 - \frac{B^2}{A^2}} \quad (2.2)$$

and

$$r_1 + r_2 = 2A \quad (2.3)$$

where $A$ and $B$ are the semi-major and semi-minor axes respectively. Although integration should be used to find the circumference, a good approximation can be
Figure 2.12: An ellipse with centre $C$ and focus $F$

found by using

$$\text{Circumference} \simeq 2\pi \sqrt{\frac{A^2 + B^2}{2}}$$  \hspace{1cm} (2.4)

The radius of the ellipse (as shown in figure 2.12) can be found using the angle from the semi-major axis to a point on the ellipse and using the equation

$$r = \frac{A(1 - e^2)}{1 + e \cos \theta}$$ \hspace{1cm} (2.5)

This can then be used to give the $x$ and $y$ positions of the point on the ellipse and is demonstrated in figure 2.12.

$$x = C + r \cos \theta$$ \hspace{1cm} (2.6)

$$y = r \sin \theta$$ \hspace{1cm} (2.7)

The $x$ and $y$ positions can also be found using the semi-major and semi-minor axes.

$$\frac{x^2}{A^2} + \frac{y^2}{B^2} = 1$$ \hspace{1cm} (2.8)

Equation 2.8 was utilised to define the radii of curvature and vertical position of the prototype based on its location within the testing facility.

An ellipsoidal segment can be produced by turning an ellipse into a surface of revolution and by using such a segment, a simple single reflection, point-to-point focusing device is formed. The above equations were used to design the first prototype optic and therefore create a simplified example and test of an adaptive X-ray optic with the application of piezoelectric actuators to provide in-situ manipulation of the optical surface. As only one surface was used i.e. a single reflection, only on-axis rays were focused but this simplified the design of the mirror of the first prototype and testing of the optic.
2.4 Large scale prototype optic designs

The initial concept was to take a standard X-ray optic, apply piezoelectric devices to it to actively manipulate the reflecting surface and then examine the effects. In order to simplify the initial test concept, it was decided that the first mirror would be an ellipsoidal segment to provide a single reflection, point-to-point, focusing device. If the X-ray source and the detector of the testing facility, are placed at each of the foci of the ellipse and the mirror is a section of that ellipse, then the X-rays produced at the source will be focused at the detector (see section 2.3). The optic’s size and shape was governed by the size of the testing facility and the position of the access flanges in the TTF. The TTF is a 28m long X-ray beam line within UoL with an X-ray source, capable of producing energies in the range of 0.1keV to 100keV, and an MCP detector. Along the length of the beam line is a series of access flanges to allow for easy mounting of optics. A full description of the testing facility can be found in section 2.9. The LAXRO was placed close to the detector to allow easy installation, which made the optic asymmetrical and in order to make manufacture of the mirror easier but retain a larger surface area, the axis of the ellipse was tilted compared to the axis of the TTF. This required the detector position to be raised in the Z direction by 141.06mm in order to detect the reflected beam, but allowed the semi-minor axis of the ellipse to be increased and thus the ellipsoidal segment to be flatter and closer to a cone in form.

Approximately 4m away from the detector are three access flanges spaced 0.5m apart and to accommodate a reasonable distance between the optic and the detector, the optic was sited at the second access flange. Although the optic was not placed in the facility via the flanges, access was required for the piezoelectric actuator electronics and controls. The optic was designed to be placed in the central flange, as this would allow easy access to the optic from the other two flanges and also room for manoeuvre if the optic’s form was not quite to specification. The geometric design of the mirror was carried out by the author at UoL by using the equations described in section 2.3.2 and the dimensions of the TTF, the ellipse parameters were calculated and are shown in table 2.1.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optic width (radial)</td>
<td>100mm</td>
</tr>
<tr>
<td>Optic length (axial)</td>
<td>300mm</td>
</tr>
<tr>
<td>Ellipse semi-major axis</td>
<td>14145mm</td>
</tr>
<tr>
<td>Ellipse semi-minor axis</td>
<td>228mm</td>
</tr>
<tr>
<td>Distance of the optic from the detector</td>
<td>4402.5mm</td>
</tr>
<tr>
<td>Radius of curvature at the front of the optic</td>
<td>169.8mm</td>
</tr>
<tr>
<td>Radius of curvature at the rear of the optic</td>
<td>165.3mm</td>
</tr>
<tr>
<td>Grazing angle</td>
<td>1.163°</td>
</tr>
<tr>
<td>Sagittal distance from a cone</td>
<td>0.03mm</td>
</tr>
</tbody>
</table>

Table 2.1: A table showing the ellipsoidal segment dimensions for the first prototype optic. The semi-major and semi-minor axes of the ellipse are governed by the dimensions of the TTF. The optic was very close to a cone in form as can be seen by the sagittal difference between a cone and the optic. The level of asymmetry can be seen in the difference in the radii of curvature at the front and the back of the optic. The grazing angle achieved allowed energies up to \( \sim 5\text{keV} \) to be focused during the tests.

### 2.5 Production of the large scale optic

The ellipsoidal segment was manufactured in a similar way to the production of the XMM-Newton mirror shells. The mirror was produced by electroforming a nickel shell using a mandrel of inverse form. The mandrel was designed (figure 2.13 a)) and produced at UCL by taking a solid block of aluminium which was milled to the correct form (figure 2.13 b)) and was then coated with a 100\( \mu \text{m} \) layer of kanigen, a nickel alloy. This made it easier to hand polish the surface to the correct figure with low surface roughness (\( \sim 2\text{nm} \)), as shown in figure 2.13 c). The mandrel was designed with a series of wasters to avoid curving of the edges due to the polishing process. As kanigen is a nickel alloy, to prevent the nickel bonding directly to the kanigen and to allow easy release of the mirror after electroforming, a passivation layer was required. As the nickel would bond directly to the release layer, it needed to be a material with a high X-ray reflectivity such as gold (as used in XMM-Newton) or iridium (Chandra). Gold was selected as it was shown to be both an effective release layer and would reflect a high percentage of X-rays. To create the release layer, a 30\( \text{nm} \) layer of gold was vacuum deposited onto the mandrel’s surface prior to the electroforming process. The processes used to create the mandrel are displayed in figure 2.13.

UCL are able to electroform small segments and mirrors in an in-house facility.
Figure 2.13: The production of the mandrel for electroforming the optic. The mandrel was designed to have wasters which can be removed to improve the consistency of the thickness of the nickel and to prevent rounding of the edges due to grinding and polishing. 
a) The mandrel’s schematic before manufacture which was cut from a block of aluminium and coated in a 100µm layer of kanigen and then ground to form by hand. 
b) The mandrel after it had been milled to the rough shape required. 
c) The mandrel after polishing and 
d) the mandrel after the 30nm gold layer has been deposited, shown with the wasters detached. Images provided by UCL.
which is approximately 0.6\,m x 0.6\,m x 1\,m tall and is shown in figure 2.14 b). Due to the electron currents within the tank, the shell was thicker towards the edges than in the middle. Several methods exist to reduce this problem, the mandrel can be rotated during electroforming, wasters can be used to increase the size of the shell and the edges can then be removed after replication, or a sacrificial electrode can be used. Due to the size of the facility at UCL, spinning the mandrel would have been difficult so wasters and a sacrificial electrode were used. COMSOL Multiphysics was used to calculate the electron currents within the tank to optimise the thickness of the mirror. Extra electrodes were placed around the mandrel in order to attract the thicker nickel deposits to the edges which could then be removed with the wasters. The electroforming process is displayed in figure 2.14.

Several initial cylindrical nickel prototype optics of varying thickness were produced, with a radius of curvature of 154\,mm, and size 200\,mm by 100\,mm, slightly smaller than the full elliptical prototype. The purpose of these pre-prototypes was to investigate the electroforming process and the techniques required to bond the piezoelectric devices to the mirror. Figure 2.15 shows one of the cylindrical pre-prototypes after replication and with a few actuators bonded onto the back.

Full details of the manufacture processes of the mirror are described in “Future high-resolution X-ray telescope technologies: prototype fabrication methods and finite element analysis” by Atkins et al.[67]. This method produced a gold coated, nickel, ellipsoidal segment of 100\,mm x 300\,mm x 0.4\,mm thick.

The School of Metallurgy and Materials at UoB investigated and produced curved piezoelectric actuators to reduce the stress on the optic due to bonding (section 2.5.1). Thirty curved piezoelectric actuators were attached to the reverse side of the mirror, to provide the active adjustment of the surface. To bond the actuators to the mirror, low shrinkage glue of $\sim 0.1\%$ was used to further reduce the stress due to bonding and to prevent print-through, where the shape of the device can be seen on the mirror’s reflecting surface. Unfortunately the radius of curvature of the piezoelectric actuators did not completely match the radius of curvature of the optic. In order to prevent air bubbles from forming under vacuum and to ensure that the entirety of each actuator was attached to the optic, the gaps were filled with excess glue. Figure 2.16 a) shows the reverse side of the optic after the actuators
Figure 2.14: The production technique of the LAXRO by electroforming. a) The mandrel was prepared before the electroforming by placing non conducting tape between the gaps of the wasters and main body of the mandrel to enable the removal of these areas after electroforming. Tape is also placed around the outside of the mandrel to prevent electroplating in these regions. b) The in-house electroforming tank at UCL, approximately $0.6m \times 0.6m \times 1m$ tall. c) The optic and mandrel once they had been removed from the tank after the electroforming process had been completed. d) The optic once it had been removed from the mandrel. e) The areas which were plated over the wasters can easily be removed. It is clear that this area is thicker and contains a lot of air bubbles. Images provided by UCL.
Figure 2.15: One of the pre-prototype replicated segments. a) The segment after replication shown with the wasted section which was removed after electroforming. b) The pre-prototypes reflecting surface shown with some damage from cleaning. c) The pre-prototype front and back with a few piezoelectric devices attached. d) The pre-prototype sitting on the aluminium frame showing the difference in size between the pre-prototype and the first elliptical prototype optic. Images provided by UCL.
were attached. The thirty piezoelectric actuators were numbered in sequence and the piezoelectric device number is shown with the thickness of that actuator. The thicknesses of the devices ranged from $165 \mu m$ to $265 \mu m$ but is not known for all the actuators and some required resputtering to the outer surface (where the gold coating is reapplied). The top three rows of piezoelectric devices used were produced for the cylindrical pre-prototype optics. Due to the error margins in the radii of curvature of the actuators, these actuators had a very similar radius of curvature to one end of the elliptical prototype mirror and so could be used over a small section of the optic. In figure 2.16 b), the attached piezoelectric actuators have been harnessed where all the electrodes for the piezoelectric devices have been soldered and wired up to the 32-pin connector, which was then connected to the actuator control system. The actuator electrodes were harnessed along the gaps between the piezoelectric devices to limit and reduce the thickness of the composite mirror as the aim of the project is to create a thin adaptive X-ray optic. The composite mirror, optic, variable glue layer and the actuators, is approximately $1 mm$ thick, comparable to the thicker XMM-Newton shells.

### 2.5.1 Piezoelectric actuators

The School of Metallurgy and Materials at UoB fabricate their own piezoelectric actuators; both piezoelectric plates and Active Fibre Composites (AFCs)[30][31]. The production of curved piezoelectric actuators was investigated, to reduce the stress on the optic during and after bonding, and were designed to match the radius of curvature of the large scale prototype. The surface quality of these actuators is better than those that are currently commercially available, which further reduced the effect of print-through on the optical surface. Thirty curved piezoelectric actuators were bonded directly to the back of the ellipsoidal nickel shell in a ten by three arrangement.

The adhesives used to bond the piezoelectric devices were required to be of extremely low shrinkage ($<1\%$), because shrinkage can easily warp and damage the optic’s surface and cause print-through. In the past this problem has been solved by the use of UV curing adhesives, however, UV curing was not practical for the prototype design because both of the bonding surfaces were opaque. Conductive glue
Figure 2.16: The reverse side of the large scale adaptive optic after the actuators had been attached. 
a) The thirty piezoelectric actuators have been numbered in sequence. The number is shown along with the thickness of each actuator which ranges between $165\mu m$ and $265\mu m$. The thickness is not known for all of the actuators and some required respattering, where the gold coating is reapplied to the outer surface. The top three rows were actually piezoelectric actuators produced for the cylindrical pre-prototype optics, but have a very similar radius of curvature to one end of the elliptical prototype mirror and so could be used over a small section of the optic. b) The attached piezoelectric actuators have been harnessed where all the electrodes for the piezoelectric devices have been soldered and wired up to the 32-pin connector which was connected to the actuator control system. Images provided by UCL.
Figure 2.17: The piezoelectric devices for the first elliptic prototype were 32mm x 29mm and are ~200µm thick. They were coated in gold to create a conducting surface. The piezoelectric actuator is shown with the two electrodes attached, one is the ground wire whilst the other provides the voltage for the movement. The ground wire is accessed by removing a small amount of the top layer in one corner.

was also not required because the piezoelectric plates produced by UoB provided access to the base electrode directly, as a small section of the top surface is removed (figure 2.17). Several curved piezoelectric actuators were developed (as shown in figure 2.18) with the same cylindrical profile as the pre-prototypes, to investigate various types of adhesives and the thickness of the glue layer. The thickness of the glue was controlled by mixing glass beads, with a diameter of 80µm, in to the glue to act as spacers. One of the pre-prototype optics was cut into sections after several piezoelectric devices had been bonded in order to study the quality of the bonding between the optic and the actuators. Figure 2.19 shows the cross section (taken with an SEM at UoB) of the optic, glue layer, and the actuator, with some of the glass beads visible within the glue layer. The bonding between the actuators and the mirror was reasonably consistent and the thickness of the glue was also quite regular. Some areas of the mirror appear to have bonded slightly better, but overall the bonding was quite successful.

For the first elliptical prototype design, the thirty piezoelectric devices were roughly square in shape, 32mm by 29mm, to give almost the same amount of movement in both directions. The size of the actuators was determined by the need to allow for a ~1mm gap in between each of the piezoelectric devices. Although the gaps were predicted to and were shown to cause junction effects on the mirrors surface (see section 2.6), the low shrinkage glue and shape of the piezoelectric devices limited the effect. FEA modelling at UoB determined the optimum thickness of the piezoelectric devices to be 200µm, in order to give the maximum amount of
Figure 2.18: a) and b) show curved piezoelectric actuators. c) The piezoelectric devices have been curved over a former with the correct radius of curvature. By using pre-curved piezoelectric devices, it was hoped that print-through and stress on the optic could be reduced. Normally a conductive glue is required to access the bonded electrode, however these piezoelectric actuators have access to the electrode as a small section of the top surface is removed. Low shrinkage glue was also used to prevent print-through. Images provided by UoB.

Figure 2.19: A cross section taken through one of the pre-prototype mirrors showing the optic thickness, glue layer and the actuator. Within the glue layer, several 80$\mu$m diameter glass beads are visible which were used as spacers to control the glue thickness. This image was taken using an SEM at UoB.
movement of the nickel, thicker than this restricted the actuator’s movement due to stiffness whilst thinner reduced the effect of the actuator. Figure 2.17 shows the dimensions of the piezoelectric devices and also shows the two electrodes which were attached to the actuator, where one was the ground electrode whilst the other provided the voltage to the actuator. The electrodes used were 100\(\mu\)m thick enamelled copper wire, which were soldered to the actuators post cure using indium solder, as it bonds to both copper and the gold surface of the actuator and has a low melting point.

The thirty piezoelectric devices were operated by a high voltage amplifier which in turn was controlled by a computer. The controller provides a 10\(V\) range from -5\(V\) to +5\(V\), with the common ground set to +5\(V\), which was then amplified by twenty to create the voltage range of -100\(V\) to +100\(V\). The electrodes were harnessed to the back of the optic using vacuum compatible acrylic tape and were attached to a 32-pin connector which connected directly to the actuator controller (figure 2.16).

### 2.5.2 Mounting of the optic

A structure to support the mirror during the X-ray and metrology tests was designed jointly at MSSL and UCL. The support structure consisted of three individual sections which were connected together. The first section was designed at UCL and supported the optic along its axial edges which allowed it to move as the piezoelectric devices were actuated. It consisted of a simple rectangular aluminium frame, the edges of which were coated in foam developed for space missions and created by Upilex®[13]. This allowed for the movement of the mirror, due to the piezoelectric devices, without restriction, whilst still providing the support needed. Details of the specification and manufacture of this section of the mounting can be found in Atkins et al.[67].

The schematic and manufactured frame are shown in figure 2.20. The optic was supported along the axial edges as it was shown, through FEA modelling performed at UCL, that this would create the minimum axial distortion, due to gravity and stress, on the optic.

The second section of the mounting attached to the base of the first section and contained the micrometers for the pitch and yaw (\(\theta\) and \(\phi\) in figure 2.48) adjustments
Figure 2.20: a) The schematic of the frame and b) the completed aluminium frame for the optic support during the tests. The optic rested along its axial edges as this was shown to produce the least amount of axial distortion on the optic. The edges of the support structure were coated with vacuum compatible foam produced by Upilex®[13], as this provided the support required, whilst still allowing the piezoelectric devices to operate without restriction. Images provided by UCL.

of the optic. This section was also used to manoeuvre the optic to the correct position within the tunnel which was passed down the facility from the clean room at the detector end to the required position within the pipe. Plastic skis were placed on this section of the mount to enable the support structure to be moved down the pipe without damaging the optic, micrometers or the pipe and to keep the optic balanced in the centre of the pipe. The final section attached to the base of the second section of the support structure and supported the entire structure off the access flange. Three height adjustable support legs attached to the flange and raised the structure off the skis and into the correct position within the pipe. The flange had connectors attached to be able to connect the electronics for both the piezoelectric actuators and the micrometers to the computer control system. A CAD diagram of the structure can be seen in figure 2.21 and figure 2.22 shows the finished mounting and how it was built up.

As the optic was only supported along the axial edges by the support structure, the mirror sagged slightly due to gravity. This error introduced to the mirror was removed by adjusting the height of the support legs and therefore the radius of curvature of the ellipsoid. This process was completed during the alignment of the optic within the TTF and required an adjustment of approximately 1mm.
Figure 2.21: a) The optic support structure developed by UCL. Space foam is placed along the axial edges of the support to allow support but also allow full movement as the piezoelectric devices are actuated. b) All three sections of the support structure assembled together with the optic and attached to the flange. c) The full structure within the TTF above the flange. Images provided by MSSL.

Figure 2.22: The finished support structure. a) The lower section of the mount with the three height adjustable support legs. These were attached to the flange and raised the rest of the structure off the edges of the pipe. The flange provided the connection between the micrometers, the piezoelectric devices and the computer control. b) The flange section attached to the micrometre section with the plastic skis which supported the optic whilst it was passed down the facility. c) The entire mounting with the soft mount attached. Images provided by MSSL.
2.6 Metrology of the large prototype optic

A series of metrology tests were carried out on the prototype optic and mandrel at both STFC Daresbury Laboratory and UCL, before the X-ray testing. Prior to the shell replication, Wyko measurements of the mandrel’s surface were taken at UCL, these gave an indication of the expected surface roughness for the mirror as it was found that an electroformed shell will replicate approximately double the surface roughness of the mandrel. A Wyko interferometer uses white light instead of a laser, and matches the paths of the various wavelengths to create the interference fringes. The short coherence length results in a good contrast in fringes if the two paths are close in length and there is no ambiguity in the fringe order number[68].

The cylindrical mandrel, made from polished stainless steel, was tested first and the elliptical mandrel, made from polished kanigen, was tested subsequently. Kanigen was found to be easier to polish and this was reflected in the higher quality of the surface finish. The Wyko measurement of the cylindrical mandrel, figure 2.23, showed an RMS surface roughness of around ∼4nm which lead to an optic with an RMS surface roughness of between ∼6nm and 8nm. The elliptical mandrel was also tested in the same way and was found to have an RMS surface roughness of ∼2nm (figure 2.24). This was deemed to be sufficient for the first series of tests, although in order to keep the total integrated scatter (TIS) to a few %, the surface should have an RMS roughness of ∼1nm or less.

\[
TIS = 1 - \exp\left(-\left(\frac{4\pi\theta_g\sigma}{\lambda}\right)^2\right) \tag{2.9}
\]

As described in section 1.4, equation 2.9 describes the percentage of rays which are scattered by an RMS surface roughness of \(\sigma\), at a grazing angle of \(\theta_g\) and wavelength \(\lambda\). Using this equation, at 1keV, a grazing angle of 1.163° (table 2.1) and an RMS roughness of 2nm, 15.58% of rays would be scattered. To reduce this to below 10% at the same wavelength and grazing angle, the RMS surface roughness would need to be less than 1.5nm. With a surface roughness of 4nm, 6nm and 8nm, the TIS would be 49.2%, 78.2% and 93.3% respectively making it essential to reduce the RMS surface roughness to prevent the X-ray images being dominated by scatter.

The Long Trace Profiler (LTP) at STFC Daresbury Laboratory was used to
Figure 2.23: The Wyko data of the cylindrical stainless steel mandrel provided by UCL. Over this small region, the surface was found to have an RMS surface roughness of $\sim 4 \text{nm}$. This was replicated on to the optics surface, giving a surface roughness of $\sim 6 \text{nm}$ to $8 \text{nm}$.

Figure 2.24: The Wyko data of the elliptical kanigen mandrel provided by UCL. Over this small region, the surface was found to have an RMS surface roughness of $\sim 2 \text{nm}$. This was replicated on to the optics surface and gave a surface roughness of $\sim 4 \text{nm}$ to $6 \text{nm}$. This was an improvement on the cylindrical mandrel, and deemed sufficient for the first series of tests.
measure the profile of the mandrel, the mirror shell after release but before the attachment of the piezoelectric actuators and finally the mirror after the actuators had been bonded. These measurements were then used to assess the quality of the electroforming and the degradation introduced by the attachment of the piezoelectric devices.

The LTP is an optimized non-contact profiling instrument, which measures the slope and the absolute surface figure of mirrors with very large radii of curvature[14] and is based on the principle of the pencil beam interferometer developed by von Bieren[69]. The local slope profile along the length of a mirror is measured by the change in the angle of a reflected laser beam and the only criterion for measurability of an optic is that the reflected beam from the test surface reaches the optical system to be focused on the detector. The LTP is most commonly used to measure the accuracy of the large mirrors with large radii of curvature used in synchrotron radiation sources to focus the beam. The tolerances on the synchrotron mirrors are such that the LTP can measure less than 1µrad slope error on the surface of the mirror.

Figure 2.25 demonstrates how an LTP works, where an optical head is moved along a translation stage across the length of the mirror. A laser is split into a pair of collinear beams which are then split again into two pairs by a polarising beam splitter (PBS). One pair is directed into the reference beam arm (REF) and the other is directed to the test surface arm (SUT). Once the beams have been reflected from the test and reference surfaces, both sets are directed back into the optical head and into a Fourier Transform lens. This then focuses the beams onto the linear detector array, creating two sets of interference fringes. The difference between the positions of the minima is a direct measure of the slope of the surface. Figure 2.26 shows the inclusion of a Dove prism in the reference beam arm to remove any measurement errors due to static sag of the translation stage due to gravity, and dynamic sag caused by the shifting load of the moving optical head. In the LTP at STFC Daresbury Laboratory a Pentaprism is used instead of a Dove prism to achieve the same goals.

The measurements are extremely sensitive to the temperature fluctuations of the surrounding atmosphere which causes a slow drift of fringe position of several
Figure 2.25: Operation of a Long Trace Profiler (LTP). A Laser beam is split into two pairs of collinear beams. One of the pairs is directed through the reference arm and reflected back by the reference surface, whilst the second pair are directed towards the test surface and reflected back into the optical head. Once the beams have been reflected, they are focused onto a linear array detector by a Fourier Transform lens, creating two sets of interference fringes. The separation of the minima gives a direct measure of the slope error on the mirror[14].

Micro radians over time periods of minutes to hours. Temperature fluctuations are reduced by mounting the LTP within a sealed unit where the temperature and atmosphere can be controlled using sensors. Errors induced by vibrations are removed by mounting the LTP on a solid granite block which is placed on legs, which in turn are resting on solid concrete foundations. Figure 2.27 shows the optic with piezoelectric devices attached to the back, set up on the LTP. The optic was set up on the aluminium frame, designed for the X-ray tests on top of the granite table.

Due to the high radii of curvature of the mandrel and prototype optic compared to the curvature of the synchrotron mirrors, limited axial strips of the surfaces were taken and then stitched together to approximate the surface form.

The mandrel was tested first; sixteen axial strips were measured, along 290mm and approximately 6.25mm apart, across the surface and are shown in figure 2.28. It was found that the mandrel’s profile was close to the theoretical form in terms of the maximum displacement, however it was misaligned leading to a hump having been
Figure 2.26: a) and b) operation of a Long Trace Profiler with the addition of a Dove prism. The Dove prism removes the mechanical errors introduced by the static sag of the translation stage due to gravity and the dynamic sag due to the optical head moving along the translation stage[14]. The LTP at STFC Daresbury utilises a Pentaprism for the same purpose.

Figure 2.27: The mirror with the thirty piezoelectric devices attached to the reverse, being scanned by the LTP. The optic was set up on the aluminium frame, designed for the X-ray tests, on top of the granite table. The height and stability of the granite table is controlled precisely so that no vibrations of the granite are picked up by the LTP. The laser is on a computer controlled translation stage which also calculates the slope of the optic’s surface. The whole arrangement is contained within a sealed chamber which prevents any distortions caused by air currents or temperature variations.
created at one end. The top frame of figure 2.28 shows the measurements taken (in varying colours) and the theoretical profile, i.e. the form the mandrel should have had, in black. The lower frame demonstrates the difference between the actual measurements taken using the LTP and the theoretical form. All of the graphs showing the subtraction of the perfect optic have been shifted and centred around the 0 point. Due to the length of the axial strips which were measured, the data covering the ends of the mandrel were extrapolated to cover the full length. This extension was only required for the last 10\text{mm} of the surface and was calculated using a least squares fit to the last few points of measured data. One of the axial strips had a large error around 220\text{mm} along the length of the mandrel, which was due to a calculation error and was not a real feature on the surface of the mandrel.

The released mirror was measured by taking eleven axial strips, 270\text{mm} long and 7.5\text{mm} apart, across the surface. Figure 2.29 shows plots of the theoretical data and the measured data. In the top frame the theoretical profile is shown in black and each individual strip of measured data are shown in various colours. The lower frame shows the difference between the theoretical profile and each of the measured data. This difference gives a clear indication of the shape of the released mirror. During the measurements, the mirror was mounted on the aluminium frame so the shape measured was as close to the shape the mirror had during the X-ray tests. As the scans were only 270\text{mm} in length, a least squares fit was used to extrapolate the data to cover the full 300\text{mm} of the mirror. It is clear from the plots that the optic was a lot flatter than it should have been, which changed the focal length and its required position with respect to the source and detector.

Figure 2.30 shows a comparison between the expected profile of the mirror, based on the scans taken of the mandrel's form, and the actual profile of the released optic. The eleven scans taken of the released mirror were compared to eleven scans of the mandrel. The nature of the plot demonstrates that the mirror was distorted due to stress during the release process and thus created a flatter optic than expected.

The optic with the piezoelectric actuators was scanned in single axial strips over a length of 290\text{mm} across the centre. It was tested with the power supply to the actuators turned off and then with the power supply turned on to illustrate the reaction of the piezoelectric devices. When the power supply was switched on, the
Figure 2.28: The measurements taken of the profile of the elliptical mandrel using the LTP at STFC Daresbury Laboratory. The top graph shows the expected theoretical form is shown in black and the sixteen axial strips taken with the LTP are shown in varying colours. The lower graph shows the difference between the theoretical profile and the axial strips. The strips were 290\(mm\) in length and separated by 6.25\(mm\). The data for the extra 10\(mm\) of the mandrel was extrapolated using a least squares fit of the last few points of real data. The error in the 1.75\(mm\) data set is a calculation error and was not a real feature on the mandrel.
Figure 2.29: The scans taken of the released ellipsoidal mirror prior to any actuators being attached. The top graph shows the scans which were measured across the optics surface are shown in various colours, with the theoretical form of the mirror shown in black. The bottom graph shows the difference between the expected mirror profile and the actual profile which was measured with the LTP. These plots show that the mirror was a lot flatter than was expected which changed the focal length of the optic and therefore its required position with respect to the source and detector. The axial strips were 270mm in length and separated by 7.5mm. The measurements were extended across the full length of the mirror by extrapolation using a least squares fit method.
Figure 2.30: A comparison between the mandrel’s profile and the profile of the released mirror. The plot clearly shows that the mirror was distorted due to stress during the release process and this caused it to be flatter than expected. Eleven scans have been compared to produce this plot as eleven scans of the released optic were measured.
actuators were set to 0V, however, due to the nature of the actuator control system this is equivalent to +100V on all the actuators. This is evident in the scans shown in figure 2.31, where the difference between the power supply being switched on and off is plotted along with the theoretical measurements. When the power supply was switched off, the PZT plates are allowed to relax, stretch and contract which also contributes to the differences in the measured profiles. As with the previous plots, the data were extended to cover the full 300mm of the optic using a least squares fit method. The red vertical lines, in both plots, illustrate the positions of the actuators along the length of the optic and at several of these positions it is clear that print-through has occurred on the optic. Once the theoretical form of the optic had been removed from the scans, this effect was accentuated and is shown in the lower frame of the plot. It is believed that this effect was caused by the variable glue layer thickness between the actuators and the optic. There was a considerable amount of variance in the radii of curvature of the actuators which led to a mismatch between the actuators and the mirror. Due to time constraints, the radius of curvature of each individual piezoelectric device could not be measured to find its optimum position on the optic. The gaps created by the mismatch were filled with excess glue to prevent air pockets which could have led to actuators being removed from the mirror when within a vacuum. It was also essential that the whole of each actuator was completely bonded to the optic. This excess glue probably caused a glue layer of up to 500µm thickness instead of the optimum of 80µm, which led to the print-through on the mirrors reflecting surface. The gaps in between the individual actuators added to this effect as predicted and unfortunately this could not be removed by the actuators.

The difference between the scans taken of the released mirror and the scans of the actuators with the power on and off, were calculated and plotted to produce figure 2.32. This illustrates how the addition of the piezoelectric devices has affected the form of the mirror and also shows the extent of the print-through effect on the mirrors surface as described previously. The positions of the actuators are shown here in black with the differences between the scans shown in various colours. As with the above plots, the data has been extended to cover the full length of the mirror using a least squares fit method.
Figure 2.31: The top graph shows axial scans along the centre of the mirror with thirty piezoelectric devices attached are plotted, with the power supply to the actuators turned off, on and the difference between the two. With the power on, all the actuators are effectively at +100\,V even though they were set to 0\,V, which is demonstrated in the plot of the difference between the power being on and off. The red vertical lines represent the positions of the piezoelectric devices along the length of the mirror. The lower graph shows the plots once the theoretical profile of the mirror has been subtracted, which accentuates the print-through effect seen on the mirror’s surface.
Figure 2.32: The difference between the released optic and the addition of the piezoelectric actuators. Here the positions of the piezoelectric actuators are shown in black and the various scans are shown in different colours. The top frame is the comparison with the actuators turned off and the lower frame shows the comparison with the power turned on. The extent of the print-through from the actuators described earlier, is clearly visible in both of these plots.
2.7 Modelling the performance of the large prototype optic

All the modelling of the prototype mirror was performed in a ray-tracing program called Q (see section 1.5). Several aspects of the LAXRO were researched and modelled using this software. Firstly, a model of the perfect prototype optic was produced to check that the optic would perform as expected and to also provide a base model to which other features could be added. These included:

- surface roughness
- the effect of gravitational sag on the optic
- the figure error of the mandrel and subsequent release
- the influence of integration of the piezoelectric devices
- the activation of the piezoelectric actuators
- the adjustment algorithm - similar to simulated annealing

2.7.1 The basic ellipse model

The model was set up with the dimensions of the TTF, with the source and detector at the foci of the ellipse and the segment \(\sim 4.4\,m\) from the detector, in line with the centre of the three flanges. The mirror was also specified to be 300\(mm\) in length and 100\(mm\) in width and initially a perfect gold surface was modelled. An image was produced which represented the rays originating from the source, hitting the mirror’s surface and finally reaching the detector. In addition, the expected response of the detector to the X-rays was simulated and multiple models were produced by varying the mirror’s surface roughness. Deformation matrices were also included to create rotation of the optic about its axes.

The source was set at an energy of 1.25\(keV\) and the detector was chosen to be 250\(mm^2\) so that all the rays, even those which missed the optic, would be displayed. Two apertures were specified, one in front of the source and one in front of the optic so that only the optic would be illuminated by the X-rays. Figure 2.33 shows the
image of the model described. Figure 2.33 top left, shows the X-rays which were produced by the source and either hit the mirror and been reflected towards the detector or have missed the optic completely. The ellipse, on which the segment was based, is shown in black whilst the TTF outline is shown in blue, which illustrates the tilt of the ellipse axis in relation to the axis of the TTF. Figure 2.33 top right, is the simulated detector response and the reflected rays are surrounded by a red circle whilst the rays which did not hit the optic can be seen at the bottom of this image. The lower frames are zoomed in images of the top frames. The bottom left of figure 2.33 shows the rays hitting the mirror and being reflected to the detector and the bottom right of figure 2.33 is an enlarged view of the detected reflected rays. It should be noted that for a perfect optic, the resolution is limited by the detector’s pixel size, in this case 0.21\text{mm}. Similar images were produced for the rough surfaces and for small amounts of rotation and deformations that were added.

In order to model the rotation of the optic in both $\theta$ and $\phi$ (figure 2.48), the axes of the optic were rotated by small steps in each direction. The Half Energy Width (HEW) of the detected image was measured by simulation at each increment and graphs were drawn to give an indication of the sensitivity of the optic. The plots are shown in figure 2.34, with the graphs for $\theta$ and $\phi$ on the top and bottom respectively. From these graphs it is clear that the optic was more sensitive to rotation about the Y axis, $\phi$, than rotation about the X axis, $\theta$, as this is effectively rotating the optic around the ellipse.

### 2.7.2 Modelling the gravitational sag

As described in section 2.9, the optic was supported along the axial edges in order to allow for full movement of the mirror as the piezoelectric devices were actuated. Therefore, there was a small amount of gravitational sag on the optic due to the lack of support along the centre of the mirror. The 300\text{mm} \times 100\text{mm} \times 0.4\text{mm} nickel prototype optic was modelled, at UCL using COMSOL Multiphysics, sitting within the support structure with thirty piezoelectric actuators attached to the back. The results of this model were then included as a deformation matrix in the base model of the prototype in Q. The maximum displacement, over the length of the optic due to gravity, predicted by the data from the COMSOL Multiphysics model was
Figure 2.33: An example of an illustration produced in Q. In this model, a perfect simulation of the ellipse prototype mirror was completed. The top left shows the ellipse in black and the outline of the TTF is shown in blue. The two axes on this plot are not to scale and the axis of the ellipse is tilted with respect to the TTF axis. The detector and source are at the foci of the ellipse. The change in the tunnel’s width can also be seen on this plot. Top right shows the full detected image with the rays which have not been reflected by the optic at the bottom of the image. The red circle represents the area of interest which was used to calculate the HEW values. This shows the outline and shape of the optic. Bottom left is a zoomed in image of the rays being reflected by the optic and then hitting the detector. Bottom right is a zoomed in view of the focused spot. The resolution of this image is limited by the detector’s pixel size, 0.21mm.
Figure 2.34: Results from the models of the rotation in the X, \( \theta \), and Y, \( \phi \), axes in top and bottom respectively. It is clear from these graphs that the optic was more sensitive to rotation about the X axis, \( \theta \) than the Y axis, \( \phi \) as rotation in the \( \theta \) direction is effectively a rotation around the ellipsoid’s axis.
Figure 2.35: The basic ellipse model with the gravitational sag deformations added in Q. This image has the same set up as in figure 2.33. It can be seen that the focused spot has been spread out in to a fan shape. The vertical detected distribution can also be seen in the lower right hand frame of this image. For a focused spot, a single central peak would be seen. The detected image was measured by simulation using Q to have a HEW of 13.77”, close to what was predicted using the COMSOL Multiphysics FEA data of 10.02”.

used to calculate that the gravitational sag would create a 10.02” distortion on the detector. Figure 2.35 shows the model of the gravitational sag in Q.

It can be seen in this image that the detected spot has fanned out to approximate a bow tie shape. The HEW value, measured by simulation in Q, of the detected image was found to be 13.77”, which is close to the predicted calculated value, using the COMSOL Multiphysics FEA data, of 10.02”. The vertical detected distribution is shown in the lower right hand frame and demonstrates the fanning out of the detected spot as a single central peak would have been seen if a single spot had been detected.

It was possible to reduce the gravitational sag error using the height adjustable legs on the support structure. This is because the gravitational sag is essentially just
changing the radius of curvature of the optic and therefore the ellipse. By raising the optic slightly, $\sim 1\text{mm}$, the error should have been reduced to $\sim 0.5''$, which was confirmed by the ray-tracing. In practice this small adjustment was made by default when mounting and positioning the optic in the TTF.

2.7.3 Using the profile data from the LTP in the modelling

As described in section 2.6, the LTP at STFC Daresbury Laboratory was used to measure the shape of the optic. This was compared to the theoretical shape of the mirror and the difference was found, as shown in figure 2.29 and figure 2.31. Because it was only possible to measure 270$mm$ and 290$mm$ of the 300$mm$ axial profile of the optic respectively, the ends were extrapolated to cover the full length of the optic for the purposes of the model. For the optic without any piezoelectric devices, the eleven scans taken were equally spread over the width of the optic. For the optic with the piezoelectric devices attached, only one axial strip along the central section was measured, this data was expanded over the entire width of the optic. Figure 2.36 shows the results of the model, produced using Q, of the optic prior to any actuators being attached. As with the previous models, the ray-traced image is shown in the top left. A zoomed-in image of the detected spot is shown in the top right, the bottom left is a histogram of a vertical cut across the detected spot and the diagram in the bottom right represents the deformation which has been applied to the optic. The deformation matrix displayed is an alternative representation of the data shown in figure 2.29. The model predicts that the angular resolution limit, imposed by the optic without piezoelectric devices attached, is 1.51’’. This simulated value was achieved by slightly adjusting the position of the detector and adjusting the rotation of the optic to optimise its position, which removed some of the error caused by the optic being flatter than expected.

The method described was repeated for the data collected for the optic to which the piezoelectric devices had been attached, both with the actuators turned on and off. The results of the model with the power supply to the piezoelectric devices switched on are shown in figure 2.37. The results of the simulated HEW were 4.15’’ and 3.46’’ for the power supply turned off and on respectively. This shows that by adding the piezoelectric devices, the print-through and kinks added to the
Figure 2.36: A model produced in Q of the response of the optic without any actuators attached, with the deformation matrix set to the measured data taken using the LTP at STFC Daresbury Laboratory, as shown in figure 2.29. The top left shows the ellipse, TTF, and the position of the ellipsoidal mirror. This image also shows the X-rays from the source being reflected by the optic towards the detector. Top right shows a zoomed-in image of the central detected area. Bottom left is a vertical distribution of the detected image. The bottom right is the shape of the optic which was implemented to create the model. This shape gave a measured detected spot of 1.51'.
optical surface have caused deformations which have made the resolution of the optic worse by almost 4’. These deformations would not be removable using the piezoelectric devices as they are on the same scale. The mandrel was also modelled in this way and the result measured by simulation using Q was 1.12’, which suggests that the optic experienced some form of stress after its release. The results, both HEW and Full Width Half Maximum (FWHM), of all these models produced in Q are summarized in table 2.2. The degradation of the optical performance due to the different production processes is clear in this table and demonstrates the need to improve each area for the next prototype, in particular the bonding of the actuators. The stress on the optic after its release from the mandrel is inherent in the electroforming process, however, techniques for controlling the electroforming solution are being investigated.

<table>
<thead>
<tr>
<th>Model</th>
<th>Actual size (mm)</th>
<th>Arc minutes</th>
<th>Actual size (mm)</th>
<th>Arc minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravitational sag</td>
<td>0.22</td>
<td>0.17</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Mandrel</td>
<td>1.43</td>
<td>1.12</td>
<td>1.59</td>
<td>1.24</td>
</tr>
<tr>
<td>Optic</td>
<td>1.93</td>
<td>1.51</td>
<td>0.40</td>
<td>0.31</td>
</tr>
<tr>
<td>Actuators bonded (off)</td>
<td>5.31</td>
<td>4.15</td>
<td>0.90</td>
<td>0.70</td>
</tr>
<tr>
<td>Actuators bonded (on)</td>
<td>4.44</td>
<td>3.46</td>
<td>0.55</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Table 2.2: Summary of the results obtained by modelling the data from the LTP in Q. Both the simulated HEW and FWHM values are displayed in mm (as measured at the detector) and arcminutes.

2.8 Simulation of the piezoelectric actuators and adjustment algorithm

In order to be able to adjust the surface of the mirror, by simulation and during the tests within the TTF, a routine had to be devised to control the piezoelectric actuators so that the detected image could be improved with each actuation. Ultimately, the algorithm used for space based telescopes would be similar to simulated annealing which is the technique used in optical adaptive optics. For this method to work, the piezoelectric devices are put in a series of random patterns which are then combined to improve the mirror’s surface. A probability function is used to find the next closest random pattern as the image is improved with each iteration.
Figure 2.37: A model of the response of the optic with actuators attached, with the deformation matrix set to the measured data taken using the LTP at STFC Daresbury Laboratory, as shown in figure 2.31. Top left shows the ellipse, TTF and the position of the ellipsoidal mirror. This image also shows the X-rays from the source being reflected by the optic towards the detector. The top right is a zoomed-in image of the detected spot. The bottom left shows the distribution of the detected spot. The bottom right is the deformation matrix added to the optic. This shape gave a simulated HEW of 3.64'.
Figure 2.38: Set up for the piezoelectric actuator simulation. Left shows the initial optic distortion, consisting of two orthogonal sine waves across the full length of the optic, which produces a 30” image on the detector. Middle, The initial piezoelectric arrangement on the mirror with four piezoelectric devices and right, arrangement of the thirty piezoelectric actuators.

In optical astronomy, hundreds of actuators are put into hundreds of patterns which are implemented in seconds[24]. However, for X-ray adaptive optics, this process will take much longer as the flux available is typically much lower. It was found that a single image takes tens of minutes to accumulate and many hours were required to observe a complete series of images.

For the purposes of the initial model, the piezoelectric devices were modelled as two, 3D Gaussian bumps, one caused by the piezoelectric device being actuated and the other being the reaction of the mirror surface to the actuation. The combined response of the two Gaussians, with different heights and widths, gave a displacement with positive and negative lobes. The sizes and widths of each Gaussian was estimated based on results from experimental tests carried out at UoB.

The basic optic was set up as described in section 2.7.1. To start with a series of four piezoelectric devices in a two by two arrangement, were set up (figure 2.38 middle). Each piezoelectric device was simulated by the two Gaussians as described above. A simple “ripple” was set up on across the full length and width of the optic surface consisting of two orthogonal sine waves, as shown in figure 2.38 on the left, and the size of this ripple was set so that it gave approximately a 30” distortion on the simulated detector image. This distortion was used as a base as it was a simple deformation that a two by two arrangement of piezoelectric devices should be able to remove.

Each simulated piezoelectric device was actuated several times between a voltage range of -100V to +100V in ten equal steps. This deformation was then added to the optic and ray-traced in Q, the resultant simulated HEW on the detected image.
Figure 2.39: Results from the simulation of four piezoelectric actuators in Q. The top graph demonstrates the decrease in the HEW of the detected image as each full iteration of the four piezoelectric devices is completed. Each piezoelectric device was actuated in ten equal steps in the voltage range of -100V to +100V. A least squares fit was used to find the optimum voltage for each of the piezoelectric devices by plotting the voltage against the detected HEW. The graph shows a decrease in the HEW from just over 30” to just under 4”. The bottom graph shows the change in the FWHM with each iteration. A single iteration in this case is all four actuators being iterated and the optimum voltage found.

was then plotted against the corresponding voltage. Using a least squares fit, the optimum voltage for that piezoelectric device was found and then the device was set to that voltage and the next piezoelectric device was iterated as the first had been. This was repeated for each piezoelectric actuator in turn and the whole process was repeated several times. Each time the routine was completed, the range of voltages was reduced to a smaller range, around the optimum voltage for each device in order to home in on the true optimum. Using this method the initial simulated HEW of 30” was reduced to ∼4”. The top graph in figure 2.39 shows the decrease in the HEW with each iteration and the bottom graph in figure 2.39 shows the change in the FWHM. A single iteration in this case is all four actuators being iterated and the optimum voltage found.

The prototype ellipsoidal segment had thirty piezoelectric devices attached to the back in a ten by three arrangement (figure 2.38.c). A new routine was created
to be able to deal with any series of patterns and an increase in the total number of piezoelectric actuators. A simulated run was completed where each piezoelectric actuator was individually iterated, as with the simulation of the four piezoelectric actuators, to see how well the initial deformation could be removed.

The routine in Q reduced the simulated HEW from 30” to ∼4”. Due to the fact that the distortion is of a low order, thirty piezoelectric devices are not required, the distortion can be effectively removed by just four actuators. This routine, whilst successful, was very slow. In order to achieve this decrease in the HEW, approximately 300 individual adjustments and HEW measurements had to be made.

In a real system, this process would take a long time and so a series of patterns were devised to actuate all thirty devices at once, in order to speed up the routine and create a fast way to remove the initial optic distortion, both during the simulation and the X-ray tests. It was decided that a Fast Fourier Transform (FFT) method would be employed as this would provide several orthogonal patterns and any distortion of the optic (excluding higher orders at a frequency greater than the size of the actuators) could be expressed as a linear sum of the FFT patterns. Using these patterns reduces the number of adjustments required and HEW measurement cycles as each adjustment is moving all thirty piezoelectric devices at once.

Starting with an array of thirty piezoelectric devices, in a ten by three arrangement, the Fourier eigenfunctions were set up by using the Discrete Fourier Transform routine (using a standard DFT algorithm) in Q. Since the displacements are of the real piezoelectric devices, only the eigenfunctions which have a real part and no imaginary part, were required and conjugate symmetry was applied in the Fourier Domain to account for this. If the 1D index runs from 0 to \(N - 1\) then we have:

\[
A(i) = A(N - i)^* \tag{2.10}
\]

where \(\ast\) represents the complex conjugate. It is also required that the eigenfunctions are shifted so that zero phase is at the edge of the plate not the centre of the 1st sample, where \(i = 0\). This was achieved by multiplying the element by \(\exp(i\theta)\) where \(\theta = \pi/N\). For the short dimension, no shift was required as there was an odd number of samples, \(M=3\). The values shown in table 2.3 were set within an array and then the inverse FFT was taken to obtain the eigenfunctions, for each eigenfunction two elements were set. Terms were marked \(ia\) where \(i\) is the running
Table 2.3: Table showing the contents of the array to generate each eigenfunction and the corresponding imaginary part values required. The terms are marked as $ia$ where $i$ is the eigenfunction index and $a$ is the sign of the corresponding imaginary part.

<table>
<thead>
<tr>
<th>Pattern number</th>
<th>Row number 1</th>
<th>Row number 2</th>
<th>Row number 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
</tbody>
</table>

Table 2.4: Table showing the four patterns in the shorter direction. The basic patterns created using the FFT method are copied into the adjoining rows and then multiplied by these patterns to create the sixteen FFT patterns, all of which are orthogonal to one another.

index of the eigenfunction (1,2,3 etc) and $a$ is the sign of the imaginary part. Note that the eigenfunction 0,0 is not required since it is the DC (constant level) term which represents a simple offset. The nyquist term is also missing because this term cannot be phase shifted, and was not required for this model. For each pattern, all other elements of the array were set to zero.

This process created the pattern for the first row of the piezoelectric devices and the other two rows were filled by copying the first row and this produced the four basic patterns. These patterns were then multiplied by the patterns in the shorter direction, which are given in table 2.4.

This created a total of sixteen patterns which were all orthogonal to one another and are shown in figure 2.40. The first column contains the 4 patterns which have been generated using the FFT program and the subsequent columns are the basic patterns multiplied by the short direction patterns in table 2.4.

These patterns range from -1 to +1 in value and were then multiplied by the incremental voltage to calculate the voltage of each individual piezoelectric device. These patterns were used instead of actuating the thirty piezoelectric devices individually and it reduced the number of iterations required from over 300 iterations and HEW measurements to just 160.

The FFT patterns were modelled with the initial distortion in $Q$ and it was reduced from a simulated HEW value of $\sim 30^\circ$ to $9.62^\circ$. Each of the sixteen patterns
Figure 2.40: The FFT patterns created by the process described in section 2.4. The first column contains the basic patterns and the subsequent columns are those which have been multiplied by the short length patterns. The patterns range from -1 to +1 and the voltage applied to each individual piezoelectric is calculated by taking these values and multiplying it by the voltage iteration value in the range of -100V to +100V.

were iterated at ten voltage steps equally spread over the voltage range. Using the four piezoelectric devices, the same result took four full iterations of all four piezoelectric devices, but using this method, each pattern was only iterated once.

Using COMSOL Multiphysics, UCL were able to simulate the influence function of the type of piezoelectric device designed for this experiment on nickel and glass optics of 0.4\textit{mm} thickness. Influence functions were also produced with a 0.5\textit{mm} glue layer in between the optic and the piezoelectric actuators. Comparisons of the Gaussian models and the FEA models of the two different optics (nickel and glass) on a three by three actuator grid are shown in figure 2.41 and the influence functions with the glue layer are shown in figure 2.42. The Gaussian models are the same in both graphs as a glue layer was not added whilst the nickel and glass models show a decrease in the piezoelectric device’s influence due to the thick glue layer. Only the Gaussian representing the actuation of the piezoelectric device is visible in these plots as the three by three actuator grid is not large enough to show the reaction of the surface to the actuation.

Using these influence functions, instead of the Gaussian bumps, and the LTP data of the optic with the piezoelectric devices attached, the routine was run again. The patterns were run individually and the change in the simulated HEW for each pattern was recorded. The patterns were then put into the order to which they were
Figure 2.41: A comparison of the Gaussian model and the influence functions of the COMSOL Multiphysics models produced at UCL, on a three by three actuator grid. The Gaussian model is on the left followed by the nickel and glass models respectively. The top images show the effect of the actuators across the entire plate, the middle images show graphs of the heights of the functions and the lower images show the 3D deformation matrix. These models have been produced by simulating optics of 0.4mm thickness with 0.2mm thick piezoelectric plates attached.
Figure 2.42: A comparison of the Gaussian models and the influence functions of the COMSOL Multiphysics models produced at UCL, on a three by three actuator grid with a glue layer. The Gaussian model is on the left followed by the nickel and glass models respectively. The top images show the effect of the actuators across the entire plate, the middle images show graphs of the heights of the functions and the lower images show the 3D deformation matrix. These models have been produced by simulating optics of 0.4\text{mm} thickness with 0.2\text{mm} thick piezoelectric plates attached and a 0.5\text{mm} glue layer.
Figure 2.43: The results of the iterative routine in Q using the FFT patterns and the LTP data of the optic with the power supply to the piezoelectric devices turned on. In this routine, the patterns were ordered based on their influence on the HEW. Here the HEW was reduced from 3.46’ to 1.83’. The top graph shows the change in HEW and the lower graph the effect on the FWHM based on the pattern iteration.

most effective on the HEW and the routine was repeated. Using this method the HEW was reduced from 3.46’ to 1.83’, nearly a 50% reduction, and the results of the model are shown in figure 2.43. This was repeated, but by putting the patterns in the order of the optimum voltages instead of the influence on the HEW. Using this method, the simulated HEW value was reduced from 3.46’ to 2.38’ and the results are shown in figure 2.44.

The two solutions to the optical distortion are shown in figure 2.45. The results from the HEW order are shown in a) and the results from the optimum voltage order are shown in b). The top images are a representation of the optical distortion, the middle images are the piezoelectric distortions and the bottom images are the combined response. Both of these are quite clearly different which indicates that for any optical distortion, there is no single solution and that there are only a few patterns which actually have an effect on the distortion. In this case, 16 patterns may be too many and the optimum may be to have less than thirty piezoelectric devices in order to remove the types of distortions that the optic had.
Figure 2.44: The results of the iterative routine in Q using the FFT patterns and the LTP data of the optic with the power supply to the piezoelectric devices turned on. In this routine, the patterns were ordered based on their optimum voltage. Here the HEW was reduced from 3.46' to 2.38'. The top graph shows the change in HEW and the lower graph shows the effect on the FWHM based on the pattern iteration.

Figure 2.45: The results of the iterative routine in Q using the FFT patterns and the LTP data of the optic with the power supply to the piezoelectric devices turned on. a) The results with the patterns in the order of HEW influence and b) the results with the patterns in the optimum voltage order. The top images are a representation of the optical distortion, the middle images are the piezoelectric distortions and the bottom images are the combined response.
2.8.1 Iterative adjustment of the real piezoelectric devices

The simulated routine was adapted to be able to control the piezoelectric devices during the X-ray tests. The routine calculates the voltages of each of the individual piezoelectric devices and creates a text file containing each of the voltages. A separate algorithm, which drives the high voltage amplifier and therefore controls the piezoelectric devices, was developed at UCL. The text files were then inputted into the piezoelectric control routine which actuated the piezoelectric devices as required. An image was then taken using the MCP detector within the testing facility and analyzed with in-house software. The HEW and FWHM for each image was inputted into the piezoelectric pattern routine software and the next series of voltages were calculated. A least squares fit was used to locate the most suitable voltage for each pattern and a graph was also produced in case the least squares fit was effected by anomalous results so that the best voltage could be determined by eye or by a refit.

2.9 The Tunnel Test Facility

The Tunnel Test Facility (TTF) is a 28m X-ray beam line at UoL (see figure 2.46). It has been used to test many space flight missions, including ROSAT, and is currently being used to test the MIXS optics for Bepi-Colombo. The facility has an X-ray source at one end and a detector chamber at the other.

The X-ray source is capable of producing X-ray energies in the range of 0.1keV to 100keV (figure 2.47 a.) and the copper anode can be coated with different materials to create specific excitation lines. A collimator and pin hole are used to create a source spot size of between 3mm and 5mm and a flux of ~400 counts per second was used during the experiment. A 2µm makrofol filter to filter the carbon K line was used creating a broad band source made up of bremsstrahlung radiation and the excitation line. The beam line has a varying diameter of 100mm nominal at the source end to 200mm nominal at the detector end. There are several access flanges along the length of the tunnel which allow access to the pipe so that optics can be placed and mounted within the facility. It is also possible to mount optics within the detector tank at the other end of the facility. Once an optic has been installed in the facility, either via the detector chamber or via a flange, it can be aligned using a
Figure 2.46: A sketch of the TTF at UoL. The facility is 28m in length and has an X-ray source capable of producing energies of up to 100keV at one end and a detector chamber containing an MCP detector system at the other. Several flanges exist along the length of the facility to allow access and for optics to be mounted. The access flange to the detector chamber, where optics can also be mounted, is inside a clean room.

laser, which can replace the source in the source chamber. The facility is normally operated under a vacuum of $\sim 10^{-6}$ mbar unless the laser is being used or the tests need to be performed at air pressure.

The access flange for the detector chamber opens onto a clean room to allow space instruments to be tested. The detector chamber (figure 2.47 b)) contains a 93mm square, Micro Channel Plate (MCP) detector on an automated translation stage, which allows it to move 825mm in and out of the focus of any optic, the X axis. It is also possible to manually move the detector in the Y and Z axes if required. Figure 2.48 shows the set up for the detector and tunnel axes where the (0,0) point is at the centre of the detector’s nominal field of view and the X axis comes away from the detector, down the beam line, towards the source.

The MCP detector consists of two MCP plates (to multiply the signal) with a resistive anode positioned behind them (figure 2.49). The channels of the MCPs are tilted in a chevron configuration, at an angle of 13°, so that all X-rays will hit the walls of the channels as they enter the detector, as shown in figure 2.50. Voltages are applied to the plates so that across the plates there is 1650V, -50V between the two plates and 300V between the rear plate and the anode. There is a huge gain on the MCP detector and so the voltages are chosen to create a low voltage across the gap to reduce the gain by a factor of ten. The interaction of the X-rays with the channel walls causes a small electron cloud to be formed. A large potential applied across the plates (down the channels) results in an exponential cascade of the electrons within the cloud. The charge across the small gap between the two plates is set
Figure 2.47: a) The source end of the TTF at UoL. The source is contained within the blue lead lined cage at the bottom right of the image. It is capable of producing X-ray energies in the range of 0.1keV to 100keV and the copper anode can be coated in varying materials to create specific X-ray excitation lines. b) The detector tank at the other end of the facility, 28m from the source. Within the detector tank, the MCP detector has a movement of 825mm, in the X axis, on an automated translation stage. It is also possible to manually move the detector in the Y and Z axes. The detector chamber opens onto a clean room to allow space instruments to be tested. Images provided by Dr. J. Pearson, UoL.

Figure 2.48: A diagram demonstrating the TTF axes. The (0,0) point is the centre of the detector’s nominal field of view and the X axis is down the beam line away from the detector, towards the source. The detector is moved in the X axes using automated motors and can be moved manually in the Y and Z axes.
such that the electrons exiting the first plate are directed towards the corresponding
channels in the second plate thus multiplying the signal. As the electron cloud moves
down the secondary plate, a second exponential cascade is created which eventually
lands on the resistive anode as a charge dump. The four electrodes at the corners
of the resistive plate each receive a proportion of the total charge dumped on the
anode, as shown in figure 2.51 and these proportions are then translated back into $X$
and $Y$ positions using equation 2.11. The computer which controls the automated
translation stage also collects the information from the resistive anode and converts
the data into an image.

$$X = \frac{X^2}{(X_1 + X_2)}, \quad Y = \frac{Y^2}{(Y_1 + Y_2)} \quad (2.11)$$

Unfortunately, the way the data are read from the detector causes a pin cushion
effect on the detected image, where the edges of the image are compressed. The
detected image is linearized to correct for this by taking another image of a regular
series of pin holes whose actual positions are known. A local polynomial fit is
completed between the detected positions and the actual positions of the pin holes
creating a look up table and the image is linearized by linear interpolation within
the cells of the table. An unlinearized image and a corrected image of the pin holes
are shown in figure 2.52.

The linearization routine works well for most of the image, however, it loses
accuracy towards the edges. This is due to some distortion in the original image
which made the precise centre of each of the holes difficult to locate. In addition,
the curvature of the distortion is highest at the edges so the polynomial fit requires

Figure 2.49: The set up of an MCP detector with a resistive anode where two MCPs are arranged
behind a UV filter. A high voltage is applied to direct the electron cloud down the channels of the
MCPs, towards the resistive anode. Two MCPs are used to multiply the signal.
Figure 2.50: Two charged MCP plates, with channel walls in a chevron configuration at an angle of 13°, in front of a resistive anode. The X-rays which reach the detector (shown in green), interact with the walls of the first MCP plate which causes an exponential cascade of electrons. The field between the two plates is such that the electron cascade is directed from the first plate, down the corresponding channel of the secondary plate. Once the electron cloud has cascaded down the second MCP plate, it is dumped onto the anode.

Figure 2.51: The resistive anode behind the two MCP plates within the detector system. It consists of a resistive plate and four electrodes at the corners, which are labeled X1, X2, Y1 and Y2. Each electrode receives a proportion of the charge which has been dumped on the resistive plate. These proportions are then translated into X and Y positions using equation 2.11.
Figure 2.52: An unlinearized is shown on the left and a linearized image of the regular series of pin holes is on the right. Due to the nature of the read out from the MCP detector, a pin cushion effect is created in the detected image and to correct for this, an image is taken of a series of regularly spaced pin holes whose real positions are known. These positions are compared to the detected image’s positions using a local polynomial fit. A look up table is then created which is used to correct any images which have been obtained with the same detector. The linearization of the edges of the image is not very good for two reasons: firstly, there was some distortion on the original image which made it difficult to find the precise position of the centre of the holes at the edge; and secondly, the curvature is greatest at the edges and the polynomial fit therefore needs more terms. As the data obtained is within the central region of the detector, the effect at the edges is unimportant.
a larger number of terms which take longer to calculate, but this did not cause a problem as the area of interest was the centre of the detector which is effectively linearized with this routine.

2.10 X-ray tests carried out within the TTF

2.10.1 Alignment and set up

Once the mirror had been positioned within the facility, the X-ray source was replaced with a laser in order to be able to align the mirror. Figure 2.53 shows the laser in place of the source within the source chamber. The detector was shielded and a piece of paper was used to monitor the reflected beam. Images were taken with a standard, 6Mpixel digital camera to record the changes produced by moving the optic. Figure 2.54 is an example of such an image, where the exit aperture of the detector chamber was covered with paper to show the reflection from the mirror and the optic intersecting the straight through beam.

A piece of paper with a mark on it was used to indicate the calculated position of the detector. As the optic was aligned, it was possible to move the reflected beam to be in line with that mark and therefore the optic would be in the correct position. Figure 2.55 shows three images of the change in the reflected beam as the optic was aligned. The mark used for alignment is visible in the second and third images and the size of the reflection was also reduced during this process. During the alignment tests of the optic, it was found that the motors controlling the pitch and yaw of the mirror occasionally stuck and would not be capable of moving the
Figure 2.54: An example of the images taken during the alignment of the optic within the TTF using the laser as the source. The exit aperture of the detector chamber was covered with paper to form the image, both the reflected beam and the mirror intersecting the straight through beam from the laser are visible.

optic in a predictable or repeatable way. This combined with time constraints within the facility, led to the decision that the optic would remain in the position shown in figure 2.55 c), instead of trying to locate the optimum position.

In order to be able to locate the reflected beam from the X-ray source, the detector needed to be moved in the positive $Z$ axes by 141.06 mm, due to the tilt in the ellipse axes from the TTF axes (section 2.4 and shown in figure 2.48). Two steel rods were manufactured to support the detector during the X-ray tests (figure 2.56).

So as to excite the required X-ray emission lines, the copper anode of the source was coated in a thin layer of NaCl in order to excite the sodium K line at 1.04 keV and the chlorine K line at 2.62 keV. Figure 2.57 shows the copper anode coated in the thin layer of NaCl.

Once the optic was in position; the detector had been put in place and the laser had been replaced by the X-ray source coated in NaCl, the TTF was pumped down to a vacuum. The motors and piezoelectric devices had also been connected up to the computer control at this point. A series of thirteen images were taken whilst moving the detector in and out of the focus of the optic to determine the best position in the $X$ axes for the detector. The X-ray first light image is shown in figure 2.58 and further examples of X-ray images obtained during the experiments
Figure 2.55: Three images showing the change in the reflected beam. Left, the “first light” image obtained with the laser. Middle, an intermediate stage of alignment and right, the final position of the optic after alignment. The calculated position of the detector is shown as a black mark in the middle and right images.

Figure 2.56: a) The detector in it’s original position and b) in the new position, raised by 141.06 mm, required for the X-ray tests.

Figure 2.57: The copper anode of the X-ray source coated in a thin layer of NaCl to excite the emission lines required for the X-ray tests.
Figure 2.58: The first X-ray image obtained during the X-ray tests. The histogram on the $X$ axis is the total integration across the height of the plate and the histogram on the $Y$ axis is the total integration across the width of the plate. The colour bar on the right shows the maximum number of counts detected in any one position and the graph in the bottom left corner is the pulse height of the signal received by the anode. The header of the image shows the image name, total number of counts detected in the image and the count rate.

are shown in figure 2.59. In all of these images, the histogram on the $X$ axis is the total integration across the height of the plate and the histogram on the $Y$ axis is the total integration across the width of the plate. The colour bar on the right shows the maximum number of counts detected in any one position and the graph in the bottom left corner is the pulse height of the signal received by the anode. The header of the image shows the image name, total number of counts detected in the image and the count rate.

2.10.2 Testing plan

A series of X-ray tests were designed to test the theory of the LAXRO and to examine the influence of the piezoelectric devices and the condition of the mirror. A new set of fourteen local group patterns were also designed to control the piezoelectric devices during these tests as they were simple and represented the deformation seen
Figure 2.59: Further examples of X-ray images obtained during the X-ray experiments carried out within the TTF. The histogram on the $X$ axis is the total integration across the height of the plate and the histogram on the $Y$ axis is the total integration across the width of the plate. The colour bar on the right shows the maximum number of counts detected in any one position and the graph in the bottom left corner is the pulse height of the signal received by the anode. The header of the image shows the image name, total number of counts detected in the image and the count rate.

on the optical surface. Figure 2.60 shows the series of patterns described. Patterns three to twelve are just actuating the individual columns of piezoelectric devices in turn. These patterns were actuated between $-100V$ and $+100V$ at eight voltage steps with approximately 500,000 counts in each image. During this period, images with the piezoelectric devices set to $0V$ were also taken for comparison and to show the stability of the total system over time.

The detector was then moved to a position intra focus of the optic, to complete an experiment similar to the Hartmann test (section 2.11.2), and a series of patterns actuating the devices in groups of four were used to determine which areas of the mirror influenced the reflected beam. These patterns were actuated at voltages of $-100V$ and $+100V$ only.

The stability of the devices were also tested by setting the actuators in to a pattern which forced neighbouring devices into opposite voltages for long periods of time. This was repeated twice, once with the devices held for one hour with images taken every ten minutes and secondly held for five hours with images taken every twenty minutes. All the images were compared to determine the stability of the devices. The stability of the piezoelectric device’s power source was also tested at UCL.
Figure 2.60: A series of fourteen local group patterns to control the piezoelectric devices during the X-ray tests. The white areas indicate the actuators which are active (with a value of +1) whilst the rest remain passive (with a value of 0). The voltage applied to each individual piezoelectric is calculated by taking these values and multiplying it by the voltage iteration value. Patterns three to ten are each of the columns of devices actuated in turn.

2.11 Results from the TTF

Several problems were encountered during the first prototype tests in the TTF at UoL. The first involved the motors which were designed to adjust the pitch and yaw of the optic. The specification of the motors was incorrect which led to them being ineffective during the tests so the results could not be corrected for in these two directions. The second problem involved the measurements of the centroid position of the flux which had to be found by eye. This led to incorrect optimisation, i.e. not finding the true optimum voltage of each pattern. Subsequently, it has been found that all calculations of the centroid position and therefore the HEW or FWHM of the image have to be completely calculated within the software.

2.11.1 Full adjustment of the piezoelectric devices

For the purposes of the first X-ray tests, the series of local group patterns (figure 2.60) were used to control the piezoelectric devices due to the nature of the figure of the mirror’s surface. Even though the optic had a lot of print-through from the attachment of the actuators, which could not be removed, the detected image was easily influenced by the piezoelectric devices. Figure 2.61 shows the HEW and FWHM results of the full iteration of the fourteen local group patterns. The HEW
Figure 2.61: HEW and FWHM results from the full adjustment of the piezoelectric devices during the X-ray tests. The pattern number refers to the patterns described in figure 2.60. The HEW or FWHM were improved by a few patterns but not in a predictable way.

The optimum voltages obtained for each of the piezoelectric devices are shown in table 2.5 and graphic representations are shown in figure 2.62. Although it has since been shown that this was not in fact the true optimum, these voltages were used for the experiments at STFC Daresbury Laboratory as described in section 2.12.

Multiple images with the piezoelectric devices set at 0V were taken at the start and end of each day and during the adjustment routine. This also included images where the power supply to the piezoelectric devices was switched on and off, as demonstrated by the LTP data shown in figure 2.31. The HEW and FWHM of these images were plotted against the time in days and the total number of actuations completed and are shown in figure 2.63. The HEW results (on the left hand side)
Table 2.5: Optimum voltages calculated for each of the piezoelectric devices, from the full adjustment routine during the X-ray tests.

<table>
<thead>
<tr>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
<th>Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>40.000</td>
<td>40.000</td>
<td>100.00</td>
<td>100.00</td>
<td>52.663</td>
<td>52.663</td>
<td>52.663</td>
<td>52.663</td>
<td>22.663</td>
<td>67.663</td>
</tr>
<tr>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>40.000</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>70.118</td>
<td>70.118</td>
<td>70.118</td>
<td>70.118</td>
<td>40.118</td>
<td>25.118</td>
</tr>
<tr>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
<td>Device</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>52.663</td>
<td>52.663</td>
<td>52.663</td>
<td>52.663</td>
<td>-37.34</td>
<td>7.6630</td>
</tr>
</tbody>
</table>

Figure 2.62: Optimum voltages obtained from the full adjustment routine during the X-ray tests. The top left is a 3D representation of the shape of the optic with the voltages shown in table 2.5, top right is a colour representation of the optic shape and the bottom image is a representation of the voltages applied where black is -40V and white is +100V.
Figure 2.63: Graphs demonstrating the HEW and FWHM changes in each of the images taken with the piezoelectric devices at 0V. The HEW images are on the left and the FWHM are on the right. The top frames show the change over a period of days from the start of testing, whilst the lower frames show the changes over successive actuations of the devices. Both show a trend of decreasing HEW and increasing FWHM over time.

clearly show a decreasing trend over the time period whilst the FWHM results (on the right) show an increasing trend. There is some form of stability problem which is evident and is most likely due to the uneven glue layer which has caused some form of plastic memory in the optic. The temperature within the facility remained constant (±1°) throughout the tests so any form of temperature sensitivity is ruled out.

2.11.2 Hartmann test

The Hartmann test was derived in the early part of the 20th century in order to correct for errors in a mirror’s form[70]. The process consists of using a pinhole mask in front of the optical system and then taking images at two points, either side of the focus, as shown in figure 2.64. By reconstructing the paths of the rays between the two pinholes, one on each plate, it is possible to calculate the errors in the mirror’s form.

A test, similar to the Hartmann test was devised, where groups of actuators were
Figure 2.64: An illustration of the Hartmann test, designed to calculate the errors within an optical system. By reconstructing the paths of the rays between two photographic plates, it is possible to calculate the errors in the mirror’s form.

used instead of pinholes and only one image was taken with the detector at a position of 559mm in the X axes, into the focus of the mirror. The piezoelectric devices were then actuated in groups of four, creating ten patterns, at +100V and -100V only, to show how each part of the mirror affected the different areas of the reflected beam. Each of the images had the initial image with no actuation, subtracted off to show the areas which had changed. The central region of the detected flux and the left and right hand sides were studied as each group was actuated. Some selected results are shown in figure 2.65 where histograms of the changes are shown alongside an illustration of the piezoelectric devices being actuated. Each graph consists of three panes with the top representing the left hand side of the image, the middle representing the central region and the bottom representing the right hand side. The data from the +100V images are shown in black whilst -100V are shown in red. As the ends of the optic could move more freely, these had more of an influence on the detected image and the influence of the middle patterns were almost identical to one another. For this reason, only two patterns from the central area of the mirror are shown. These graphs demonstrate that as the left hand side of the optic is actuated, the left hand side of the image is adjusted and so on, as expected.
Figure 2.65: The results from the Hartmann test. Histograms of the changes are shown alongside an illustration of the piezoelectric devices being actuated. Each graph consists of three panes with the top representing the left hand side of the image, the middle representing the central region and the bottom representing the right hand side. The data from the +100V images are shown in black whilst -100V are shown in red.
2.11.3 Stability of the piezoelectric devices

The stability of the piezoelectric devices is essential for X-ray adaptive optics as the precise mirror figure of large scale X-ray telescopes will need to be maintained for long periods of time. Two tests of the stability of the devices were completed during the testing period, where the actuators were held in a complicated pattern (bottom right of figure 2.40) for a period of time. The first stability test held the actuators in the pattern for one hour with images taken every ten minutes. These images consist of approximately 140,000 counts which means the data and results are governed by statistics. For this reason a second series of images were taken with the actuators held for five hours with an image taken every twenty minutes containing up to 500,000 counts per image. The results are shown in figure 2.66 with the HEW results in the left frame and the FWHM results in the right. The FWHM and the HEW showed a steady increasing drift over the time period of 17.53".

The stability of the power supply for the piezoelectric devices was tested at UCL using an oscilloscope, where the voltages were measured over five hours with data taken every ten minutes for the first hour and every twenty minutes for the remaining four hours. The drift of the HEW and FWHM was not due to the power supply fluctuations as this was found to have a stability of 5mV over the period, which is equivalent to 1.29x10^{-3}". The results obtained from this test are shown in figure 2.67.
2.12 Further tests carried out at STFC Daresbury Laboratory

Once the X-ray tests had been completed at UoL, further experiments were completed at STFC Daresbury Laboratory which involved scans across the optics surface with the piezoelectric devices actuated. The tests were completed in an identical way to those described in section 2.6. Figure 2.68 shows the scan taken across the surface with the piezoelectric devices set to the optimum voltages found during the X-ray tests (as shown in table 2.5). The lower frame in this image shows the change in the mirror’s form due to the piezoelectric devices being actuated.

By actuating the piezoelectric devices, “kinks” at the joins of the actuators were created, similar to the junction effect seen on synchrotron mirrors. These kinks are $\sim 3\mu m$ in size and are due to the gaps between the piezoelectric devices and the thickness of the glue layer, as shown in models produced at UCL and UoB and described in section 2.13. This means that any actuation of the piezoelectric devices would be causing deformations which cannot be removed and therefore make the resolution of the optic worse. It is therefore vital to improve the bonding techniques and to control the glue thickness as well as decrease the gaps between the actuators.

Scans across three piezoelectric devices were taken whilst the central piezoelectric
device of the three was actuated in order to calculate the actual influence function of the devices. Each device would act slightly differently due to the variation in glue thickness and the position on the mirror’s surface as the devices at the ends and edges would have more influence than those in the middle. Piezoelectric device 17 was studied in this way and the results are shown in figure 2.69. Models of the scans were completed at UCL using COMSOL Multiphysics and are also shown in the image. These models did not include the glue thickness and this is clear in the difference in the piezoelectric joins which are shown in black. There is a great similarity in the heights which shows that the influence of the device is very similar to the models. This indicates that the variable glue layer has not affected the influence of the piezoelectric actuator, just the boundaries of the influences is affected. The heights of the models vary from the real data by approximately 2\( \mu m \), although the real data shows a higher influence achieved at -50\( V \) by almost the same amount. There is a definite boundary between the different actuators in the real data, however, the models suggest that the influences of the devices should expand.
Figure 2.69: Scans taken along the surface of the mirror with piezoelectric 17 actuated, shown alongside the modelled data and the position of the piezoelectric devices shown in black. The difference between the measured and modelled data is due to the glue thickness which causes the kinks in between the actuators but does not appear to change the influence of the device.

across the whole mirror. The lack of glue and the size of the gaps in between the actuators causes those areas to act more strongly against one another than the model predicted, causing the distinct junctions in between the piezoelectric devices. These junctions are on a scale which cannot be removed by the actuators and so must be prevented as these bumps in the surface figure would affect the resolution and performance of the optic.

2.13 Further modelling of the large scale prototype

As the local group patterns were used for the full iteration routine, models were completed in Q to determine whether or not the mirror’s resolution could be improved by the piezoelectric devices by simulation. The models described here are identical to those shown in section 2.8 where the patterns were ordered in terms of
Figure 2.70: The results of the iterative routine in Q using the local group patterns and the LTP data of the optic with the piezoelectric devices turned on. In this routine, the patterns were ordered based on their influence on the HEW. Here the HEW was reduced from 3.46' to 1.84'. The top graph shows the change in HEW and the bottom graph shows the effect on the FWHM based on the pattern iteration.

their influence on the simulated HEW of the optic and then a complete adjustment routine in Q was run. The results are shown in figure 2.70 where the HEW was reduced from 3.46' to 1.84'. This was then repeated with the patterns ordered in terms of their voltages and the HEW was reduced to 1.79' (results in figure 2.71). Both results show a similarity to those found using the FFT patterns. This shows that for any series of patterns, there is no single solution and that for any group of patterns, the number of patterns which have any real effect on the HEW is in the order of two to four. Figure 2.72 shows the initial optic distortion at the top, the actuator distortion shown in figures 2.70 and 2.71 in the middle, with the combination of the two at the bottom. These results also suggest that for any given optical distortion there is no single solution.

A series of models were also completed with an extended voltage range, from -250V to +250V, and reducing the LTP data by a factor of ten, to test the full limits of the influence functions and the adjustment algorithm. The results from these models were limited to a 50% reduction in HEW suggesting this is a real limitation
Figure 2.71: The results of the iterative routine in Q using the local group patterns and the LTP data of the optic with the piezoelectric devices turned on. In this routine, the patterns were ordered based on their optimum voltage. Here the HEW was reduced from 3.46° to 1.79°. The top graph shows the change in HEW and the bottom graph shows the effect on the FWHM based on the pattern iteration.

Figure 2.72: The top images represent the starting mirror deformation, the middle figures are the piezoelectric distortion from a) figure 2.70 and b) figure 2.71 and the lower figures are the combination of the top two. These images demonstrate that for any series of patterns and initial mirror figure deformation, there is no single solution.
and not just based on the size of the influence functions, voltage ranges or initial distortion.

A new initial distortion was created for the Q models by randomly summing the FFT patterns at various voltages, creating a distortion whose result was known. The distortion was set to have a simulated HEW of 21.45" and without any distortion, the optic’s HEW was measured to be 1.81", a difference of 91.5%. Using the algorithm, the HEW was reduced by 85.6% after all the patterns had been iterated twice, indicating that with enough time, the algorithm can find the result to a distortion which is a linear sum of the FFT patterns. This result indicates that there are gross errors in the optic’s form and high frequency errors on the mirror’s surface due to the piezoelectric devices, which cannot be removed by the actuators and there is a real limit to the possible reduction with the current quality of the mirror and the patterns being used. It may be possible to create a series of patterns which could reduce the HEW further, however, these would still be limited by the influence functions of the actuators, as each actuator affects a large region around it.

Using the data from the LTP scans of the mirror surface whilst the piezoelectric devices were actuated, it was possible to use Q to model the optic. As with the original LTP data (section 2.7.3), it was added as a deformation matrix with extrapolated edges to cover the full length of the mirror. Q was then used to ray trace the optic and the detector and mirror were adjusted until the lowest HEW was found. Figure 2.73 shows the ray traced result which gave a HEW of 2.14”.

Unfortunately the scan across the optic only covered the central axial area of the mirror and so this scan was expanded over the width of the optic. This was not a true representation of the mirror’s figure so more models were completed at UCL using COMSOL Multiphysics. COMSOL Multiphysics requires the mirror to be fixed by at least two points and cannot be floating in free space. Two models were produced by setting the fixed points at the four corners (4 corner mounting) and then at two points at the centre of the radial edges (2 point mounting). The simulated piezoelectric devices were actuated at the optimum voltages calculated during the X-ray tests at UoL (table 2.5). A glue layer of 0.5 mm was added to the model between the optic and the piezoelectric devices as this was shown to give ~3µm kinks in the joins between the actuators, as was seen in the LTP data. These
Figure 2.73: Ray traced model in Q of the LTP data taken with the piezoelectric devices actuated at the optimum voltages found during the X-ray tests, table 2.5. The simulated HEW for this deformation matrix was found to be 2.14°.

models were included in the Q models using deformation matrices and the HEWs calculated for the four point mounting and two point mounting were calculated by simulation to be 2.92° and 2.07° respectively and the results are shown in figures 2.74 and 2.75.

After analysing all the results from the X-ray tests, it is believed that the majority of the error in the figure of the mirror was due to the errors in the curvature of the segment. Further segments have been produced and used to analyse the shape of the mirror and have shown that for some reason the mirror’s curvature tightened up when released from the mandrel. This means that instead of having a radius of curvature from 165.3 mm to 169.8 mm it had a radius from 155 mm to 160 mm. This has been modelled in Q and the resultant simulated HEW was found to be 2.44° after the detector’s position and orientation of the mirror had been optimised. By combining this error with the error from bonding the piezoelectric devices onto the mirror, the HEW obtained by ray-tracing was 2.62°. The ray traced results are shown in figures 2.76 and 2.77 respectively.

A summary of all the models, the results from the models and results from the X-ray data, are shown in table 2.6. The comparisons between the models produced and
Figure 2.74: Ray trace in Q of the model created with the optic fixed at the four corners and the piezoelectric devices at the optimum voltages found during the X-ray tests. The simulated HEW found with this model was 2.92'.

Figure 2.75: Ray trace in Q of the model created with the optic fixed at two points at the centre of the ends of the mirror and the piezoelectric devices at the optimum voltages found during the X-ray tests. The simulated HEW found with this model was 2.07'.
Figure 2.76: Ray traced model in Q of the curvature errors. The optic was modelled as having a radius of curvature from 155\textit{mm} to 160\textit{mm} as opposed to 164\textit{mm} to 169\textit{mm}. The simulated HEW for this deformation matrix was found to be 2.44°.

Figure 2.77: Ray traced model in Q of the curvature errors combined with the print-through from bonding the piezoelectric devices. The simulated HEW for this deformation matrix was found to be 2.62°.
the X-ray data demonstrates a significant amount of similarities. The results from
the COMSOL Multiphysics models suggests that the way in which the mirror was
mounted was similar to the four corner mounting. This indicates that the models
can be used to predict the performance of the mirror, the influences of the actuators
and the mounting effectively and accurately. It is also possible to ascertain where
the errors on the mirror came from and which elements affected the results the most.
The analysis of the results show that the majority of the errors seen were due to the
print-through caused by the variable thickness of the glue layer and the curvature
errors from the stress in the optic after release from the mandrel. The results shown
in table 2.6 illustrate how each stage of production caused additional figure errors
seen on the mirror with the largest contribution being the curvature errors.

<table>
<thead>
<tr>
<th>Model</th>
<th>HEW</th>
<th>FWHM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual size (mm)</td>
<td>Arc minutes</td>
</tr>
<tr>
<td>Gravitational sag</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Mandrel</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>Optic</td>
<td>1.9</td>
<td>1.5</td>
</tr>
<tr>
<td>Actuators bonded (off)</td>
<td>5.3</td>
<td>4.1</td>
</tr>
<tr>
<td>Actuators bonded (on)</td>
<td>4.4</td>
<td>3.5</td>
</tr>
<tr>
<td>Piezoelectric devices being actuated</td>
<td>2.7</td>
<td>2.1</td>
</tr>
<tr>
<td>Curvature errors</td>
<td>3.1</td>
<td>2.4</td>
</tr>
<tr>
<td>Curvature errors and piezoelectric devices</td>
<td>3.4</td>
<td>2.6</td>
</tr>
<tr>
<td>COMSOL Multiphysics Model</td>
<td>2.6</td>
<td>2.1</td>
</tr>
<tr>
<td>2 point mounting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMSOL Multiphysics Model</td>
<td>3.7</td>
<td>2.9</td>
</tr>
<tr>
<td>4 corner mounting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0V with X-rays</td>
<td>4.1</td>
<td>2.8</td>
</tr>
<tr>
<td>Best HEW image achieved</td>
<td>3.9</td>
<td>2.7</td>
</tr>
<tr>
<td>with X-rays</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pattern 14 at the best voltage</td>
<td>4.3</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Table 2.6: Summary of all the results from both the models and the X-ray data. The size of the
reflection on the detector is shown in mm as well as the results in arcminutes for both the HEW
and FWHM of the images.

The result of the model with the curvature errors and the piezoelectric devices
was measured by simulation to be 2.6’ and the X-ray data with the actuators at 0V
achieved was measured practically to be 2.8’. The difference in these two results
implies that there was an additional error during the tests, which is likely to have
been the pitch and yaw motors and some additional alignment errors. However, the
similarities between the results obtained practically and those obtained by simulation demonstrates that the models produced in both Q and COMSOL Multiphysics can be used to effectively predict the response of the active X-ray optic.

By combining the curvature errors, the print-through from the piezoelectric devices and errors in the pitch and yaw of the optic, it is possible to simulate the X-ray images that were seen (figure 2.58) during the tests and figure 2.78 shows such a model.

Models at UoB using COMSOL Multiphysics and a grid of three by three piezoelectric devices, have shown that the kinking effect can be significantly reduced or removed by decreasing the size of the gaps between the actuators and by filling the remaining gap with either glue or polymide. Figure 2.79 shows the conclusions of this model provided by UoB. It has therefore been concluded that the number of joins should be decreased and the gaps between the remaining piezoelectric devices should be reduced and filled.
Figure 2.79: Models produced at UoB showing the reduction in the size of the kinks by a) reducing the size of the gaps between the actuators and b) filling the gaps with polymide. All the models were produced using a three by three actuator grid in COMSOL Multiphysics and were provided by UoB.
2.14 Summary and conclusions

The first prototype optic was designed to be accommodated in the testing facility at the UoL. The facility is 28m long with an X-ray source capable of producing X-ray energies of up to +100keV, and a detector chamber containing an MCP detector system. The LAXRO is an ellipsoidal segment of size 300\( \text{mm} \times 100\text{mm} \times 0.4\text{mm} \) and made from electroformed nickel with a gold reflective surface, designed to provide single reflection, point-to-point focusing when mounted 4.4m from the detector. The optic has thirty curved piezoelectric devices attached to the back to enable active manipulation of the optical surface. These piezoelectric actuators have the same radius of curvature as the optic to minimise the stress applied to the mirror’s surface during and after bonding. Metrology was completed on the mandrel surface at UCL and on the mirror’s form using the LTP at STFC Daresbury Laboratory. The metrology showed that the optic, when removed from the mandrel, was much flatter than expected but with the piezoelectric devices attached, the optic was closer to the required form. However, the LTP scans confirmed that several of the actuators caused stress on the optical surface and therefore print-through occurred. These data were then inputted into the models at UoL to provide an initial distortion measurement. The results from these models, as shown in tables 2.2 and 2.6, demonstrates that the mirror is limited by its initial shape, after release, and by the print-through from the devices.

The piezoelectric actuators have also been modelled at UoL. To begin with the actuators were modelled as Gaussian bumps, these were then replaced with the influence functions which were calculated using COMSOL Multiphysics at UCL. Metrology performed at STFC Daresbury Laboratory and shown in figure 2.69, confirmed the accuracy of the models and size of the influence functions being used. An iterative subroutine was produced using a series of basic patterns to control the actuators and the results using the Gaussian bumps were very promising, and were improved using the influence functions from UCL. It has been shown that using these patterns, the HEW of the optic could be reduced by almost 50%. Models of the simulated optical distortions, consisting of the FFT patterns where the result is known, have shown that given time, the adjustment algorithm can calculate the correct result and reduce the HEW by up to 85%. Further models completed using
the LTP data but with an extended voltage range and reduced scale of the initial distortion have also been limited to a reduction of 50%. This indicates that there are large scale errors in the optic’s form and high frequency errors due to the bonding of the piezoelectric devices which cannot be removed by the actuators or the algorithm and therefore limits the results. It has also been shown that the number of piezoelectric devices on a single given shell should not be too large and a pattern of ten by three is more than enough although fewer may be optimum. The number of actuation patterns of these piezoelectric devices which really make a difference is small, in the order of two to four, but there is a limit to what sort of distortion or figure error in the original mirror that can be corrected for using the actuators. Any distortion of the same size or smaller than the piezoelectric devices cannot be removed, so the distortion from adding the actuators should be reduced. There were also curvature errors due to stress on the optic after release from the mandrel, which produced the largest errors on the optic as shown in the models and metrology.

A series of X-ray tests were performed at UoL using the $28m$ TTF. A full iterative routine was designed and used a series of local group patterns to control the actuators to try and improve the resolution of the mirror. Due to problems with software and the pitch and yaw motors, the resolution of the mirror was not improved in a predictable way. Subsequent models have shown that it should be possible to reduce the HEW by a factor of 2 using these patterns. The similarities between the models of the optic’s response and the results from the X-ray tests demonstrates that the COMSOL Multiphysics and Q models can be used to effectively and accurately predict the mirror’s performance. A combination of curvature error, bonding the piezoelectric devices and the pitch and yaw errors created the figure error in the mirror, seen during the X-ray tests, however, it has been shown that the curvature error was the largest contributing factor to the figure error.

Further experiments using the LTP at STFC Daresbury Laboratory showed that when the piezoelectric devices were actuated, a series of $3\mu m$ kinks were formed at the joins between the actuators. Models completed at UoB and UCL have shown that these kinks were caused by the size of the gaps between the piezoelectric devices and the ratio of the size of the gaps to the thickness of the actuators. This kinking effect is exacerbated by the uneven glue layer caused by the mismatch between the
optic and actuator's radii of curvature. It has been concluded that the number of joins and therefore the number of actuators, should be reduced. The models produced at UoB have also demonstrated that the size of the gaps should be reduced and filled with either glue or polymide to further reduce the effect.

For the next large adaptive X-ray optic, a series of twelve actuators will be bonded to the mirror with two electrode patterns printed on each, giving a total of twenty four active areas. The gaps between the actuators will be reduced to 100µm and filled with glue to reduce the gaps and prevent print-through and kinks on the optical surface. New prototypes are also being produced to test the stress on the mirror after release from the mandrel to produce an optic with the correct form. Bonding techniques at UoL are also being improved to remove the print-through seen on the mirror's surface. These will include the use of a vacuum chuck which will hold the actuators in the correct form and tiled formation during the bonding process. The chuck will be made using the form of the mirror so the devices will match it as accurately as possible. This should reduce the level of stress experienced by the optic.
CHAPTER 3

Analysis of the Micro Optical Arrays

3.1 Chapter overview

The limitations of current small scale X-ray focusing devices, e.g. zone plates (as described in section 3.3), required the conception of a new class of optic, Micro Optical Arrays (MOAs). MOAs refer to optical systems which consist of a large number of microscopic elements with the ability to focus X-rays to the spot size of a biological cell with sufficient intensity to irradiate biological material. To develop the new devices, the initial design requirements were set out prior to any modelling, production or experimental testing was completed.

A series of reflectivity experiments were carried out at STFC Daresbury Laboratory and at the University of Leicester (UoL) and both of the experiments are discussed. The MOAs used in the test at UoL had an infinite radius of curvature (i.e. flat) and provided vital information about the quality of the etching of the MOA’s channels. Both the surface roughness and the quality of the etch needed to be known prior to using the MOAs. In order to determine the quality of the MOA walls, a Field Electron Gun Scanning Electron Microscope (FEGSEM) and an Environmental Scanning Electron Microscope (ESEM) were used to image the MOAs.

This chapter outlines the design, manufacture, metrology, modelling and testing of the small scale adaptive focusing device. The first section of this chapter, section 3.2 gives a background to zone plates, the most commonly used focusing device at
this scale. The subsequent sections outline the introduction to the problem, the design requirements and the design of the optics in sections 3.3 and 3.4 respectively. The theory behind the designs of the 1D and 2D systems are described in section 3.5 and the theory behind the surface features is shown in section 3.6. Images of the MOAs are shown in section 3.7 and the modelling of all the 1D and 2D systems based on the theory are described in section 3.8. The reflectivity experiments are outlined in section 3.9 and the results of the models of the experiments and the experimental results are shown in sections 3.10 and 3.11 respectively. Finally section 3.12 describes the summaries and conclusions from this chapter.

Preliminary work on Micro Optical Arrays (MOAs) was presented at an SPIE meeting in 2001[71]; at the international X-ray microscopy conference in Grenoble in 2002[72]; and further results have been published[73][17]. The next chapter is concerned with the most recent results, which have been published in the refereed literature and conference proceedings as listed in the publications section.

3.2 Background to small scale X-ray focusing devices

Currently, the most commonly used small scale X-ray focusing device capable of creating small spot sizes, is a zone plate[16]. Zone plates are optics which focus using concentric, alternating opaque and transparent zones, which are arranged so that light is diffracted around them, figure 3.1 shows an illustration of a single zone plate. The wavefronts constructively interfere with one another and are brought to the desired focus.

The radius of curvature of the $n^{th}$ zone of a zone plate is given by[16]:

$$r_n^2 = n\lambda f + r_0^2 \quad (3.1)$$

where $\lambda$ is the wavelength of the X-rays being focused, $f$ is the focal length and $r_0$ is the radius of the first zone. The width of the $n^{th}$ zone can be calculated using:

$$d_n \approx \frac{\lambda f}{2r_n} = \frac{r_n}{2n} \quad (3.2)$$

The “throughput” of an optic is a common method of describing its efficiency and can be expressed as the product of the optic’s aperture area with the solid angle.
Figure 3.1: An illustration of a single Fresnel zone plate used to focus X-rays via diffraction. It consists of alternating opaque and transparent zones which are arranged so that the X-rays are diffracted around the opaque zones, constructively interfere, and create the desired focus[15].

subtended at the centre of the detector[74]. Zone plates are typically limited by their aperture, usually only a few hundred micrometres and so the throughput efficiency of a zone plate is only $\sim 10\%$.

The efficiency of a zone plate is calculated by:

$$\varepsilon(m) = \left[ A_1^2 + A_2^2 - 2A_1A_2 \cos(\phi_2 - \phi_1) \right] \frac{\sin^2\left(\frac{m\pi d}{2}\right)}{m^2\pi^2}$$

where a zone with a width of $d - g(\equiv r_{n-1}^2 - r_{n-2}^2)$, transmits a fraction given by $A_1 \exp i\phi_1$ and a neighbouring zone of width $g(\equiv r_n^2 - r_{n-1}^2)$ transmits a fraction of $A_2 \exp i\phi_2$. An ideal zone plate has $A_1 = 0$, $A_2 = 1$, $g = \frac{d}{2}$ and $\phi_1 = \phi_2 = 0$ so equation 3.3 becomes:

$$\varepsilon(m) = \frac{\sin^2\left(\frac{m\pi}{2}\right)}{m^2\pi^2}$$

The most efficient focus is clearly the first order, taking $m = 1$, $\varepsilon(1) = 10.13\%$.

The study of radiation induced cancers usually involves irradiating biological material using carbon K X-rays (284eV), focused using a zone plate to a micrometre sized spot. The low throughput of zone plates means that the number of X-rays which are brought to a focus, is too low to successfully irradiate cells[75].

Using carbon K X-rays restricts the material that can be studied to cell clusters, because the X-rays are almost completely absorbed by single cells, so in order to cause one cell to mutate, $\sim 100$ cells[17] have to be irradiated. For the research being proposed, single cells would be mutated by supplying a known radiation dose to each cells, instead of an average dose over a group of cells, and the effect on
the surrounding cells would be studied over a distance of 50 mm. Therefore carbon K X-rays are not suitable for this purpose, however, if the energy of the source is increased, then the focused spot size of the zone plate is increased, as demonstrated by equation 3.1. The combination of the type of radiation being used and the current available focusing devices has meant that to date it has only been possible to study cell death as opposed to cell mutations.

The size of the source prior to being focused, limits the spot size which can be produced and with current technology, spot sizes of less than several micrometres are hard to achieve. Consequently, in addition to investigating a new optic design, a new X-ray source providing titanium K\(_{\alpha}\) radiation at an energy of 4.5 keV is being developed, at Kings College London (KCL), in order to reduce the source spot size. This new source is being developed as a micro-focused source and will provide a very constrained beam of X-rays. The increase in energy from carbon K to titanium K\(_{\alpha}\) X-rays (an increase of 4.2 keV), requires a zone plate with a longer focal length, which would increase the spot size produced[17].

The zones on the zone plate have to be at least \(\geq 100 nm\) in width to create an efficient diffracting structure. Using equation 3.1, \(r_0=0, n = 350, \lambda=4.5 keV=2.75 \text{Å}\) and \(f=50 mm\), \(r_{350}=69.44 \mu m\) and \(d=99.20 nm\). The diameter of the zone plate to focus X-rays at this wavelength would be \(D_{350}=138.88 \mu m\), making it very difficult to manufacture especially when the width of the outer most zone is only 99.20 nm, and the limited aperture would affect the resolution and efficiency. In addition, in order to achieve a spot size of 10 \(\mu m\) or less, the pores in the optic must be less than 10 \(\mu m\) at X-ray wavelengths, this is impossible to manufacture using zone plates.

Therefore, in order to study cell mutation and smaller cell structures, a focusing device capable of delivering increased intensity per unit time, with a higher throughput, whilst retaining a similar spot size (or smaller) to the zone plate, is required.

The new optic needed to be able to focus both on-axis and off-axis X-rays, thus satisfying the Abbe sine condition[16]. This can be achieved by reflections from two consecutive surfaces (see figure 3.2), but cannot be achieved with a zone plate and it is therefore necessary to move to grazing incidence optics. This method would also increase the efficiency of the optic and the range of the workable X-ray energies.
Figure 3.2: A point-to-point focusing device using two reflections of grazing incidence. The source is brought to a focus by consecutive reflections from two surfaces. The grazing angle with which the X-rays hit the optic, depends on the radius of curvature of the optic. By adjusting the radius of curvature, the focal length is adjusted. A device of this type, would satisfy the Abbe sine condition[16] as X-rays both on and off axis would be focused[17].

3.3 Initial design and requirements

As described above, a new form of device is required in order to focus X-rays to the spot size of a single biological cell, $\sim 10\mu m$, at higher X-ray energies than currently used, for radiation studies. It has been concluded that grazing incidence optics would provide the best form of device due to the ability to focus both on-axis and off-axis rays as well as increasing the throughput efficiency and workable energies without altering the focal length.

A device with channels made from a reflective material, such as silicon, would act as an effective grazing incidence optic and by creating an optic with a conical geometry (figure 3.3), it would be possible to focus X-rays to a single spot. In addition, by altering the focal length (i.e. the radius of curvature) and creating very smooth wall surfaces, the precise shape and size of the focused spot could be easily controlled. This optic would be similar to a zone plate and would focus in a very similar way but using grazing incidence reflections instead of diffraction. The optic would be created by etching channels into a silicon chip to reflect the X-rays.

The MOAs are formed from a $20mm \times 10mm \times 0.2mm$ silicon chip with a $4mm^2$ active area in the centre, consisting of a series of etched $10\mu m$ wide channels. Two strips of piezoelectric material are placed either side of the active area to provide active adjustment of the radius of curvature of the device and therefore the focal
Figure 3.3: A cross section of a proposed system with a cylindrical profile. The channels are attached to the centre stop and outer edge via spindles. The central stop reduces the number of straight through rays which hit the detector. By bending the optic to a spherical profile, it would create a spot focus similar to that of a zone plate but using grazing incidence reflections as opposed to diffraction[17].

length. Using grazing incidence reflections means that the optics are not X-ray energy dependent and by creating an optic with an adaptable radius of curvature, i.e. active, the focal length can be precisely controlled.

Two forms of etching process are currently being investigated, dry etching and wet etching [76]. Wet etching is a process whereby the silicon is immersed in a chemical solution and is dissolved to achieve the desired shape by the use of a mask. The mask has to be made of a material that will not dissolve as quickly as the material being etched. Wet etching can be used to etch along the \(<111>\) or \(<110>\) silicon crystal planes, creating very smooth, straight walls. However, this method cannot be used to produce cylindrical geometry as curved walls cannot be created.

Dry etching involves dissolving the area in the shape of a mask using reactive ions. Once the reacting ions have blasted the surface, the material is passivated and the process is repeated. This process creates two very separate surface features, scallops and curtains, which affect the surface roughness and scattering of the X-rays. A full description of these features and their effects are shown in section 3.6. Shadowing is also seen from the surface roughness features and reduces the number of reflected rays by a small percentage as shown in section 3.6.3.

Many previous attempts have been made to create micro focusing devices by deep silicon etching and examples include [77][78][79]. Creating optics with high
aspect ratios and low surface roughness has been difficult to achieve, however, work still continues at many institutions to perfect this technique.

Several MOA prototypes, both wet and dry etched have been created to be tested and many models have been completed of different configurations of single and tandem MOA systems.

3.4 Micro Optical Arrays design

3.4.1 First prototype design

The design of the MOAs is largely based on polycapillary[80] or Micro Channel Plate optics (MCPs)[81]. For the initial prototype, the MOAs were created using parallel channels forming a simple 1D system, as opposed to the complex conical arrangement (figure 3.3).

The current schematics of the prototype MOA system are a 0.2\textit{mm} thick silicon wafer with a 4\textit{mm}\textsuperscript{2} (2\textit{mm} by 2\textit{mm}) etched active area. The aperture of the optic has been designed to fit the aperture of the new micro-focusing source. The central active area consists of etched channels, which are 0.01\textit{mm} wide with 0.01\textit{mm} gaps in between them. There is a central stop within the active area to reduce the number of straight through rays which hit the detector. Piezoelectric devices will be used to adjust the curvature of the optic and therefore the focal length. Finite Element Analysis (FEA) models completed at KCL (S. Sahraei, private communication, 2007) have shown that a full coating of piezoelectric material produces less bending than strips of material at the same voltage. For this reason, two piezoelectric strips are placed either side of the channels to enable the MOA to be bent and produce an adjustable focus. The strips are 1\textit{mm} wide and 1\textit{mm} away from the active area to reduce the stress on the corners and edges of the active area as they are actuated.

In order to produce a focused spot of $\sim$10\textmu m (average size of a biological cell), a focal length of $\sim$50\textit{mm} and a demagnification of $\frac{1}{3}$ of the source, the centre of the MOA needs to be bent by $\sim$0.01\textit{mm}. The walls of the channels need to have a surface roughness of $\sim$2\textit{nm} or better across the complete wall of the channel. If the surface roughness is much higher than this, the efficiency of the optic will be too
Figure 3.4: Current prototype MOA design, not to scale. The silicon chip is 20mm x 10mm x 0.2mm with a central active area. The central area is 4mm² and consists of 0.01mm wide slots with 0.01mm wide walls. There is a central stop to reduce the number of X-rays which pass straight through the optic and hit the detector. The lighter grey strips are the piezoelectric actuators which are 1mm wide and 1mm from the central area to reduce stress as they are actuated.

low to achieve the intensity per unit time required at the necessary X-ray energy to irradiate the biological material. Figure 3.4 shows the current prototype design. The MOAs are being produced at the Scottish Micro Electronic Centre (SMC) at the University of Edinburgh.

Prototypes have been produced via the dry etch and wet etch processes to compare the surface quality of the channel walls. The design is identical in both cases although the silicon chips used for wet etching are 0.1mm thick as opposed to 0.2mm chips used for the dry etching prototypes. The ends of these channels are also a different shape as the masks used are particular to etching effectively down the crystal planes. This change in shape does not affect the focusing ability of the optic.

3.4.2 Prototype Micro Optical Array mount design

As the MOA has been designed to focus the X-rays produced from a purpose built micro-focus source, a mount to hold the MOAs in place needed to be designed and built. The mount had to be able to hold more than one MOA at a time, to provide two reflections, and allow them to bend whilst still being supported. The position of the MOAs needed to be adjustable for alignment and the piezoelectric actuator electrodes had to be accessible. MSSL have designed and built such a mount, which will be attached to the micro-focus source and fulfills all the above requirements. Figure 3.5 shows the complete structure.

The mount is made up of several units one of which holds the MOA in place and is shown in figure 3.6. The MOA is placed within a groove cut out of the material,
Figure 3.5: The mount designed to hold the MOAs. The handles control the micrometers which allow the MOAs to be moved in the translational directions and to be aligned with each other. The electrodes from the piezoelectric actuators can be attached to the drivers via the connectors on the MOA holder. a) Half of the mount with the area where the MOA will be contained at the top. The channels for the piezoelectric actuator electrodes can be seen. b) The full mount shown with sections for two MOAs. Images provided by MSSL.

Figure 3.6: The MOA holder component of the mount, shown in figure 3.5, with an MOA in place. This component holds the MOA in place as there is a cut out section which the MOA sits in and the clamp is placed over the top. The clamp has two knife edges which allow the MOA to bend without any stress being added. There are also channels cut into the holder to allow access to the piezoelectric electrodes. The electrodes are connected to the driver via the connectors at the base of the holder.
Figure 3.7: An image of the MOA holder for the X-ray tests at UoL. The silver surround is made from steel and acts as a baffle to prevent the rays which do not hit the MOA from travelling through to the CCD. The baffle attaches to the rotation arm to allow rotation of the MOA in one axis. The brown holder is the purpose built MOA holder and an MOA with piezoelectric strips can be seen inside. The MOA holder is attached to the baffle via four screws and the clamp which holds the MOA in place can also be seen over the top of the MOA.

and a clamp placed over the top. Channels are cut into the holder, to allow the actuator electrodes to be attached to the driver. The connections for the electrodes can be seen at the bottom of the MOA holder. The clamp over the holder has two knife edges which allow the MOA to be supported whilst being bent, without applying any stress to the optic. The holder, containing the MOA, is then placed within the mount and can be aligned using micrometers which are controlled by the handles shown in figure 3.5. The whole unit will then attach to the exit aperture of the micro-focus source.

Specific mounting was designed to hold the MOA during the tests within the CCD life test facility at UoL (section 3.9.2), and consisted of an MOA holder and a baffle to reduce the number of rays which miss the optic and hit the CCD. For these tests, the clamp section from the full MOA mount was used (figure 3.6) and figure 3.7 shows the mounting attached to the baffle. The steel baffle was attached to the rotational arm and the clamp section of the MOA holder was attached to the baffle.
3.5 Theory of Micro Optical Arrays

MOAs are small scale, grazing incidence devices, created by etching thin channels into silicon chips, where the X-rays are reflected off the walls of the channels. They can be used as either a collimator, a telescope or for line-to-line focusing as with a cylindrical lens. This is achieved by the combination of reflections from the channel walls which produce a line focus. Below is a description of the designs of various MOA single and tandem systems, based on the design of the channels in the active area. Similar derivations for MCP and capillary arrays can be found in Chapman et al.[82][83] and others.

3.5.1 Single Micro Optical Arrays

The basic geometry of a single MOA channel is shown in figure 3.8 and taking \( h \) as the distance of the channel from the optical axis, \( \theta_g \) as the grazing angle, \( s_1 \) as the source to MOA distance and \( s_2 \) as the MOA to image distance we have

\[
\frac{h}{s_1} = \theta_g - \theta \quad (3.5)
\]

\[
\frac{h}{s_2} = \theta_g + \theta \quad (3.6)
\]

Eliminating \( \theta \) we get:

\[
\frac{1}{s_1} + \frac{1}{s_2} = \frac{2\theta_g}{h} \quad (3.7)
\]

which is the standard Gaussian imaging equation:

\[
\frac{1}{s_1} + \frac{1}{s_2} = \frac{1}{f} \quad (3.8)
\]
This enables the MOA to act as a lens. Taking the above equations, \( \frac{h}{\theta} = R \) and eliminating \( \theta \), the radius of curvature of the MOA is given by

\[
R = \frac{2s_1s_2}{s_1 - s_2} \tag{3.9}
\]

### 3.5.2 Tandem Micro Optical Arrays

The aperture of the system described above can be increased by using tandem MOAs i.e. double reflections (figure 3.9), creating a 2D system. The increase in the effective area is dependent on the ratio of the grazing angles between the two MOAs and to illustrate this, three cases have been considered. The first case is where the grazing angles of the two MOAs are the same, whilst in the second case, the first MOA is flat and the subsequent MOA is curved. The final case is where the focal length of the first MOA is set to the object distance \( s_1 \) and the focal length of the second MOA is set to the image distance \( s_2 \).

In the last case the rays passing from the first plate to the second are parallel to the optical axis so all the rays reflected by the first MOA will be reflected by the second, which means the total reflected flux is not dependent on the gap between the MOAs. In the other two cases however, this is not true and the number of rays reflected is dependent on the physical set up.

If \( \theta_{g1} \) is the grazing angle of the first MOA and \( \theta_{g2} \) is the grazing angle of the second then we have

\[
\frac{h}{s_1} = \theta_{g1} - \theta_1 \tag{3.10}
\]
\[
\frac{h}{s_2} = \theta_{g2} + \theta_2 
\]  
(3.11)

3.5.3 Equal grazing angle tandem Micro Optical Arrays

In this case, \(\theta_{g1}=\theta_{g2}=\theta_g\), using \(h/R_1=\theta_1, h/R_2=\theta_2\) and solving for equations 3.10 and 3.11 gives

\[
\frac{1}{R_1} + \frac{1}{R_2} = \frac{1}{s_2} - \frac{1}{s_1} 
\]  
(3.12)

and

\[
\frac{1}{R_2} - \frac{3}{R_1} = \frac{2}{s_2} 
\]  
(3.13)

The radii of curvature for the two plates are then given by

\[
R_1 = \frac{4s_1 s_2}{s_1 - 3s_2} 
\]  
(3.14)

\[
R_2 = \frac{4s_1 s_2}{3s_1 - s_2} 
\]  
(3.15)

3.5.4 Flat-curved tandem Micro Optical Arrays

Equations 3.10 and 3.11 still apply but now \(\theta_1 = 0\) (a flat MOA, infinite radius of curvature \(R_1\)) and \(\theta_2 = \theta_{g1} + \theta_{g2} = h/R_2\) so we have:

\[
R_2 = \frac{2s_1 s_2}{s_1 + s_2} 
\]  
(3.16)

For the flat-curved configuration \(\theta_x = \theta_{g1}\) and we have the simpler criterion that the gap between the MOAs must be \(\Delta_x << L\) to avoid heavy losses, where \(L\) is the length of the MOA’s channels.

3.5.5 Collimator-telescope tandem Micro Optical Arrays

In this case \(R_1=-2s_1\) and \(R_2=-2s_2\), so the first plate is curved towards the source and the second is curved towards the image. As all the rays which are reflected from the first plate are parallel to the optical axis on exiting, the gap between the two MOAs can be infinite.
3.5.6 Line Spread Function

The line spread function (LSF) of the detected distribution is the integration of the point spread function which describes the blur of a point source due to the lens. The width of the LSF can be predicted using the formula[18]:

\[ w_1 = \frac{Lh}{2} \frac{(s_1 + s_2)^2}{s_1^2 s_2} \]  \hspace{1cm} (3.17)

for a single MOA and

\[ w_1 = \frac{Lh}{4} \frac{(s_1 + s_2)^2}{s_1^2 s_2} \]  \hspace{1cm} (3.18)

for tandem MOAs, where \( L \) is the length of the channel.

Using the equations described above, models and predictions of both single and tandem MOAs were produced and predictions of the efficiencies of the systems were calculated.

3.6 Shadowing and scattering models

The dry etching process (see section 3.3) creates two very separate surface features, scallops and curtains, which affect the surface roughness and scattering of the X-rays. Scallops are caused by the passivation process, which creates a series of curves down the wall. This then causes an in-plane scattering effect (shown in figure 3.10) where the change in the slope of the wall causes the grazing angle of the incoming X-ray to be increased or decreased by a small factor \( \delta \) (figure 3.10 b)). The second surface effect, curtains, are orthogonal to the scallops down the wall surface and are shown in figure 3.11. It has been named the “curtain effect” as it is similar to ripples in hanging curtains as they become wider down the length of the channel. The effect is due to the mask edges not being perfectly smooth and it causes out-of-plane scattering, which shifts and spreads out the line focus of the MOA. The combination of the scallops and curtains will adversely affect the efficiency of the optic and the intensity of the line focus, therefore, it is essential that these two effects are reduced or eliminated.

Surface roughness also causes shadowing, where part of the surface is hidden from the incoming X-rays by the surface features[19]. This effect reduces the amount of rays which are reflected and focused by the MOA by a small percentage. The
Figure 3.10: A channel wall shown with scallops down its length. Left, an illustration of the MOA wall as it is etched, which creates the scallops during the passivation process. Right, the in-plane scattering caused by these features due to the change in slope, the grazing angle is increased or decreased by a small factor $\delta$.

Figure 3.11: A channel wall with the curtain features shown down the length of the wall. Left, the entire length of the channel with the curtain effect which is orthogonal to the scallops, shown in figure 3.10, and is caused by the roughness along the edge of the mask used to etch the channels. Right, the out-of-plane scattering caused by this effect which shifts and spreads out the line focus.

scallops along the walls will either give out-of-plane reflection errors from the sides of the scallops or the X-rays will be diffracted in a conical diffraction model. This will depend on whether the conditions are in the geometric or wave regime. Below is a discussion of the conditions to determine which regime will dominate and the amount of scattering which is caused by the surface roughness.

### 3.6.1 In-plane scattering

As described in section 1.4, in-plane scattering is conventionally calculated using the Total Integrated Scatter (TIS) which gives the probability that a ray is scattered and is used to calculate the $1^{st}$ order diffraction. The scattering in higher orders (as $\text{TIS} \rightarrow 1$), can be modelled using a Gaussian distribution approximation where the
width of the Gaussian is given by equation 3.19[18]:
\[ \frac{n\lambda}{d \sin \theta_g} = \sin \beta \]  

(3.19)

where \( d \) is the correlation length of the surface roughness along the channel and \( \beta \) is the width of the Gaussian.

### 3.6.2 Out-of-plane scattering

Owing to the shape of the scallop features, the walls of an MOA can be approximated to a diffraction grating with the grating spacing being equal to the width of the scallops, \( b \). The grating equation gives a scattering angle \( \beta_d \) from the grating at a given wavelength \( \lambda \) by
\[ \sin \beta_d = \frac{\lambda}{b \sin \theta_g} \]  

(3.20)

where \( \beta_d \) is the diffraction angle out-of-plane, \( b \) is the grating spacing and \( \theta_g \) is the grazing angle of the incoming X-ray. For small angles we get
\[ \beta_d \approx \frac{\lambda}{b \theta_g} \]  

(3.21)

Taking the scalloping profile to be a sector of a circle (figure 3.12), the radius of the profile can be calculated using the height of the scallops, \( h \), and the width of the scallop, \( b \)
\[ T \approx \frac{b^2}{8h} \]  

(3.22)

Using the radius of the scalloping profile \( T \), and the spacing between the cusps \( b \), the maximum gradient error is then given by
\[ \Delta g_{max} = \frac{b}{2T} \]  

(3.23)

and the average gradient error is then
\[ \overline{\Delta g} = \frac{b}{4T} \]  

(3.24)
Therefore the average deflection error (twice the gradient error) from the scallops is
\[
\beta_r = \frac{2b}{4T} = \frac{b}{2T}
\]  
(3.25)
where \(\beta_r\) is the reflection error out-of-plane.

The dividing line between geometric optics (figure error dominated) and wave optics (scattering/diffraction dominated) is given by equating the two angles, \(\beta_d\) and \(\beta_r\)

\[
\beta_r = \beta_d
\]  
(3.26)
which gives
\[
\frac{b}{2T} = \frac{\lambda}{b\theta_g}
\]  
(3.27)
and rearranging
\[
\frac{b^2}{T} = \frac{2\lambda}{\theta_g}
\]  
(3.28)

If \(b^2/T\) is larger than this (i.e. \(T\) is small or \(b\) is large) then the geometric reflection errors dominate the out-of-plane scattering, however, if \(b^2/T\) is smaller than this (i.e. \(T\) large or \(b\) is small) then the diffraction from the scallops dominates. As \(b\) and \(h\) are fixed by the channel manufacture and \(\lambda\) will be fixed or restricted to a given range, the only varying factor will be \(\theta_g\). This will be small for the channels at the centre of the MOA plates and large at the edges. Again rearranging and using equation 3.22, equation 3.28 becomes
\[
\theta_g = \frac{\lambda}{4h}
\]  
(3.29)
thus giving the dividing line between geometric reflection errors dominating and diffraction dominating.

For the out-of-plane diffraction, the TIS is dependent on the height of the scallops, \(h\), just as the in-plane TIS is dependent on the RMS surface roughness, \(\sigma\). The TIS is given by

\[
TIS = \left(\frac{4\pi\theta_g\sigma_h}{\lambda}\right)^2
\]  
(3.30)
where \(\sigma_h\) is the RMS height of the scallops.

The height of the scallops, \(h\), is given by (see figure 3.12)
\[
h = T - T\sqrt{1 - \left(\frac{x}{T}\right)^2}
\]  
(3.31)
and using a binomial expansion to obtain the higher terms, equation 3.31 becomes:

\[ h = \frac{x^2}{2T} \]  

(3.32)

The RMS height of the scallops is given by

\[ \sigma_h = \sqrt{h^2 - \bar{h}^2} \]  

(3.33)

where

\[ \bar{h} = \int_0^{d/2} \frac{h}{d/2} dx \]  

(3.34)

\[ \bar{h}^2 = \int_0^{d/2} \frac{h^2}{d/2} dx \]  

(3.35)

and therefore equation 3.33 becomes

\[ \sigma_h = \frac{2h}{3\sqrt{5}} \]  

(3.36)

Substituting this into equation 3.30, setting TIS=1 and rearranging we get

\[ \theta_g = \frac{c \lambda}{4h} \]  

(3.37)

where

\[ c = \frac{3\sqrt{5}}{2\pi} = 1.068 \]  

(3.38)

This result is comparable to the result produced in equation 3.29 and gives the dividing line between reflection error domination and deflection diffraction.

If \( \theta_g \) is large (at the edges of the MOA) then there will be diffraction and if it is small (at the centre of the MOA) then there will be a geometric reflection error as the geometric reflection error is independent of \( \theta_g \) and \( \lambda \). At small grazing angles the phase errors introduced by the height error of the scallops are small, and so the amount of scattering drops and geometry takes over. As \( \theta_g \) increases, the height errors become important and at some point scattering takes over. This also means that scattering dominates when the projected area of the channel walls is large.

As the out-of-plane deflection should shift the rays out-of-plane, there should be no effect on the focus, just a decrease in the efficiency.
3.6.3 Shadowing models

Shadowing is caused by the surface roughness features hiding part of the reflecting surface from the incoming X-rays, which reduces the number of reflected rays. This has more of an effect on the efficiency of the optic the larger the surface features are. The cause of shadowing is demonstrated in figure 3.13[19].

The critical angle at which reflection is no longer achieved is related to the surface roughness by equation 3.39,

\[ \tan \theta_c = \frac{h}{t} \]  

(3.39)

where \( h \) is the height of the surface roughness features over a length \( t \). Shadowing was modelled using equation 3.40,

\[ \epsilon = \frac{\tan \theta_c}{\tan \theta_g} \]  

(3.40)

where \( \theta_g \) is the grazing angle between the X-ray and the optic.

Equation 3.40 reduces the number of rays which are reflected by the optic by a small fraction, \( \epsilon \). This therefore reduces the intensity of the focused line or spot but does not affect the focusing ability of the optic. Scalloping on the other hand has a more noticeable effect.

3.6.4 Conclusion of surface feature models

The amount of out-of-plane scattering is only dependent on the depth of the channels, \( h \), just as the amount of in-plane scattering depends on \( \sigma \) and not on the correlation length. The scallops along the channel walls will deviate the rays by reflection and the roughness down the scallops causes scattering as \( h \) will be large.
which leads to a geometric solution and \( \sigma \) will be small which gives scattering. In both cases, \( h \) and \( \sigma \) give the TIS and if \( h \) or \( \sigma \) are large then \( \text{TIS} \to 1 \), however, this may not happen at the same point as the reflection and deflection angles, \( \beta_d \) and \( \beta_r \), become equal.

The amount of shadowing is determined by the height of the features and the grazing angle of the incoming ray.

### 3.7 Metrology of the Micro Optical Arrays

In preparation for the MOA tests described in section 3.9.2, images of the MOA to be used were taken using the Field Electron Gun Scanning Electron Microscope (FEGSEM) and Environmental Scanning Electron Microscope (ESEM) in the Advanced Microscopy Centre at UoL. Both sides of the wet and dry etched MOAs were imaged as well as down the channel length. The images showed that the dry etched MOA had some surface features of the order of 100\( \text{nm} \) and that some of the channels were broken. The images of both sides of the dry etched MOA can be seen in figure 3.14 and figure 3.15.

Figure 3.14 shows the front side of the dry etched MOA which appeared to have few broken channels and seemed to be cleanly etched. The channel walls appeared to be vertical but displayed the scallop and curtain features which can be clearly seen in figure 3.14 c) and d). The rear side of the MOA (figure 3.15) however, appears very damaged with scratches and chips in the channel walls. In some places the channels do not seem to be fully etched and it appears as though something has dripped down the length of the channel which has caused major surface roughness features. The width and accuracy of the channels on the rear side of the MOA is variable and they appear narrower and uneven in comparison with those on the front side of the MOA. The walls and channels should have both been 0.01\( \text{mm} \) wide, however, this is clearly not the case in the SEM pictures, on the rear side the walls are much narrower so the walls are a trapezium in shape.

The ESEM at UoL was used to image a wet etched MOA and it was found to have much smoother walls and practically no surface features, as shown in figure 3.16. The quality of the wet etched walls is much better than that of the dry etched
Figure 3.14: Images of the front side of the dry etched MOA taken with the FEGSEM. a) The active area of the MOA, a few broken channels are clearly visible. b) A closer view of the broken channels within the MOA’s active area. c) A view down the length of the channel wall where the curtain effect is visible. d) A wider angle view down the MOA channel wall where both scallops and the curtain effect are visible. e) A series of channels, undamaged. The quality of the etch can be seen in this image, the walls are evenly spaced and vertical. f) A view of the edges of the channels which have been curved to improve the quality and ease of the etch. The scales in these images are 500, 10, 2, 2, 20 and 20 µm for a), b), c), d), e) and f) respectively.
Figure 3.15: Images of the rear side of the dry etched MOA taken with the FEGSEM. a) The rear side of the active area of the MOA. It can be seen that this side of the MOA is very damaged, with broken channels, chips and scratches over the entire area. b) The channels are much narrower, uneven and damaged compared with the front side of the MOA. c) A zoomed in image of the damaged area of the channel walls. d) A closer view down the length of the channel walls where the scallop and curtain effects are less visible, however, it does appear as though a substance has been dripped down the walls creating very high levels of surface roughness. e) A view of the tops of the channel walls which appear uneven and narrow. f) The corners of the channels are very misshapen and damaged and there are a large number of broken channels on this side of the MOA. The scales in these images are 200, 100, 20, 5, 20 and 50 µm for a), b), c), d), e) and f) respectively.
wet etched MOA using the ESEM at UoL. The surfaces of the channel walls are much cleaner and show practically no surface features. The channel walls are incredibly straight and even and there are very few broken channels although some do appear to of stuck together. a) and b) show the front side of the MOA and c) and d) show the reverse side. Both sides are practically identical to one another. The scales in these images are 3mm, 100µm, 2mm and 20µm for a), b), c) and d) respectively.

walls, which would increase the amount of X-ray reflection from the source. Some channels did appear to stick together and bend towards each other, which would reduce the reflecting area, but only by a small fraction.

3.8 Simulation of the Micro Optical Arrays

The models of the optic design have been completed in a ray-tracing program called Q (1.5). Using Q, more than one MOA may be specified at a time to create double reflecting surfaces and a 2D system. Surface properties of the MOAs such as surface roughness and deformations can also be specified which allows alterations to the initial shape of the optic to be added. For instance the piezoelectric devices cause a parabolic shape over the surface as opposed to a cylindrical profile which can be easily added to the models if required. The surface type, source energy and surface coatings can also be set, enabling the creation of accurate models of the MOAs.
The following sections describe the models of single and tandem MOA systems produced. All the systems described in section 3.5 as well as parabolic MOAs and crossed pair MOAs have been modelled and the results are shown.

3.8.1 Line-to-line focusing

Line-to-line focusing, where a finite source is focused using either a single or tandem MOA system, is the simplest form of focusing when using an MOA. Single MOAs will create a line focus from a finite point source because the MOA is made up of narrow channels and the X-rays are reflected off one surface in one axis. In comparison MCPs, which are pore optics, create a point focus with cross arms from consecutive reflections off orthogonal surfaces. If an MOA with an infinite radius of curvature (i.e. flat), is placed halfway between a source and a detector, line-to-line focusing (or point-to-line focusing) can be achieved. Figure 3.17 demonstrates line-to-line focusing with a single flat MOA and a finite source. The X-ray source has an energy of 1.04 keV and the MOA has been set up with a perfect silicon surface and no deformations. The whole system is over 40 mm and the aperture of the optic is 1.5 mm with the source on the right hand side of the image and the detector at 0.0 mm, on the left. Figure 3.17 b) is a zoomed-in image of the channels and the interaction of the X-rays with the surface. The red rays represent the X-rays which have come from the source and have not interacted with any surfaces whilst the green rays are those which have been reflected once by the surface. It can be seen that the source is brought to a focus at the detector at 0.0 mm. In the zoomed-in image (figure 3.17 b)), it is possible to see the rays (in red) being reflected by the channel walls and becoming green rays. Figure 3.17 also shows that not all rays entering the channels are reflected, but that some pass straight through the optic onto the detector. The same effect can be achieved with a curved MOA, where the radius of curvature is set to twice the distance from the MOA to the detector as can be seen in figure 3.18. In this image, a curved MOA with a radius of curvature of 60 mm, positioned at 30 mm and curved toward the source, focuses a finite source. The source to detector distance is set to 45 mm with the detector at 0.0 mm. This model has been set up in the same way as the model shown in figure 3.17.
Figure 3.17: Line-to-line focusing of a 1.04 keV source, with a flat MOA. The top image shows the full system with the source positioned on the right of the image and the detector on the left. The red rays are produced by the source and represent the rays which have not been reflected whilst the green rays represent those which have undergone a single reflection. It can be seen in both images that not all the rays produced at the source are reflected by the optic, some pass straight through to the detector. The axes for both frames are in mm and the source to detector distance is 40 mm. The MOA is positioned at 20 mm and has a focal length of 20 mm. The bottom image shows a zoomed-in section of channels and shows the rays being reflected. The red rays from the source enter the channels from the right and are reflected toward the detector on the left. The MOA has been modelled with a perfect reflecting silicon surface with no deformations.
Figure 3.18: Line-to-line focusing with a curved MOA. The top image has a source to detector distance of 45mm and the MOA is positioned at 30mm with a radius of curvature of 60mm, curved toward the source. The bottom image is a zoomed-in section of the channels which shows the rays being reflected. The red rays from the source enter the channels from the right and are reflected toward the detector on the left. The model was produced and set up in the same way as figure 3.17.
Figure 3.19: A finite source of 1.04 keV being reflected by an MOA acting as a collimator. The figure is set up in the same way as figure 3.17. The focal length of the MOA is 25 mm and the radius of curvature of this MOA is 50 mm, positioned at 25 mm, and curved toward the source. The lower image shows a zoomed-in image of the channels, where the rays enter the channels from the right at an angle, and are reflected toward the left. It can be seen that the reflected rays, in green, are parallel to the optical axis.

### 3.8.2 Collimator and telescope Micro Optical Arrays

As described in section 3.5.5, a single MOA can act as a collimator or as a telescope and by combining the two in a tandem system, a collimator-telescope providing line-to-line focusing. A collimator creates a parallel beam from a finite source as shown in figure 3.19, whilst a telescope focuses an infinite source (figure 3.20). Line-to-line focusing is demonstrated in figure 3.21 by a collimator-telescope tandem MOA system.

For the collimator system, the radius of curvature of the MOA, $R$, is set to $R = -2s_1$, where $s_1$ is the distance from the source to the MOA, and it is curved toward the source. The MOA acting as a telescope, is curved toward the focus with the radius of curvature being $R = -2s_2$, where $s_2$ is the distance from the focus to the MOA.

By combining a collimator MOA and a telescope MOA, a line-to-line focusing device is created. The gap between the two plates in this instance can be infinite.
Figure 3.20: An MOA acting as a telescope, focusing an infinite source at an energy of 1.04 keV. The formatting for this figure is the same as in figure 3.17. The focal length of the MOA is 20 mm and the length of the system is 30 mm. The MOA has a radius of curvature of 40 mm, is positioned at 20 mm and is curved toward the focus. The lower image shows a zoomed-in image showing that the parallel rays entering the channels from the right, exit the MOA at an angle on the left.

as all the rays reflected by the first MOA are parallel to the optical axis and in line with the channels of the second MOA. If the MOAs are perfectly aligned, then all the rays which have been reflected by the first MOA will be reflected by the second. It can also be seen that there is more than one focus. The first focus is created by rays reflected by the second MOA only and the focus at 0.0 mm is caused by the rays which are reflected by both MOAs.

3.8.3 Equal grazing angle Micro Optical Arrays

In the collimator-telescope configuration described previously, all the rays reflected by the first MOA will be reflected by the second if the two MOAs are properly aligned. However, in the case of equal grazing angle tandem MOAs, the number of rays reflected is dependent on the physical set up of the MOA system. As shown previously, equation 3.41 describes the case where the rays hit both MOAs at the same angle.
Figure 3.21: Two MOAs acting as a collimator-telescope tandem system. The top image has the finite source with an energy of 1.04 keV on the right of the image at 45 mm and the detector is on the left at 0.0 mm. The image has been produced in the same way as 3.17, with the addition of the blue rays which demonstrate rays which have been reflected twice, once by each MOA. The collimator-telescope system is operating over a distance of 45 mm with the two MOAs positioned at 25 mm and 20 mm respectively. The first is a collimator MOA with a radius of curvature of 40 mm curved toward the source. The second MOA is acting as a telescope also with a radius of curvature of 40 mm curved toward the detector. The MOAs are separated by 5 mm and the rays are parallel to the optical axis between them, this can be seen in the lower image. The rays enter the channels from the right, are reflected by the first MOA and are then reflected by the second MOA as they are perfectly aligned. The majority of the rays reflected by the first MOA are reflected by the second MOA. Two foci can be seen in the top image, the first is at ~8 mm, the second is at 0.0 mm. The first focus is created by rays which have passed through the first MOA and are only reflected and focused by the second MOA and the second focus is created by the rays which have been reflected by both MOAs.
\[ \frac{1}{R_1} + \frac{1}{R_2} = \frac{1}{s_2} - \frac{1}{s_1} \]  

(3.41)

and

\[ \frac{1}{R_2} - \frac{3}{R_1} = \frac{2}{s_2} \]  

(3.42)

where \( R_1 \) and \( R_2 \) are the radii of curvature of the MOAs, \( s_1 \) is the distance from the source to the first MOA and \( s_2 \) is the distance from the second MOA to the detector. If the radii of curvature of the first MOA is set to equation 3.43,

\[ R_1 = \frac{4s_1s_2}{s_1 - 3s_2} \]  

(3.43)

and the radius of curvature of the second MOA is set to equation 3.44,

\[ R_2 = \frac{4s_1s_2}{3s_1 - s_2} \]  

(3.44)

it is possible to create a tandem, line-to-line focusing system. Figure 3.22 demonstrates the equal grazing angle tandem system.

As can be seen in figure 3.22, with a gap between the two MOAs, the focus is not positioned as expected at 0.0 mm but is closer to the MOAs, and the number of rays focused is much less than in figure 3.21. By placing the MOAs close together so they are almost touching, it is possible to move the focus to 0.0 mm and increase the number of focused rays, thereby increasing the intensity of the focus (see figure 3.23).

As with the collimator telescope MOAs, there are three foci produced by this system and two are shown in figure 3.23. The first, at \( \sim 18 \text{mm} \), is created by the rays which have only been reflected by the first MOA. The focus created at the detector, at 0.0 mm, is created by the rays which have been reflected and focused by both MOAs. The third focus, created by rays only reflected by the second MOA, cannot be seen in this image, but would form behind the detector at \( \sim 30 \text{mm} \).

### 3.8.4 Flat-curved tandem Micro Optical Arrays

In this configuration, the first MOA is flat, and the second MOA is curved toward the focus with a radius of curvature, \( R_2 \), given by equation 3.45

\[ R_2 = \frac{2s_1s_2}{s_1 + s_2} \]  

(3.45)
Figure 3.22: Line-to-line focusing with an equal grazing angle tandem MOA system. The system is set up in the same way as figure 3.21. Set over 45\,mm with the source at 45\,mm, the MOAs at 30\,mm and 27.5\,mm respectively, and the detector at 0.0\,mm. The full system is shown in the top graph, where the rays are reflected at the same angle by both MOAs. Not all rays reflected by the first MOA are reflected by the second MOA. A zoomed-in image in the lower frame shows the rays being reflected by the two MOAs. There are two foci again in the image, caused by reflections from the first MOA and reflections from both MOAs. The second focus, from the double reflection rays, is not at 0.0\,mm due to the gap between the MOAs. The intensity of the focus spot is also less than that in figure 3.21, because fewer rays are focused by both MOAs.
Figure 3.23: Line-to-line focusing with an equal grazing angle tandem system, with no gap between the MOAs. This system is identical to figure 3.22 except the MOAs are almost touching. The number of rays which are focused by both MOAs is greatly increased and the focus has been moved to 0.0\(\text{mm}\) as expected. In the lower frame, it is clear how close the MOAs are, although some rays reflected by the first MOA are still not reflected by the second.

The number of rays which are focused using this method is lower than that from the other two tandem configurations, due to the alignment of the channels of the MOAs, figure 3.24. In the case of the collimator-telescope system, all the rays which have been focused by the first MOA are focused by the second, as long as the channels are aligned properly. In the other two cases, even the rays focused by the first MOA are not necessarily focused by the second. In the equal grazing angle case, the MOAs need to be almost touching in order to achieve the maximum number of rays reflected by both MOAs. In figure 3.24 b), some of the rays which are reflected by the first MOA are shown to experience a secondary reflection off the opposite wall. These rays, shown in blue, are then not reflected by the second MOA which reduces the efficiency of this configuration.

The maximum number of rays are reflected by the equal grazing angle tandem MOA system, however, the preferred physical set up is the flat-curved tandem system as only one MOA would need to be adaptive thus simplifying the set up and mounting. Ideally an MOA would be created with concentric rings of channels.
Figure 3.24: A flat-curved tandem MOA system. The source is to the right of the image and the detector is to the left and is configured in the same way as figure 3.21. In the top frame, the MOA closest to the source has an infinite radius of curvature, and the second MOA is curved toward the focus. The source is focused over a distance of 20 mm. The MOAs are positioned at 7 mm and 6.8 mm respectively and can be seen in the lower frame. The number of rays focused by this system is less than that shown in figure 3.23, as fewer rays reflected by the first MOA are focused by the second MOA. Some of the rays which have been reflected off one wall in the first MOA experience a secondary reflection off the opposite wall. These rays, shown in blue, are not reflected by the second MOA which reduces the efficiency of this configuration.
which would provide a focused spot of high intensity, but this is difficult to achieve due to the surface roughness and manufacturing process. A focused spot can be achieved with two 1D MOAs by creating a crossed pair in a 2D system, where the two MOAs are orthogonal to one another, as shown in figure 3.25.

3.8.5 Crossed pair Micro Optical Arrays

A spot focus can be achieved by using a crossed pair of 1D tandem MOAs, creating a 2D system similar to MCPs. This is shown in figure 3.26 with a small aperture of 1\text{mm} and over a large distance of 160\text{mm}. The size of the focused spot using this method is \(\sim 3\mu m\), much less than the size of an average biological cell (\(\sim 10\mu m\)). A similar model is shown in figure 3.27, but with a larger aperture of 4\text{mm} and over a shorter distance of 41\text{mm}. Using this method, the focused spot is \(\sim 15\mu m\) in diameter which is much larger but is of higher intensity as more rays are focused. Using a combination or one of these two configurations, a spot focus with high intensity is achieved at the point where the two line foci meet. However, crossed arms are also produced, which could create a problem when irradiating the cells as there may be some damage to the surrounding cells. If the intensity of the cross arms can be kept to a minimum, then this method could be easily adopted as an alternative to the cylindrical MOA system. Analysis of the cross arms was completed in Q, and the flux was found to be 1.5\% of the flux of the central spot. This is because the second MOA acts as a block to some of the rays which have been focused by the
Figure 3.26: A crossed pair of MOAs creating a focused spot. The two MOAs are orthogonal to one another so that each produces a line focus. The point at which the two line foci cross, creates the single point focus. The left hand frame shows the whole system over 160mm, with a gap of 5mm in between the two MOAs. The right hand frame shows the modelled detected image with the axes in $\mu m$ and the focused spot is $\sim 3\mu m$ in diameter.

Figure 3.27: A crossed pair of MOAs creating a focused spot of high intensity. The two MOAs are orthogonal to one another so that each produces a line focus. The point at which the two line foci cross, creates the single point focus. The left hand frame shows the whole system over 41mm, with a gap of 1mm in between the two MOAs. The right hand frame is the modelled detected image with the axes in $\mu m$ and the focused spot is $\sim 15\mu m$ in diameter. The focused spot is more intense than in figure 3.26 as more rays are focused by both MOAs.

first, which therefore reduces the flux of the cross arms. At this level, the cross arms are effectively negligible.

As described in section 3.3, wet etching provides a much higher surface quality than dry etching as it is possible to etch down the $<111>$ or $<110>$ crystal planes, but curved walls and therefore a cylindrical profile cannot be created using this method. Using the crossed pair MOA system, it would be possible to create an approximation to a cylindrical profile using wet etched MOAs with better surface quality and lower surface roughness. The alignment is also not as crucial with this arrangement, as long as multiple channels are in line, a reasonable amount of flux will be focused.
3.8.6 Parabolic Micro Optical Arrays

The nature of the piezoelectric actuators means that when the MOAs are curved, they create a parabola as opposed to having a cylindrical profile. The parabolic shape has been modelled using the deformation code in Q. The MOAs were modelled in an identical way, with a 1.04 keV infinite source and an MOA positioned at 20 mm with a radius of curvature of 40 mm. The parabolic models showed that although the ray-tracing looked almost identical (figure 3.28), the detected distributions were quite different (figure 3.29). The intensity of the detected distribution for the parabolic MOA is ten times greater than for a cylindrical MOA. This is because a parabola is a perfect solution for focusing an infinite source.

3.8.7 Models of scalloping and shadowing

Low order scattering was already contained within the surface definition routines in Q, however, to be able to model scalloping and shadowing, the routines needed to be
Figure 3.29: Detected distributions of cylindrical and parabolic MOAs as modelled in figure 3.28. a) The distribution of a parabolic MOA and b) the distribution of a cylindrical MOA. The detected distributions are subtly different. The widths of the distributions are very similar, but the intensity of the parabolic line focus is ten times greater than that of a cylindrical MOA.

Figure 3.30: A tandem MOA system with scallops and shadowing. The left hand image shows the ray-tracing and the right hand image shows the detected image. This is the same set up as shown in figure 3.21. The number of scattered rays have been increased and the intensity of the line focus has been reduced, but a focus is still produced. The number of rays which are reflected by both MOAs is also reduced.

updated. Here, scalloping includes both the scallop and curtain effects seen on the MOA walls. As described in section 3.6, shadowing was modelled using equations from Klos[19] (as shown in section 3.6.3), and scalloping was modelled by adjusting the power law and deviating the normal of the ray after reflection by a small angle given by the size of the features.

For single and tandem MOA systems, the effect of scalloping simply increases the number of scattered rays and spreads the line focus out (see figure 3.30). However, with the crossed MOAs, unless the optic has a very small aperture and is focusing over a greater distance, a focused spot is not produced. This is demonstrated in figure 3.31 and figure 3.32 respectively.
Figure 3.31: A crossed pair of MOAs with scallops and shadowing included, over a large aperture. The left hand frame shows the ray-tracing and the right hand frame shows the detected image. The MOAs are focusing over a distance of 40\text{mm} and the MOAs are at 19\text{mm} and 20\text{mm} and are orthogonal to one another. There are very few focused rays due to scalloping effects and no focused spot can be seen in the detected image.

Figure 3.32: A crossed pair of MOAs with scalloping and shadowing, but over a small aperture and longer distance. Left, The ray-tracing and right, the detected image. The MOAs are focusing over a much larger distance of 160\text{mm} with the MOAs at 75\text{mm} and 80\text{mm} and are orthogonal to one another. The number of scattered rays is increased and the intensity of the focused spot is much lower compared to that shown in figure 3.26.
If the curtain effect and scallops can be reduced then crossed MOAs would be a possible solution to approximating the cylindrical profile. If the MOAs are wet etched in the one dimensional profile and combined to create a crossed pair it would remove the scallops and curtain effects completely whilst creating a micrometre focused spot.

3.9 X-ray experiments using Micro Optical Arrays

Two sets of experimental tests were carried out on the MOAs, the first at STFC Daresbury Laboratory and the second at UoL. The experiments carried out at STFC Daresbury Laboratory were simple reflectivity tests on a dry etched MOA whilst the tests performed at UoL tested both dry (the same MOA that was tested at STFC Daresbury Laboratory) and wet etched MOAs but again were simple reflectivity measurements.

3.9.1 Micro Optical Array reflectivity experiments

The reflectivity experiments completed at STFC Daresbury Laboratory were performed using the diffractometer. An MOA was selected at random from a batch which were dry etched and produced at the SMC in Edinburgh. This batch of MOAs were estimated to have a surface roughness of approximately 20 nm. After examining the MOA using a microscope, it was found that one side was in good condition whilst the other seemed discoloured and scratched and this side was placed away from the X-ray beam. A fixed anode X-ray generator at 5kV, fitted with a carbon source was used as the X-ray source. The MOA was mounted in a temporary aluminium holder within the diffractometer and a carbon filter was placed between the source and diffractometer chamber to reduce the bremsstrahlung flux and the carbon Kα emission line. A 1mm vertical aperture was also placed within the X-ray beam to reduce the scatter of the beam and the experiments were carried out at a vacuum pressure of $\sim1\times10^{-8} mbar$. The diffractometer comprises of two concentric rotation stages which are driven by stepper motors with an accuracy of 0.001°. The MOA was rotated on one stage, about an angle $\Omega$ and the detector was rotated
Figure 3.33: The set up of the reflectivity tests performed at STFC Daresbury Laboratory. The MOA was rotated on one stage, about an angle $\Omega$ and the detector was rotated on the other, about an angle $\Theta$. Images provided by STFC Daresbury Laboratory.

on the other, about an angle $\Theta$. The MOA could also be moved in two translational stages, height and longitude, thus allowing the best “through” position to be determined. The experimental set up is shown in figure 3.33.

The CEM detector is conical in shape and $2\text{mm}$ wide, which blurs the reflected function as shown in figure 3.33.

A brief measurement of the MOA’s throughput was completed by comparing the detected flux with and without the MOA in position. The results showed that a throughput of 44% was achieved with the MOA. It was scanned in height to determine the optimum vertical position by monitoring the counts after 3 seconds. A dip was found at a height of $H = 1.8\text{mm}$ due to the central stop and a height of $H = 2.5\text{mm}$ was selected for the optimum stage height. A scan through a full range of $\Omega$ was completed and it was found that a complete loss of signal occurred at $\Omega = \pm 4^\circ$, giving a length to width ratio of the channels of 15.4:1.

For the reflectivity study, $\Omega$ was increased in increments of 0.2$^\circ$, and for each value of $\Omega$, the detector was scanned through a full range of $\Theta$. The $\Theta$ scans were completed at increments of 0.01$^\circ$ with 5 second counting intervals per point. An example of the results obtained from the experiments conducted at STFC Daresbury Laboratory is shown in figure 3.34.
Figure 3.34: An example of the results obtained from the reflectivity tests carried out at STFC Daresbury Laboratory. These results cover an angle range of -1.0° to 8.0° with the straight through flux shown at 0.0° on the X axes and the reflection is seen at approximately 4.0°. Images provided by STFC Daresbury Laboratory.
Figure 3.35: The relationship between $\Theta$ and $\Omega$. The black line is the expected relationship of $\Theta=2\Omega$, and the red line shows the positions of the peak number of counts at each angle.

In this set up, it is expected that $\Theta=2\Omega$ but this was not the case at the higher angles as shown in figure 3.35, where the trend slowly drops away from the expected trend (shown in black).

Figure 3.36 shows the combination of all the results obtained during these experiments. The blue line indicates the transmitted component detected whilst the red line indicates the reflected component. The vertical lines show the cut or repeat in data obtained. As the transmitted component decreases, the reflected component increases, which is due to the increase in the amount of surface visible to the X-rays as the MOA is rotated. This creates a triangular form in the reflective component and similarly the reduction in the amount of straight through transmission forms a triangular profile in the transmitted component.

From the results it could be concluded that the MOA had a surface roughness of the order of 10\(\text{nm}\) or better but with extensive scalloping. The reflections would therefore be a combination of two distinct elements: wide angular scattering of the X-rays from the micro roughness and micro-lensing from the scalloping effects, where the beam will be reflected at different angles and provide differing foci. The MOA used in the experiments was found to have a low length to width aspect ratio which
Figure 3.36: Combination of all the results obtained during the experiments at STFC Daresbury Laboratory. The blue line indicates the transmitted component detected whilst the red line indicates the reflected component. The vertical lines show the cut or repeat in data obtained.

would reduce the focusing capability of the optic normal to the optical axis.

There were reflections seen at all angles, but at increasing Ω the counts dropped. There was still a reasonable amount of reflectivity seen at Ω ∼ 4°, and it might have been possible to see reflections at larger angles.

3.9.2 The first experimental tests at UoL

The CCD life test facility at UoL has been used to characterise past and present CCDs including the flight spares for XMM-Newton. The facility is 3.1m long and has an X-ray source, X-ray CCD and mounting for an optic. The X-ray source can operate at energies between 200eV and 4keV but these tests were carried out at energies of between 600eV to 1keV. The CCD is a CCD-22, similar to those used on XMM-Newton and is on an X − Y table which allows movement of ±35mm in each direction. Figure 3.37 shows the life test facility within the lab. The X-ray source is on the far right of the image (just under the bookcase) with the CCD at the opposite end of the pipeline. The MOA was placed within the tank via the flange which is at the centre of the facility. There is a rotational arm at this point
Figure 3.37: Image of the XMM-Newton CCD life test facility at UoL. The test facility is 3.1m long with an X-ray source, X-ray CCD and mounting at the centre, for an optic. The X-ray source is on the right hand side of the image (by the bookcase) whilst the CCD is on the far left of the image. The MOA was mounted behind the flange which is in the centre of the pipe. The rotation arm can also be seen attached to this flange.

which allows rotation of the optic in one axis and was controlled by a micrometer which allowed for accurate adjustment of the optic’s rotation.

The tests were designed to investigate the reflectivity of the channels of the MOAs and so the channels needed to be fully illuminated. To achieve this in the facility described above, the MOA was rotated in between two positions, one where most of the rays passed straight through the optic and the other at an angle of $\sim 2.6^\circ$ where the majority of the length of the channels was illuminated. The first position gave an idea of the spacing and quality of the etch whilst the second position allowed the quality of the surfaces of the channels to be studied.

3.10 Simulated results of the Micro Optical Array experiments

Models of these tests, in the two positions described and two intermediate positions, were produced in Q and the results can be seen in figure 3.38. The model set up was based on the testing facility, with the positions of the source, detector and MOA being set to that of the facility and with a perfect reflecting surface. The
images produced are the same as those for previous models described, and the four positions of the MOA can be seen in the ray-tracing diagrams. Although some rays will be reflected in the first position, the strength of this line focus is very low. A comparison of the distribution of the focus created by the MOA in the four different positions has been completed and can be seen in figure 3.39. The distributions are drawn by taking a cut along the detected image and a histogram is produced of the flux in the pixels within the area selected and the width of the detected distribution represents the width of the line focus. If the line focus is not completely in focus, then the detected distribution will appear wider. This can be seen in figure 3.39 a), which shows the distribution for the rays passing straight through the MOA. There is a line focus produced but it is wider, more scattered, and of less intensity than that shown in figure 3.39 d).

In order to study the effect of the MOA surface roughness, it was added to the models described above by specifying the surface quality in Å/mm. The results can be seen in figures 3.40 and 3.41. These figures are set up in exactly the same way as figures 3.38 and 3.39, but with surface roughness included. The roughness in these images is not as high as that seen on the surface of the MOA, but they do provide an illustration of the effect of the surface roughness on the results of the tests where the line focus is less intense as more flux has spread into the wings.

### 3.11 Results from the X-ray experiments performed at UoL

The dry etched MOA, which had been tested at STFC Daresbury Laboratory, was placed within the facility as described in section 3.9.2 and rotated between 0° and 2.1° at increments of 0.14°. An example of an image from the CCD is shown in figure 3.42 with the straight through flux clearly visible. The MOA was calculated to have a throughput of 38.83% which is close to the figure of 44% obtained at STFC Daresbury Laboratory. The number of counts in the central region and to either side of the straight through flux were counted for each of the images taken and a graph was then produced to show the reflection as shown in figure 3.43. These results vary from those produced by the models shown above as the surface quality within
Figure 3.38: Ray tracing of the MOA tests. The source is at an energy of \(\sim 1\text{keV}\) and the detector and MOA are positioned as in the testing facility. The ray traced system and detected image are shown for four different angles. a) The initial position of the MOA where the rays passing straight through the optic was studied. b) and c) are intermediate angles between a) and d). d) The angle at which the full length of the MOA channels are illuminated.
Figure 3.39: Detected distribution of the ray-tracing of the MOA tests. The source is at an energy of \(\sim 1 keV\) and the detector and MOA are positioned as in the testing facility. 

a) The distribution of the initial position of the MOA where the majority of rays pass through the optic, 
b) and c) show intermediate angles between a) and d). 
d) The angle at which all the MOA channels are illuminated. The distributions appear off centre as the reflected rays are not in the centre of the detector as the MOA is rotated.
Figure 3.40: Ray tracing of the MOA tests, as in figure 3.38 but with additional surface features and roughness. The source is at an energy of $\sim 1\text{keV}$ and the detector and MOA are positioned as in the testing facility. The ray traced system and detected image are shown at the same four angles as in figure 3.38. Scattering of the beam is clearly visible in all four images. The width of the detected focused line is also wider due to the surface features.
Figure 3.41: Detected distribution of the ray-tracing of the MOA tests, as in figure 3.39 but with surface roughness. The source at an energy of $\sim 1\text{keV}$ and the detector and MOA are positioned as in the testing facility. The width of the distributions is wider than that shown in figure 3.39, this is due to the increased scattering of the beam due to the surface roughness.

the simulations is higher than that of the real MOAs and the detected distributions produced by the simulations show the total number of counts over the entire CCD at a single position, not the peak number of counts at each position.

The number of counts in the central region slowly decreases as the amount of flux which is reflected increases and creates a triangular profile in the data. The reflection component was calculated as a percentage of the maximum number of transmitted counts detected. Unfortunately the amount of reflection was very low at $\sim 3.33\%$ and so the triangular profile is not as clear as it should be. It is also apparent that the two surfaces of the channel walls behave differently because there is asymmetry in the counts between the right and left. This is most likely due to the high surface roughness seen in the FEGSEM images. It was decided that a wet etched MOA would be tested in the same way to see if there was an increase in the amount of reflection. The ESEM at UoL was used to image the MOA and it was found to have much smoother walls and practically no surface features, as shown in figure 3.16.
Figure 3.42: An example of a CCD image obtained during the MOA tests within the CCD life test facility at UoL. The central bright region is the straight through flux from the MOA.

Figure 3.43: Results from the reflectivity tests using a dry etched MOA. There is an increase in the amount of reflected flux as the amount of flux in the central region decreases. The amount of reflection is very low at ~3.33% and has suffered from the surface roughness features as shown by the asymmetry in the left and right hand reflection.
The wet etched MOA was mounted in an identical way to the dry etched MOA, however, absolutely no reflection was seen. The reason being that the wet etched MOA was half the thickness of the dry etched MOA and so the total reflection angle was double. It was found that one of the flanges towards the detector was too small for any reflected flux to pass to the CCD and this was preventing its detection. This problem is demonstrated in figure 3.44.

The source is mounted on a $\theta, 2\theta$ turn table to enable accurate alignment of the source, crystal, optic and CCD. It was concluded that the wet etched MOA should be mounted within the crystal housing and rotated by 90° so that the source could be rotated and the reflected flux would go straight down the facility to the detector. This would mean that only reflected flux would be seen above $\sim1°$ and should therefore increase the amount of reflection. The mounting set up used for the wet etched MOA is shown in figure 3.45.

The reflection was calculated by summing all the counts in the image once the straight through flux had been removed and the results are shown in figure 3.46. The amount of reflection seen was 5.93% which is still reasonably low considering the models showed a reflection of almost 40% would be possible, but more than was seen with the dry etched MOA by almost a factor of 2. The energy at which the source
Figure 3.45: The mounting for the wet etched MOA within the crystal holder. A dial on the top allows for accurate alignment of the MOA with the source and a \( \theta, 2\theta \) turn table allows the reflected flux to be studied.

was operating during the tests would mean the maximum amount of reflection from silicon at that energy would be \( \sim 18\% \) and the optic is therefore reflecting \( \sim \frac{1}{3} \) of the flux available.

### 3.12 Summary and conclusions

In order to study single cell mutation, by the use of focused X-ray radiation at energies \( \geq 1keV \), a new optic had to be designed and manufactured. The current small scale focusing devices, zone plates, cannot work at energies \( \geq 1keV \) without significantly decreasing the aperture size and increasing the focal length. This research would need to be able to apply a known dose of radiation to each individual cell within a group as opposed to an average dose to the group of cells. The optic needs to be able to produce a focused spot of \( \sim 10\mu m \) in diameter, to irradiate single cells over a distance of no more than \( 50mm \). Micro Optical Arrays (MOAs) were designed to be able to achieve these goals and have been modelled and tested to confirm these predictions.

The initial MOA prototypes have been fully modelled, including single and tandem configurations. Equations have been derived to describe both 1D and 2D systems, including the radii of curvature and positions of each plate, and have been used to investigate the MOA responses by the use of ray-tracing. These combinations included line-to-line focusing with collimator, telescope and equal grazing angle 2D systems. Parabolic MOAs and crossed pair MOAs which are capable of producing a focused spot on the same scale as a biological cell, were also investi-
Figure 3.46: The results from the reflectivity tests of the wet etched MOA mounted in the crystal chamber. The triangular shape is very clear and shows reflection of 5.93%.

gated. The results of the models have shown that, if the MOAs can be produced with low surface roughness then they will be suitable for the irradiation of biological material. Prototype optics have been designed and made using both wet and dry etching techniques. If the new prototypes are wet etched and placed in a crossed pair configuration, it would be possible to create an optic which will be able to focus X-rays to a spot size of a biological cell, $\sim 10\mu m$.

Several problems have been identified with the current MOA prototype design. The quality of the surfaces of the dry etched channel walls has led to the consideration of a double sided etch of the MOA. As shown in the FEGSEM images of the dry etched MOA, one side had very cleanly etched, straight channels with $\sim 20\,nm$ surface roughness. However, on the reverse side the channels were not fully etched, were narrow and had high surface roughness. The reflection tests also showed that the amount of reflection that would be possible would be quite low and could prevent them from being efficient enough for the radiation studies.

It was suggested that by etching the channels from both sides, the channel walls would be smoother, even and with a more consistent surface roughness. There is a possibility that this would cause a small step if the masks of the channels are not properly aligned but this would simply shorten the length of the channel as a
small amount of the channel wall would be hidden from the incoming X-rays. The reflective area efficiencies were calculated for a single MOA, a tandem MOA and a double etched MOA with a step. The results were 1.94% for a single MOA, 3.20% for a tandem MOA and 0.88% for a single double sided etched MOA. Whilst this is possibly a solution for improving the quality of the walls when dry etching the channels, wet etching may provide higher quality surfaces.

As shown in the ESEM images the surface quality of the wet etched MOAs is almost perfect with no surface features at all. An increase from 3.33% to 5.93%, almost a factor of 2, in the amount of reflection was seen in the results from the reflection tests, where the reflection component was calculated as a percentage of the maximum number of transmitted counts detected. As the wet etch method only allows straight walls to be etched, the possible patterns that could be created are limited. However, if two standard prototypes are placed orthogonal to each other to create a crossed pair, then a focused spot of ≤15µm can be achieved from an aperture of 4mm².

A major problem related to the bending of the silicon and the piezoelectric actuators is currently being investigated. Tests into the bending of the MOA, completed at UoB and at KCL, showed that the piezoelectric devices cannot bend the silicon enough to provide the focal length and source demagnification required. The required bending is to displace the central region by ~10µm but currently only 5µm is achievable. In order to increase the bending, several new prototype design have been conceived.

A silicon sandwich made of 10µm silicon, 1µm silicon oxide and 200µm silicon would be wet etched along the <111> plane to create very smooth straight channels. The 200µm silicon would have a large number of channels etched along the majority of the length of the chip but the 10µm would have the 4mm² active area as with the previous prototype (figure 3.4). The silicon oxide will not be etched but will act as a bonding layer between the two etched layers. At 4.5keV, ~50% of the rays will pass through the silicon oxide layer so the throughput and efficiency should be relatively unaffected if the micro-focus source is bright enough. The new prototype design can be seen in figure 3.47. The piezoelectric actuators will be attached to the 10µm silicon layer after it has been etched. The large number of channels on
Figure 3.47: A possible new MOA prototype, made from a silicon sandwich chip of 200µm silicon, 1µm silicon oxide and 10µm silicon. The 200µm silicon layer will be wet etched with many channels over the majority of the length of the chip. The 10µm layer will have a central active area as with the previous prototype. The silicon oxide layer will act as a bonding layer between the two etched silicon layers.

the 200µm layer should enable the MOA to bend more easily with the same sized strips made of the same piezoelectric material.

Another possibility, investigated by UoB, is to create a spider MOA, a new arrangement where the piezoelectric devices are used to actuate a series of levers amounting to a mixed piezoelectric and integrated mechanical bending solution. The chip has been redesigned to be 20mm x 20mm and the levers are made by etching angled channels all the way through the silicon which move independently when the piezoelectric devices are actuated. The actuators have been designed to be 75µm thick to maximise the bending of the 100µm thick silicon chip. This form of bending provides a parabolic shape to the MOA, which has been shown with ray-tracing to provide an effective line focus[84]. Figure 3.48 shows a possible prototype design. The legs can either be wet or dry etched and are designed to remove the stress from the active region.

Further possibilities include etching polymers and then coating them with an X-ray reflective coating, or creating a comb where the silicon channels are only attached at one edge. It is vital that the amount of bending required is achieved otherwise the MOAs cannot be used for the radiation studies.

If the MOAs can be wet etched, curved to the correct radius of curvature and mounted in a crossed pair, then they will be able to focus X-rays to less than 10µm at X-ray energies greater than 1keV, with enough energy to radiate biological samples.
Figure 3.48: A possible prototype design called the spider. A series of channels are etched to make the silicon easier to bend. The legs act as levers which move independently and can either be dry or wet etched and are designed to remove stress from the active region. Provided by UoB.
4.1 Large Adaptive X-ray Optic

The aim of the Large Adaptive X-ray Optic (LAXRO) is to take a standard X-ray shell and improve the resolution of the optic. This is done by actively deforming the figure of the reflecting surface by applying voltages to piezoelectric devices which have been bonded to the reverse. It is hoped that this technology will enable an X-ray telescope with a large collecting area and an improved resolution of \( \sim 0.1" \), a factor of five improvement compared to NASA’s Chandra observatory.

There are currently two competing ways of achieving this, the first method is being researched at the Harvard Smithsonian Observatory, USA. Here they aim to create a complete, single layer, coating of \( \sim 3\mu m \) thick piezoelectric material on the reverse of a glass, iridium coated, X-ray mirror and print the electrode pattern required onto the material to create \( 10mm^2 \) individual active areas. The advantages of this method include the fact that no print-through is created as the material is deposited directly on to the mirror without the need for bonding. Also, each active area is equally bonded and all of the regions are the same thickness so have the same influence on the mirror. The main disadvantage is that the piezoelectric material requires annealing, which in turn requires the whole composite of piezoelectric material and optic to be baked out at high temperatures. The high temperatures would cause the mirror to lose its form and result in irrevocable damage to the optic and so methods to pre-anneal the piezoelectric material are being investigated.
The second method is to have individual piezoelectric actuators tiled and bonded onto the back of the mirror. These individual actuators can be manufactured to be any shape and size required and are annealed prior to bonding. Used in this way, individual actuators have an advantage over a single device as well as having more actuation and currently larger surface areas can be covered with actuators. Bonding individual piezoelectric devices does cause several problems, including curvature mismatch between the optic and the piezoelectric devices if curved actuators are used, glue thickness and consistency of coverage over the surface, gaps between the individual piezoelectric devices and the tiling pattern chosen. Prior to any testing or metrology, the glue thickness and curvature mismatch were identified to be the factors most likely to cause the largest errors and affect the optic’s figure and form the most.

During the proof of concept year for the Smart X-ray Optics consortium (SXO), investigations into the effect of piezoelectric devices on flat glass pieces and sections of a spare XMM-Newton mirror shell were completed at University College London (UCL). In conjunction, some initial Finite Element Analysis (FEA) models were produced to show that the mirror’s reaction to the actuation of the piezoelectric devices could be accurately predicted.

The initial prototype optic was designed to be a gold coated nickel, electroformed, ellipsoidal segment to provide single reflection, point-to-point focusing and would fit and operate within the Tunnel Test Facility (TTF) at the University of Leicester (UoL). The design and initial modelling of the prototype was carried out by the author. The optic was produced within the Optical Science Laboratory at UCL and the piezoelectric devices were custom made for the project by the School of Metallurgy and Materials at the University of Birmingham (UoB). Electroforming, bonding techniques and the production of pre-curved piezoelectric devices were investigated using cylindrical pre-prototype mirrors. These pre-prototype optics were also used to look into the thickness of both the mirror and the piezoelectric devices to ensure that the optimum amount of movement could be achieved. The facility used for the X-ray tests was the X-ray TTF at UoL, which is a 28m beam line with an X-ray source and MCP detector. The first adaptive X-ray prototype was created by electroforming nickel onto a mandrel of inverse form which had been coated in a
vacuum deposited gold layer to act as a passivation layer and the reflecting surface. Thirty curved piezoelectric actuators were bonded to the back surface of the mirror after electroforming to complete the prototype.

As the Earth’s atmosphere absorbs X-rays, X-ray telescopes must be launched and operated in space. The launch restrictions on the weight of the telescopes, restricts the collecting areas and so thin light mirrors are being developed. The aim of the LAXRO was to create a thin light mirror whose resolution could be adjusted through the use of bonded actuators. The mirror was 0.4 mm thick and the piezoelectric devices ranged between 165 µm and 265 µm in thickness creating a composite optic of less than 1 mm (including the glue layer), comparable to the larger XMM-Newton shells. The total weight has been measured to be less than 100 g, thus the prototype optic was a thin light segment, although efforts are ongoing to reduce the thickness further.

The optic’s surface was measured using the Long Trace Profiler (LTP) at STFC Daresbury Laboratory and was found to be flatter than the original design had specified. This meant that the optic’s focal length would be longer than originally calculated; however, it still allowed the influence functions of the piezoelectric devices to be measured. The optic was measured again with the LTP once the piezoelectric devices had been attached and showed a significant amount of print-through from the actuators. Measurements were also taken whilst the piezoelectric devices were actuated and showed it was possible to achieve a significant amount of movement (∼8 µm at 50 V) but it also showed that the gaps in between the actuators caused a 3 µm kinking effect along the optic. It was shown that the models produced using both FEA and ray-tracing can effectively predict the response of the mirror and the detected image when the piezoelectric devices have been actuated. Furthermore, by incorporating the data obtained using the LTP, accurate predictions of the optical limits of the mirror were assessed and measured. It was hoped that during the alignment of the optic within the TTF, some of the errors in the optics form could be removed using micrometres on the mirror’s mounting. Unfortunately the motors were not calibrated correctly and failed to move the optic. This led to the optic being misaligned for the entire length of the X-ray tests which significantly affected the results.
In order to operate the piezoelectric devices during the X-ray tests, several computer controlled routines were set up and tested. A routine was created by the author to cycle through a series of patterns, calculate the voltages required at each stage, set the piezoelectric devices to that voltage, ray trace the result and find the optimum voltage for each pattern and therefore reduce the Half Energy Width (HEW) of the mirror. This routine was used to predict the results of the X-ray tests using varying initial conditions and piezoelectric configuration patterns. These included a series of patterns created using a Fast Fourier Transform (FFT) method, a series of local group patterns which actuated the piezoelectric devices in rows and columns and finally actuated each individual piezoelectric device in turn. This routine was later altered to be used during the X-ray tests in order to calculate the voltages of the piezoelectric devices and to calculate the optimum voltage for each individual pattern. A separate routine developed at UCL was used to set the voltages and control the actuators, and a piece of in-house software was used to obtain the X-ray images from the MCP detector and to calculate the HEW and Full Width Half Maximum (FWHM) of each image.

During the X-ray tests, the first LAXRO prototype demonstrated that it is possible to change the profile and figure of the mirror and thus change the reflection seen by the detector, by actively manipulating the surface using bonded piezoelectric devices. The alteration of the mirror’s figure did not improve the resolution or the HEW in a predictable manner and some form of plastic memory was also seen. However, the reasons for this have been investigated and possible solutions have been found. It has also been shown that there was a large amount of curvature errors which were the main contributing factor to the error in the mirror’s figure.

A large amount of print-through was seen by the LTP data caused by stress added to the optical surface due to the attachment of the actuators. This was likely to have been caused by the differences in the radii of curvature between the optic and the actuators. The curvature difference caused large air bubbles between the optic and actuators, which were filled with excess glue. This increased the glue thickness and, although a low shrinkage glue was used, would have caused stress on the prototype. It was also shown that the gaps in between the piezoelectric devices caused kinking features on the mirror’s surface when the piezoelectric devices were
actuated. Although this problem was predicted, the amount of kinking seen was greater than that originally expected due to the uneven glue layer. The results obtained during the X-ray tests were also hampered by the calculations of the HEW and FWHM which had to be performed by eye, and were then used to calculate the optimum voltage for each piezoelectric configuration. The combination of the glue thickness, gaps between the piezoelectric devices, curvature errors, the calculation of the optimum voltages and the misalignment of the prototype within the facility due to faulty micrometres, prevented the resolution of the optic being improved in a predictable manner. However, further ray-tracing models have shown that if these factors can be reduced then a reduction in the HEW of a factor of two can be achieved. This result is limited by gross figure errors and high frequency terms which cannot be removed by the piezoelectric devices.

It has been concluded that fewer piezoelectric devices with smaller or no gaps between them would be a possible solution, although the optimum configuration would be to have a single coating of piezoelectric material with the electrode pattern printed on to the material. Due to the reduction of movement of a single coating of piezoelectric material compared to individual devices and the problems with annealing the actuators after bonding, individual piezoelectric devices is still the preferred method for this project. Further FEA modelling performed at both UCL and UoB have shown that if the gaps are reduced and filled with either glue or polymide and fewer devices are bonded with a more consistent glue layer, then the kinking is drastically reduced. It is therefore essential to try and reduce the stress applied to the optic during the bonding of the actuators and reduce the gaps between the individual piezoelectric devices. In conclusion, the first LAXRO prototype aided the understanding of the processes required to create an adaptive optic and has led to investigations to improve the results for the second prototype.

The most immediate work being completed is the investigation to remove the kinking and stress applied to the optic due to the bonding of the piezoelectric devices. This is involving the creation of longer actuators which have the electrode patterns imprinted on to them, to create more active areas whilst reducing the number of joined regions. It is hoped that the joins can be reduced to \( \sim 100\mu m \) and then filled with a form of epoxy to reduce the variance in the reaction of the surface in
these areas. The bonding techniques will also be improved to decrease the amount of glue required which in turn will reduce the amount of stress on the optic and should reduce the print-through. This will involve a vacuum chuck to hold the actuators in the correct figure and tessellation required whilst an even glue layer is applied to the optic. Metrology is also ongoing to examine all effects seen with the first prototype including improvements of the production techniques, glue thickness, curvature errors and power stability.

Two new prototype optics with the new piezoelectric design are going to be tested; a new nickel prototype and a glass prototype kindly provided by NASA’s Goddard Space Flight Center, USA. Although nickel and glass have very similar Young’s moduli, glass has a lower density and is therefore lighter. Both of these optics will be tested in the same way as the previous prototype, however, the in-house software is being improved to perform the analysis automatically on each image. Models of the routines have shown that it is possible to improve the resolution of both a glass and a nickel optic using the piezoelectric devices. Therefore improving all the production techniques should mean that an adaptive optic, whose resolution can be improved via active manipulation of the reflective surface by the actuation of bonded piezoelectric devices, can be created.

4.2 Micro Optical Arrays

In order to be able to irradiate single biological cells with higher energy than is currently possible, and thus study radiation induced cancers by looking at the effect on surrounding material, a grazing incidence device to focus X-rays over a distance of $\sim 50mm$ with a variable focal length needs to be created. Micro Optical Arrays (MOAs) are similar to polycapillary devices or Micro Channel Plate (MCP) optics and are created by etching vertical channels within silicon wafers.

By bending an optic with etched channels, the channels are forced into a curved or fanned out configuration which can then focus the X-rays to a precise spot or line. A micro-focusing source is also being developed in order to decrease the size of the focused spot further. By combining the MOAs with the micro-focus source it is hoped that a focused spot of a few microns can be achieved. The current
technology, zone plates, used for this research can only be used at energies ≤1keV without significantly increasing the focal length and decreasing the aperture. At this energy, only cell death can be studied as the radiation is completely absorbed. By moving to a grazing incidence optic, higher energies can be used which allows for radiation induced mutations to be studied and a known dose can be applied to each individual cell as opposed to an average dose to a group of cells. In addition, by creating a device with two reflections, both on and off axis rays are focused increasing the power of the focused spot. In order to achieve source demagnification of $\frac{1}{3}$, the MOA would need to be bent to a radius of curvature of 50mm. The original design was to have concentric rings of channels with spindles to hold them together. This would be similar to a Fresnel Zone plate in design but still focus the X-rays by reflection not diffraction. The radius of curvature of the optic would be controlled by attaching small amounts of piezoelectric material which would allow a variable focal length. Two MOAs would be placed in series to provide two surfaces of reflection and both would have variable focal lengths. Several areas were identified to cause problems prior to any testing. The first was the surface roughness of the channels, as this would determine how much radiation could be focused and would limit the amount of scattering. The second problem would be the amount of bending, although this was seen to be less of a problem than the surface roughness.

The MOAs are created by etching silicon wafers at the Scottish Microelectronics Centre (SMC) at the University of Edinburgh. A series of etching techniques have been investigated, both wet and dry, to try and create a series of channels in the thin silicon wafer with low surface roughness. The first prototype Micro Optical Arrays (MOAs) were 20mm x 10mm silicon wafers, 0.2mm thick, with a 4mm$^2$ active area comprising of the etched channels. A small strip of piezoelectric was placed either side of the active area in order to bend the MOA and to control the focal length of the optic.

The first reflectivity tests performed at both STFC Daresbury Laboratory and at UoL showed that very little flux would be reflected with the dry etched MOA, due to the high surface roughness. Although the dry etching technique would allow a circular arrangement of channels to be created into the silicon and form a focused spot, the quality of the surface roughness would prevent enough X-rays being focused
to irradiate the biological material. Reflection was seen up to $4^\circ$ at a large range of energies during the dry etched MOA reflection tests, performed at STFC Daresbury Laboratory and 3.33% reflection was seen during the tests completed at UoL. This was much less than the 40% predicted with the models, however the condition of the surfaces of the walls was much worse than had been predicted, as shown in the images taken with the FEQSEM. Wet etched MOAs were produced with a higher quality of surface wall roughness which was confirmed by reflectivity tests performed at UoL. With the wet etched MOA, $\sim6\%$ reflection was seen, which again was lower than the amount predicted with the models, but the maximum amount of reflection possible by silicon at the working energy is only 18%. Single reflection, shown as a peak in the reflection, was seen at the correct angles for both wet and dry MOAs.

Due to the nature of the wet etching process, only patterns which follow the $<110>$ or $<111>$ silicon crystal planes can be created which would prevent a circular arrangement of channels. Several theoretical arrangements of single and tandem, dry and wet etched MOAs were modelled at UoL and showed that a series of MOAs could be used to focus the X-rays effectively. It was found that a crossed pair of MOAs could produce a focused spot, of $\leq15\mu m$, with enough flux to be able to irradiate cells. Although crossed arms are created with this method, the amount of flux in the arms is so low that this should not affect the radiation studies. This would prevent the need for a circular arrangement of channels, therefore allowing wet etched channels to be used and thus increase the amount of flux focused.

Investigations at Kings College London (KCL) and at UoB, have shown that it will not be possible to bend the MOAs enough to focus the X-rays at the correct distance of $\sim50mm$. Models at the School of Metallurgy and Materials at UoB have optimised the thickness, size and type of piezoelectric to provide the maximum amount of bending possible but it is still not as much as required. The required bending is to displace the central region by $\sim10\mu m$ but currently only $5\mu m$ is achievable. For this reason many new prototypes have been modelled and are being considered including combs and spiders, where material is removed from the chip to make it easier to bend without applying further stress to the MOA or active area. Another possibility is to have one of the MOAs pre-curved and the secondary MOA is then bent by the piezoelectric devices to create the correct focal length. All
these possibilities are being investigated via FEA models and bending tests using the piezoelectric actuators.

In conclusion, the first prototype MOAs have shown reflection at the predicted angles is possible but with less flux than expected and the amount of bending required is still not achievable. New MOA arrangements are being investigated and new designs are being considered to try and achieve the correct focal length and the correct amount of reflection.

Currently, alternative bending techniques are the most significant piece of work being undertaken. At present, the MOAs will not be suitable for the type of radiation studies being proposed if the scale of bending cannot be improved. In order to aid the bending of the MOA structure, new designs of prototypes with removed sections of silicon are being investigated and new designs of piezoelectric devices are also being considered. The pre-curving of MOAs is also being tested to see if this can increase the bending movement in addition to the piezoelectric devices. A new micro-focus source is also being designed and built to try and create a smaller spot size to reduce the focal length of the device. The etching processes are also being improved to try and decrease the RMS surface roughness and therefore increase the flux being reflected.

The new designs, which are being studied and modelled at both UoB and KCL, would significantly complicate the manufacture processes of the MOAs and so the current design is preferred. If the surfaces of the MOA channel walls can be made sufficiently smooth, and a pre-curved adjustable MOA tandem pair with a 50mm focal length are produced, then these devices can be used for studies into radiation induced cancers.


